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A B S T R A C T

The selective oxidation of n-butane to maleic anhydride is a strongly exothermic reaction. Resulting local 
hot-spots and intraparticle temperatures high above the surrounding fluid temperature are challenging for 
safe and economic operation of reactors. Detailed modelling on all length scales is therefore required for an 
accurate description of this process. In this contribution, the one dimensional description of the ring-shaped 
catalyst, commonly used in continuum reactor modelling, is compared to three dimensional computational 
fluid dynamics simulations for the case of a single catalyst particle at different inclination angles (0 to 
90°). Polytropic chemical reaction is considered under typical n-butane oxidation conditions (𝑅𝑒p = 400), 
representing a catalyst particle close to the inlet, (𝑇 = 673 K) and at the hot-spot (𝑇 = 730 K) of an 
industrial reactor. Comparative analysis suggests that the one dimensional simplification is justified when 
external transport phenomena are not the limiting resistance. Otherwise, neglecting two spatial dimensions 
leads to erroneous predictions.
1. Introduction

Maleic anhydride (MA) is an organic molecule that plays an impor
tant role in the chemical industries as monomer and also as a precursor
to lubricants and pesticides. State of the art processes use vanadium
phosphorous oxide (VPO) catalysts to selectively oxidise n butane to
MA. Because of the strongly exothermic nature of the reaction (𝛥R𝐻0 =
−1,236 kJmol−1), it is usually carried out in, multitubular fixed bed
reactors with small tube diameters, where the heat of reaction is re
moved via a shell side salt bath at temperatures between 390 and 430 °C.
Although n butane feed concentrations are rather low (< 1.8 vol %), dis
tinct hot spots of up to 70K in the reactor and temperature differences
of up to 40K on the catalyst particle can occur, nonetheless (Mestl
et al., 2016; Dong et al., 2018; Müller et al., 2020, 2021, 2022). Further
nhancing the importance of thermal control is the loss of phosphorous
rom the VPO catalyst, occurring at high temperatures. This leads to
ncreased catalytic activity that favours the total oxidation of n butane,

which releases even more heat than the selective oxidation, but more
importantly reduces the selectivity toward the target product MA in
favour of the carbon oxides CO and CO2. In addition to economic
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considerations, selective oxidation reactions of any kind, including
the synthesis of MA, face additional scrutiny by political pressure to
reduce carbon emissions in view of climate change (National Research
Council, 2001). Industrially, this effect is countered by adding trimethyl
phosphate to the feed stream (Mestl et al., 2016; Müller et al., 2022).
Safe and economic operation of reactors, as well as reactor design,
requires accurate description of all processes taking place in the reactor.
Accurate description in turn requires detailed modelling on all involved
length scales: from reactor scale (e.g. salt bath temperature distribu
tion, local hot spots) over particle scale (e.g. intraparticle temperature
gradients) up to the molecular scale (e.g. reaction kinetics). Potential
for improvement is given especially on the molecular and particle
scale when it comes to the phosphorous dynamics of the VPO catalyst.
Only few models exist to describe the sorption processes at the catalyst
surface and distribution of the phosphorous species within the fixed
bed (Mestl et al., 2016). The aforementioned challenges are not limited
to the selective oxidation of n butane but rather apply to any selective
oxidation process (Hermans et al., 2009).

To date, it is common practice to use continuum models to design
industrial MA reactors (Müller et al., 2021). This modelling approach
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consists of the description of the fixed bed geometry as a discretised
omain, which can be one or two dimensional (1D, 2D), and over

which the governing equations are solved. Continuum models can vary 
widely with respect to their sophistication. The solid phase can either
be lumped together with the fluid phase (pseudo homogeneous) or
be considered with separately discretised balance equations (heteroge 
neous). Thereby, a wide range of model formulations are conceivable
ranging from the simple 1D pseudo homogeneous to the 2D 2D hetero 
geneous model. Of course, with increasing level of detail the complexity
of the model and the computational cost increase as well (Müller et al.,
2021; Wehinger et al., 2022; Froment et al., 1990). The literature con 
cerning modelling of MA reactors features almost the entire spectrum of
conceivable model arrangements. Two recent studies by Maußner and
Freund (2018) and Petric and Karić (2019) used pseudo homogeneous 
1D models to optimise the operation of an industrial MA reactor 
for an uncertain feedstock composition and to investigate the models
ability to reproduce data from an industrial MA reactor using different
kinetic models, respectively. Wellauer et al. (1986) formulated a 1D 1D
heterogeneous model to derive best practices for MA reactor operation.
The 1D 1D heterogeneous approach was also adopted by Sharma et al.
(1991), who derived power law kinetics for the selective oxidation of
n butane and by Diedenhoven et al. (2012), who studied a model for 
the phosphorous dynamics of the VPO catalyst. The recently published
kinetic model by Müller et al. (2021) was also developed using a 1D 1D
heterogeneous model of a micro fixed bed reactor, filled with milled
catalyst. Brandstädter and Kraushaar Czarnetzki (2007) developed a
2D homogeneous reactor model to simulate an industrial scale MA
reactor. Both Lesser et al. (2017) and Dong et al. (2016) used 2D 
1D heterogeneous models in their studies. The latter discovered via
simulations that higher MA yields could be achieved using a catalyst 
with bi modal pore size distribution.

Exact solutions of the reaction/diffusion equation to consider the
shape of the particle in the reaction/diffusion equation only exist for
spheres or infinitely long slabs and cylinders. Much work has been 
dedicated to derive models that approximate more elaborate particle
shapes, such as rings, trilobes, multi hole cylinders or even the double 𝛼 
shape which find widespread use in the chemical industries (Afan 
dizadeh and Foumeny, 2001; Karthik and Buwa, 2019; Reitzmann et al., 
2016). The development of these models has been ongoing since the last
century (Burghardt and Kubaczka, 1996). The Baretto group from the
Universidad Nacional de La Plata, Argentina, published several works
featuring different approaches to describing complex particle shapes for
1D models and tested these extensively against 3D simulations, both for 
theoretical kinetics and practical reaction systems (Mariani et al., 2003;
Mocciaro et al., 2011; Mariani et al., 2013; Taulamet et al., 2018). In
a recent publication, Donaubauer and Hinrichsen (2019) tested one of
the models published by Mariani et al. (2003, 2013) for nine different 
catalyst shapes against three dimensional (3D) solutions and found ex 
cellent agreement for both intraparticle profiles and global effectiveness
factors. Further, the external flow and transport phenomena in the
stagnant film around particles are usually described via engineering
correlations (Wehinger et al., 2022). In a study published by Dixon
(2014), heat and mass transfer concerning a single catalyst particle 
were investigated via computational fluid dynamics (CFD) simulations 
covering the behaviour at different inclination angles relative to the
flow for steam methane reforming under industrial conditions. Dixon
found that an inclination angle around 45° were favourable for both 
heat and mass transfer. Besides the fact that only approximate solu 
tions exist to describe commonly used particle shapes, it is well known
that an individual particle in a catalytic fixed bed can experience a wide
range of physical conditions (such as temperature or species concentra 
tions) on its surface (Dong et al., 2018). Since individual particles are
not considered in continuum models, this range of different physical
conditions cannot be described either. As stated earlier, safe and eco 
nomic reactor operation and design warrants exact knowledge about 

the relation between intraparticle transport phenomena and catalytic
reaction. It is therefore a cardinal requirement to verify that continuum
models, despite their simplifying assumptions, remain able to describe
those.

In this study we aim to assess whether the neglect of spatial di
mensions impacts the ability of the continuum models to describe
accurately the behaviour of a catalyst particle under n butane oxidation
conditions. For this undertaking, intraparticle data resolved in 3D is
required as reference. Only few studies cover the topic of intraparticle
measurements however, due to the invasive nature and great effort
accompanied (Sosna et al., 2020). Instead, in this work we employ CFD
simulations allow to comfortably access intraparticle data. Simulations
are conducted for a single VPO catalyst particle in external flow, con
sidering the chemical reactions involved in selective n butane oxidation
using the reaction kinetic model of Müller et al. (2021). We conduct 3D
CFD simulations as well as 1D continuum model simulations in order to
assess the 1D models ability to accurately represent the 3D results. Per
the aforementioned comparison we aim to verify whether continuum
models are an appropriate tool to design MA reactors considering the
thermal challenges associated with this reaction system.

2. Methods

Simulations were conducted for two different sets of conditions,
corresponding to a representative particle close to the inlet and one
in the hot spot region of an industrial MA reactor. These conditions
were determined from a 1D 1D heterogeneous model of a full sized
industrial MA reactor, and are given in Table 1.

The 3D nature of the CFD model allows us to investigate the
influence of the inclination angle, where we considered four different
angles from 0° to 90°, which are visualised in Fig. 1.

The commercial CFD code Simcenter STAR CCM+ 2022.01 (Siemens
PLM, 2022) was used to create the 3D model and to conduct the
CFD simulations. Two 1D model formulations are used, which differ
in how the 3D shape is described in the 1D formulation. 1D models
were created and solved in the commercial package gPROMS Mod
elBuilder 7.0.7. Fig. 2 outlines the basic features of both model for
mulations for the ring shaped catalyst considered in this work. In the
following, the formulations for each model are briefly summarised.

2.1. 1D ∞ Ring model

The ∞ Ring model is based on the analytical solution for an infinite
cylinder. By means of a coordinate transformation, the model is ma
nipulated in a manner that it corresponds to an infinite ring. That is,
fluxes are considered only in the radial direction reaching from an inner
to an outer surface. As the ring is considered infinitely long, axial fluxes
are entirely neglected, as shown by the solid line indicating a diffusion
barrier in Fig. 2.

Eq. (1) shows the coordinate transformation, where 𝑟 is the di
mensional radial coordinate, 𝑅inner and 𝑅outer are the inner and outer
radius, and �̃� is the dimensionless radial coordinate.

𝑟 =
𝑟 − 𝑅inner

𝑅outer − 𝑅inner
(1)

A mass balance according to Eq. (2) is solved for 𝑛−1 species, whereas
the molar fluxes for the 𝑛th species are calculated through a closure
condition, which states that the sum of all mass fluxes must be zero
(Eq. (3)). This condition is best applied to a species that partakes in the
chemical reaction, but is present in excess, which in the case considered
in this study was chosen to be O2.

𝜕𝑁i
𝜕𝑟

+ 1
𝑟
𝑁i =

𝑗
∑

(𝜈i,j 𝑟j) (2)

𝑀i ⋅𝑁i = −
𝑛
∑

𝑘=1

𝑀k ⋅𝑁k (3)
𝑘≠𝑖
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Table 1
Physical values for the representative inlet and hot-spot conditions.

𝑇bulk 𝑝 𝑅𝑒p 𝑤CO 𝑤CO2
𝑤C4H10

𝑤H2O 𝑤MA 𝑤O2

K Pa – – – – – – –

Inlet 673 400 101325 0 0 0.030 0 0 0.226
Hot-spot 730 400 101325 0.002 0.003 0.026 0.011 0.010 0.203
Fig. 1. In the present study, a ring shaped catalytic particle is investigated at four different inclination angles between 0° and 90°.
Fig. 2. The salient features of the ∞-Ring and the GC𝛾 model, illustrated for a ring shaped catalyst particle.
2

e
r
f
s
b
∞

ere, 𝑁i are the molar fluxes for species 𝑖, 𝜈i,j is the stoichiometric
oefficient of species 𝑖 for reaction 𝑗 and 𝑟j is the rate for reaction
. As the model considers the inner and outer surface of the ring, a
obin boundary condition, outlined in Eq. (4) and visualised in Fig. 2,

is applied at �̃� = 0 and �̃� = 1.

𝑁i = 𝛽i(𝑐i − 𝑐i,bulk) (4)

𝛽i is the film mass transfer coefficient, and 𝑐i is the species concentra
tion. The molar fluxes are calculated using a Fickian formulation, given
in Eq. (5), where for the solid particle an effective diffusion coefficient

eff.

i = −𝐷eff,i
𝜕𝑐i
𝜕𝑟

(5)

The effective diffusion coefficient is calculated according to the Wilke
Bosanquet equation (Bosanquet, 1944) (Eq. (6)) from the Knudsen
diffusion coefficient 𝐷k and the bulk fluid diffusion coefficient 𝐷mix.
Knudsen diffusion is calculated according to Eq. (7), where 𝜖 is the
orosity, and 𝜉 is the tortuosity (Aris, 1975). The bulk fluid diffusion co
fficients are calculated from Eq. (8) according to the Wilke rule (Fair

banks and Wilke, 1950) using binary diffusion coefficients 𝐷i,j, which
are in turn derived using the empirical method by Fuller (Fuller et al.,
1966, 1969) in Eq. (9). Here, 𝑥 is the species mole fraction, 𝛥𝑣 is the
diffusion volume of species 𝑖.

𝐷eff,i =
𝜖
𝜉

(

1
𝐷k,i

+ 1
𝐷mix,i

)−1
(6)

𝐷k,i =
2 𝑟pore

√

8𝑅gas𝑇 (7)

3 𝜋𝑀 h
𝐷mix,i =
1 − 𝑥i

∑𝑛
𝑗=1
𝑗≠𝑖

𝑥j
𝐷i,j

(8)

[ 𝐷i,j

cm2s−1

]

=
0.00143

[

T
K

]1.75
√

[

𝑀i
g mol−1

]−1
+
[

𝑀j
g mol−1

]−1

𝑝
bar

√

2
(

𝛥𝑣1∕3i + 𝛥𝑣1∕3j

)2
(9)

The energy balance is given in Eq. (10) with 𝜆 being the effective
thermal conductivity of the porous catalyst, 𝑇 the temperature and
𝛥r𝐻j is the heat of reaction.

𝜆𝜕
2𝑇
𝜕𝑟2

+ 𝜆 1
𝑟
𝜕𝑇
𝜕𝑟

=
𝑗
∑

−𝛥r𝐻j ⋅ 𝑟j (10)

Again, the ∞ Ring model employs a Robin boundary conditions for
both surfaces.

𝜆𝜕𝑇
𝜕𝑟

=

{

𝛼(𝑇 − 𝑇bulk) for �̃� = 0
𝛼(𝑇bulk − 𝑇 ) for �̃� = 1

(11)

.2. 1D GC𝛾 model

The generalised cylinder (GC𝛾) model was developed by Mariani
t al. (2003) to describe any arbitrary particle shapes. It derives a
epresentative cylinder with a custom diffusion length 𝐿diff and a shape
actor 𝜎 based on the original particle shape. The diffusion length
pans from the surface of the representative cylinder to its centre. Since
oth model formulations are fairly similar, only the differences to the

Ring model will be discussed here.
Based on a reaction/diffusion equation for a catalyst particle of
omogeneous catalytic activity, the dimensionless Poisson problem,
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given in Eq. (14), is derived. This then has to be solved for the desired
particle shape, in order to derive a shape factor 𝛾, from which a
iffusion length for a representative cylinder is obtained. Boundary
onditions are 𝐺 = 0 at outside surfaces and ∇𝐺 = 0 for symmetric 
urfaces, see Eqs. (12) and (13).

∇𝐺 = −1 (12)

𝐺 = 0 ∀ outer surfaces (13)

𝐺 = 0 ∀ symmetric surfaces (14)

y integrating the solution for 𝐺 over the entire particle volume, see
q. (15), the factor 𝛾 can be obtained, which then allows to calculate
he shape factor 𝜎 through Eq. (16).

= 1
𝑉p ∫Vp

𝐺𝑑𝑉 (15)

𝛾 =𝜎 + 1
𝜎 + 3

(16)

ow, using the shape factor 𝜎 and the particle volume and surface area,
p and 𝑆p, the diffusion length can be calculated according to Eq. (17).

diff = (𝜎 + 1)
𝑉p

𝑆p
(17)

The dimensionless coordinate �̃� is calculated from the dimensional
radial coordinate and the diffusion length, as shown in Eq. (18).

= 𝑟
𝐿diff

(18)

Species and energy are balanced in the same way as for the ∞ Ring
model, however while the latter assumes a shape factor of 1, the GC𝛾
model works with the shape specific factor 𝜎, as shown in Eqs. (19) and
20).

𝜕𝑁i
𝜕𝑟

+ 𝜎
𝑟
𝑁i =

∑

(𝜈i,j 𝑟j) (19)

𝜆𝜕
2𝑇
𝜕𝑟2

+ 𝜆𝜎
𝑟
𝜕𝑇
𝜕𝑟

=
𝜕(ℎi𝑁i)

𝜕𝑟
+ 𝜎

𝑟
ℎi𝑁i (20)

Since the GC𝛾 model considers a representative cylinder, it applies a
Robin boundary condition at the cylinder surface, but assumes symme
try and applies a zero gradient boundary condition at the particle cen
tre. Boundary conditions for mass and energy balance are summarised
in Eqs. (21) and (22).

𝑁i =

{

0 for 𝑟 = 0
𝛽 (𝑐i − 𝑐i,bulk) for 𝑟 = 1

(21)

𝜆𝜕𝑇
𝜕𝑟

=

{

0 for 𝑟 = 0
𝛼 (𝑇bulk − 𝑇 ) for 𝑟 = 1

(22)

2.3. Governing equations CFD model

At the basis of the CFD code are the four steady state conservation
equations for a fluid phase (continuity, species mass, momentum and
energy) (Lecheler, 2014; Siemens Digital Industries Software, 2020).
The continuity equation, may be written as shown in Eq. (23).

∇ ⋅ (𝜌𝐮) = 0 (23)

Where 𝜌 is the fluid density, and 𝐮 the velocity vector. A conservation
equation is solved for each species. With 𝑤i being the species mass
fraction and 𝐣i as the diffusive flux, the species conservation is given
in Eq. (24).

∇ ⋅ (𝜌𝐮𝑤i) = ∇ ⋅ 𝐣i + 𝑆i (24)

Eq. (25) gives the momentum conservation.
∇ ⋅ (𝜌𝐮 × 𝐮) = −∇ ⋅ (𝛿𝑝) + ∇ ⋅ 𝝉 (25)
Here, 𝛿 is the Kronecker delta, 𝑝 is the static pressure, 𝝉 is the viscous
stress tensor. For a Newtonian fluid the viscous stress tensor can be
formulated as:

𝝉 = 𝜇(∇𝐮 + (∇𝐮)𝑇 ) − 2
3
𝜇∇ ⋅ 𝐮 (26)

here 𝜇 is the fluid viscosity. The conservation of energy gives rise
o Eq. (27).

⋅ (𝜌𝐸𝐮) = ∇ ⋅ (𝐮 ⋅ 𝝉) − ∇ ⋅ (𝐮𝛿𝑝) − ∇ ⋅ 𝐪 + 𝑆E (27)

here 𝐸 is the total mass specific energy, 𝐪 is the heat flux and 𝑆
onsiders energy sources such as the heat of reaction.

Turbulence was modelled using a Reynolds averaged Navier Stokes
RANS) approximation, which divides all solution variables 𝜙 into a
ean 𝜙 and a fluctuating component 𝜙′. Inserting the decomposed

variables into the governing equations (23) (25) and (27), yields the
following expressions:

∇ ⋅ (𝜌𝐮) = 0 (28)

∇ ⋅ (𝜌𝐮𝑤i) = ∇ ⋅ 𝐣i + 𝑆 i (29)

∇ ⋅ (𝜌𝐮 × 𝐮) = −∇ ⋅ (𝛿𝑝) + ∇ ⋅ (𝝉 + 𝝉RANS) (30)

∇ ⋅ (𝜌𝐸𝐮) = ∇ ⋅ 𝐮(𝝉 + 𝝉RANS) − ∇ ⋅ (𝐮𝛿𝑝) − ∇ ⋅ 𝐪 + 𝑆E (31)

In Eqs. (30) and (31) and additional term was introduced. 𝝉RANS is
a stress tensor, which accounts for the fluctuating component of the
velocity.

𝝉RANS = −𝜌
(

𝒖′
(

𝒖′
)𝑇 ) + 2

3
𝜌𝜅𝛿 (32)

Here, 𝜅 is the turbulent kinetic energy. The two layer 𝜅 𝜖 turbulence
model was used, where the Boussinesq approximation models 𝝉RANS
according to Eq. (33).

𝝉RANS = 𝜇t
(

∇𝒖 + ∇𝒖𝑇
)

+ 2
3
(

𝜇t∇ ⋅ 𝒖
)

𝛿 (33)

𝜇t, the turbulent eddy viscosity, is calculated according to Eq. (34),
where 𝐶𝜇 is a model coefficient, 𝑓𝜇 is a damping function and 𝑡turb
is the turbulent time scale (Siemens Digital Industries Software, 2020;
Lecheler, 2014).

𝜇t = 𝜌𝐶𝜇𝑓𝜇𝜅𝑡turb (34)

The chemical reaction was implemented as a source term in the
species conservation equation (24). Using the stoichiometric factor for
species 𝑖 in reaction 𝑗 𝜈𝑖,𝑗 , the reaction rate 𝑟j and the catalyst density
𝜌cat, a source term 𝑆i for each species was calculated.

𝑆i =
𝑗
∑

(𝜈i,j 𝑟j) 𝜌cat (35)

The energy source term 𝑆𝐸 in Eq. (36) was implemented as a source
term 𝑆 in the energy balance equation (27), using the heat of reaction
𝛥R𝐻j for reaction 𝑗 and the respective reaction rate.

𝑆E =
𝑗
∑

(−𝛥R𝐻j 𝑟j) 𝜌cat (36)

The conjugated heat and mass transfer model, published by
Kutscherauer et al. (2023) was implemented to couple the surrounding
fluid phase to the porous solid particle. The solution of the fluid and solid
domain are computed iteratively in parallel but separately from each
other following the partitioned approach. To couple the domains the
boundary conditions for energy and species mass transport at the shared
fluid solid interface are calculated as a function of quantities stored
in the interface nearest cell centroid of the fluid and solid side. These
boundary conditions are updated continuously during the iteration
procedure until convergence is reached. The authors refer the reader
to the original publication for the salient features of this model.
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Fig. 3. Simplified four-species-five-reaction reaction network for the selective oxidation
of n-butane to MA (adapted from (Müller et al., 2021)).

2.4. Reaction kinetics

To calculate the species source terms, rates for all considered re
actions need to be determined first. Stationary reaction kinetics for
the selective oxidation of n butane to MA, published by Müller et al.
(2021), were implemented to calculate the reaction rates. These ki
netics describe the MA synthesis with five reactions, according to the
eaction network shown in Fig. 3, by assuming a Mars van Krevelen
ype rate law. A reaction rate is calculated for each of the five consid
red reactions. The authors refer the reader to the original publication
y Müller et al. (2021) for further details on the reaction kinetic model.

. Grid and domain independence

3.1. Domain independence

To study the effect different flow conditions have on a catalyst
particle, one wants to exclude any influences on the flow other than the
particle itself. Ideally, this would mean placing a sphere in a domain
of infinite size. As CFD simulations require a finite domain however, it
must be ensured that the domain confining boundaries do not exhibit
any effect on the flow. The initial domain size was chosen to be
15 × 15 × 20 (Height × Width × Length) particle diameters 𝑑𝑝, in
accordance with results from Dixon et al. (2011). To determine domain
independence, the halved and a doubled domain size were also tested.
Fluid flow, entering the domain with a temperature of 300K, around a
spherical particle with a temperature of 330K, at a Reynolds number of
𝑅𝑒p = 1000 was simulated. The Nusselt number 𝑁𝑢 and drag coefficient
𝐶D were observed to assess the influence on the heat transfer and flow
behaviour, respectively. Tested domain sizes and results are given in
Table 2. All domains where meshed with identical settings. A cell size of
𝑑p/10 was chosen, with refinements in the wake region (𝑑p/20) and on
the particle surface (𝑑p/100). Prism layers were created on the particle
surface with a thickness corresponding to the momentum boundary
layer thickness. Ten prism layers with a stretching factor of 1.1 were
chosen. The momentum and thermal boundary layer thickness 𝜄 and 𝜄t
were calculated according to Eqs. (37) and (38), respectively (Dhole
t al., 2006).

𝜄 = 1.13
𝑅𝑒0.5

(37)

𝜄t = 𝑃𝑟−0.33 𝜄 (38)

This way, it was ensured that the first prism layer would not exceed
the size of either boundary layer in any of the cases considered in this
study. Accordingly, sufficiently low 𝑦+ values ensued (𝑦+ ≪ 1), neces
sary for the two layer approach of the 𝜅− 𝜖 turbulence model (Siemens
PLM, 2022).

It was found that, compared to the initial domain, the doubled
domain produced results within 0.18% and 0.66% for 𝑁𝑢 and 𝐶D,
respectively. These findings are in good agreement with (Dixon et al.,
2011), who found an error < 1 % for 𝐶D and < 0.25% for 𝑁𝑢.
Meanwhile, the halved domain showed deviations in the size of 0.94%
Table 2
Results for the domain independence study. Spherical
particle at 𝑅𝑒p = 1000.

Domain size 𝑁𝑢 𝐶D
– – –

7.5 × 7.5 × 10 19.22 0.56
15 × 15 × 20 19.04 0.54
30 × 30 × 40 19.01 0.54

Table 3
Results of mesh independence study.

Cell size Cell count 𝑁𝑢 Error 𝐶D Error
mm – – % – %

1 559 291 19.19 1.56 0.53 3.75
0.5 2 179 183 19.04 0.78 0.54 1.31
0.25 9 685 486 18.93 0.18 0.54 0.29

∞−1 18.89 0.55

and 3.73%. Considering the increase in cell count and subsequently the
increase in compute time along with an error of less than 1 % compared
to the extrapolated, infinitely resolved solution for both flow and heat
transfer, it was opted to keep the initial domain size for the remainder
of this study.

3.2. Grid independence

For the mesh independence study, a Grid Convergence Index (GCI)
approach, based on the Richardson extrapolation, was used (Roache,
1998). The Richardson extrapolation determines the ‘‘true’’ value of a
field variable 𝜙, such as the average temperature in the particle for
example, by extrapolating from the value obtained by a medium (m)
sized and a fine (f) mesh. The ‘‘true’’ value in this case corresponds
to the value that would be obtained from an infinitely fine (∞)
mesh (M.Moghaddam et al., 2021). A refinement factor 𝑟g is calculated
from the cell count 𝑁 of both meshes (see Eq. (39)). With an assumed
convergence rate 𝑝 = 2, the value of the field variable obtained from
an infinitely fine mesh 𝜙∞ can be calculated from Eq. (40). From
this value, the relative error 𝐸 associated with each mesh size can be
determined through Eq. (41) (Roache, 1998).

𝑟g =

√

𝑁f
𝑁m

(39)

∞ = 𝜙f +
𝜙f − 𝜙m
𝑟𝑝g − 1

(40)

𝐸 =
|

|

|

|

𝜙∞ − 𝜙f
𝜙∞

|

|

|

|

(41)

Three levels of mesh refinement were investigated in a manner
analogous to the domain independence study. Mesh settings described
in the domain independence study were used as the medium size mesh,
while for the coarse mesh the cell size was doubled and for the fine
mesh the cell size was halved. Prism layers around the particle were
excluded from cell size changes such that they would still resolve the
boundary layers, independent of the level of mesh refinement. Results
of the mesh independence study are shown in Table 3.

Deviations from the ‘‘true’’ value are marginal for all three mesh
sizes, and each refinement level would yield acceptable results in
principle. However, it becomes apparent that improvement of accuracy
between the coarse and medium mesh exists, especially the flow the er
ror reduces substantially (1.31 < 3.75). In a trade off between increased
accuracy and computation time, again the medium mesh was chosen

for further simulation work.



Fig. 4. Validation of the final mesh iteration by Nusselt number 𝑁𝑢 and drag coefficient 𝐶D for a range of Reynolds particle numbers 𝑅𝑒p (Ranz and Marshall, 1952; Gnielinski,
1978; Whitaker, 1972).
3.3. Validation

Domain and grid independence were established only for turbulent
flow at 𝑅𝑒p = 1000. Dhole et al. (2006) found that laminar flow at
lower 𝑅𝑒p generally required larger domains than turbulent flow. To
establish whether the previously generated mesh is valid for different
flow conditions, simulations across the range of investigated 𝑅𝑒p (1
1000) were carried out. Again, 𝑁𝑢 was observed for heat transfer
and 𝐶D for flow behaviour. Simulation results were compared against
different correlations from the literature (Ranz and Marshall, 1952;
Gnielinski, 1978, 1982; Whitaker, 1972; Clift et al., 2005) in Fig. 4.
It becomes readily apparent that the simulation results fit very well
within the range of correlations. On this basis it was decided that the
mesh was fit for use within the range of 1 < 𝑅𝑒p < 1000.

4. Results

First, results of the CFD simulation are presented in the form of in
traparticle profiles for both n butane partial pressure and temperature.
Results are shown for four different inclination angles under inlet and
hot spot conditions. In a second step, the 3D CFD results are compared
to two different one dimensional models, to assess to which degree the
1D formulation can describe a 3D particle. Finally, the CFD simulations
are manipulated so that the simplifying assumptions of the 1D models
are exactly fulfilled and once again compared to the 1D results.

4.1. CFD results

Fig. 5 shows n butane partial pressure and temperature profiles for a
ring shaped particle at different inclination angles. The data shown are
axially and tangentially averaged at each point in the radial direction
The radial domain spans from �̃� = 0, which represents the inner radius
of the ring, to �̃� = 1, which is at the outer radius of the ring. Fig. 5a d
show the n butane partial pressure profiles under inlet conditions for
0°, 30°, 60° and 90°. For 0° the values at the inner and outer surface
are 1,437 Pa and 1,455 Pa, respectively. While 30° and 60° experience
similar surface values, at 90° the inner surface has a much lower n
butane partial pressure than on the outer surface, (947 Pa and 1,461 Pa
respectively). At an inclination angle of 0°, the inner channel is directly
opened to the external flow, which results in good convective transport
from the bulk fluid to the inner surface of the particle hence the
species partial pressures are similar for both the inside (�̃� = 0) and
outside (�̃� = 1) surface. With increasing inclination angle, the ring is
turned away from the direction of the external flow field, decreasing the
accessibility of the inner channel to convective transport and thereby

lowering the n butane partial pressure on the inside surface (�̃� = 0).
Table 4
Heat- and mass transfer coefficients for inlet and hot-spot conditions, extracted from
correlations by Gnielinski (1975) and CFD simulations.

𝛼 𝑁𝑢 𝛽C4H10
𝑆ℎC4H10

Wm−2 K−1 ms−1

Inlet conditions

CFD (0°) 37.98 9.83 0.031 5.06
CFD (30°) 42.89 11.14 0.035 5.66
CFD (60°) 42.44 11.02 0.033 5.38
CFD (90°) 38.31 9.95 0.017 2.78
Gnielinski 50.38 13.02 0.023 3.75
Whitaker 38.36 9.92 0.046 7.38

Hot-spot conditions

CFD (0°) 37.42 9.76 0.039 5.48
CFD (30°) 42.37 11.04 0.043 6.02
CFD (60°) 41.93 10.93 0.041 5.74
CFD (90°) 38.01 9.91 0.025 3.46
Gnielinski 50.38 13.04 0.026 3.72
Whitaker 38.39 9.94 0.051 7.21

This phenomenon can also be seen in Fig. 6. In all cases, the n butane
partial pressure drops to approximately 500 Pa in the particle centre.
The corresponding temperature profiles are shown in Fig. 5e h with
reference to the bulk temperature 𝑇bulk. At an inclination angle of 0°
the particle experiences the highest temperature difference to the bulk,
with values of 27.8K and 27.2K at the inner and outer surface. The next
highest temperature can be found at an angle of 90°, whilst at 30° and
60° the temperature is approximately 4K lower than at 0°. It can be seen
that with increasing inclination angle the inner surface temperature
rises compared to the outer surface, reaching the highest difference
at 90° with 25.2K and 23.7K. This can be again attributed to the
increasing obstruction of the inner channel with increasing inclination
angle. The temperature profiles show little temperature increase within
the particle, such that the particles almost become isothermal.

Fig. 5i l show the n butane partial pressure profiles and Fig. 5m
p the corresponding temperature profiles under hot spot conditions.
Overall, the observed trends are similar to inlet conditions with asym
metry of profiles increasing with inclination angle and highest intra
particle temperatures observed for 0° with the exception that at 90°
the intraparticle temperature does not exceed the temperature observed
at 30° and 60°. Noticeably, the n butane profiles have become broader
compared to Fig. 5a d, advertising that the majority of the chemical
reaction takes place in the outer layers of the catalyst particle. This
is a consequence of the rate of reaction increasing more strongly with
respect to temperature than the mass transport.
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Overall, distinct minima occur in the n butane partial pressure
profiles. Especially under hot spot conditions a strong limitation in
intraparticle diffusion dominates the mass transfer, as evidenced by the
rapid decrease of 𝑝C4H10

to zero. For 0° inclination angle (Fig. 6a, i),
90% of n butane conversion takes place in the first 708 μm and 342 μm
from the outer surface of the particle, for inlet and hot spot conditions
respectively. On the other hand, the temperature profiles show that
the particles experience temperatures that are considerably higher than
in the fluid bulk, while at the same time the temperature increase
within the particle is minor. This is a good indication of an external
transport limitation. Both can be verified by comparing the resistances
for external and internal transfer processes, 𝛺int and 𝛺ext. External
and internal mass transport limitations are calculated corresponding
to Eqs. (42) (45), using the transport coefficients values according
to Whitaker (1972) (see Table 4) and volume averaged values for the
n butane effective diffusivity.

𝛺ext,heat =
1

𝛼2𝜋𝑅outer𝐻
(42)

𝛺int,heat =
𝑙𝑛
(

𝑅outer
𝑅inner

)

𝜆2𝜋𝐻
(43)

ext,mass =
1

𝛽C4H10
2𝜋𝑅outer𝐻

(44)

𝛺int,mass =
𝑙𝑛
(

𝑅outer
𝑅inner

)

Deff,C4H10
2𝜋𝐻

(45)

or inlet conditions, the internal heat transfer resistance is calcu
ated to be 49.81KW−1, whereas the external transfer resistance is
32.79KW−1. The internal mass transfer resistance is calculated to be
.94 × 107 sm−3, whereas the external transfer resistance is
 t
2.82 × 105 sm−3. The ratio of both heat and mass transfer coefficients
confirms that heat transfer is externally limited whereas the mass
transport is limited by pore diffusion. In good agreement with these ob
servations, Carberry (1966) reported that in heterogeneous catalysis the
largest temperature gradient will generally be found in the gas phase
boundary layer surrounding the particle, whereas the largest concen
tration gradient usually occurs within the particle. Gao et al. (2021)
eported that the VPO catalyst pore network undergoes structural
hange during operation, where initially present nanoporous structures
ransition to micrometer sized mesopores. Change of the pore network
tructure will undoubtedly impact the intraparticle profiles for both
pecies partial pressures as well as temperature. In the presented
tationary simulations, only a mean pore diameter is considered, which
as extracted from measurements on the pristine catalyst.

What has previously been hypothesised on the basis of Fig. 5, where
the obstruction of the inner channel with increasing inclination angle
eads to lower n butane partial pressures and higher temperatures on
he inside surface of the particle, is now visualised in Figs. 6 and 7.
ig. 6 shows the temperature (a d) and velocity scenes (e h) under
nlet conditions for the different inclination angles and Fig. 7 shows
ransport coefficients for heat (𝛼, b) and n butane (𝛽C4H10

, c) for each
urface of the particle individually. While there is almost bulk velocity
n the channel of the particle at 0°, it reduces with increasing inclination
ngle (30° and 60°) due to flow restriction until a stagnant zone is
ormed at 90°. This influences the convective heat transport, as can
e seen in Fig. 6d, where the temperature in the channel is noticeably
igher compared to the bulk.

This effect of flow on heat and mass transport can also be seen in
igure Fig. 7, where for 0° the upstream surface has the highest rate of
eat and mass transport. In contrast, the downstream surface lies in

he shadow zone of flow, where the formation of a recirculating vortex



Fig. 6. Temperature (a–d) and velocity (e–h) scenes under inlet conditions, taken through the centre of the catalyst particle for different inclination angles.
Fig. 7. Individual surfaces (a), Heat- (b) and mass (c) transport coefficients 𝛼 and 𝛽C4H10
for each surface of the particle under inlet conditions. Transport coefficients are plotted

over the inclination angle 𝜃.
causes backmixing and large boundary layers, which are detrimental
for heat and mass transfer between the particle and the bulk fluid.
Hence, the downstream surface transport coefficients are dramatically
lower compared to the upstream surface. Inside the inner channel, the
flow is slightly accelerated after it has passed through the stagnation
point in front of the particle. Within the channel the fluid travels at
bulk velocity, and correspondingly the transport coefficients for the
inner surface are of similar magnitude to the outside surface, which of
course also experiences bulk velocity. After passing through the inner
channel, the fluid mixes with the low velocity shadow zone behind the
particle and accelerates some of the surrounding fluid, causing a jet like
appearance. As the particle is rotated, the low velocity shadow zone
behind the particle forms less on the downstream surface, and more on
the outer surface (compare Fig. 6e h). Therefore, with further rotation
of the particle the upstream surface transport coefficients decreases
whilst the downstream surface coefficients increases until at an angle of
90° they coincide at identical values, since they take in symmetrically
identical positions relative to the surrounding flow field. The outside
surface transport coefficients slightly increase with inclination angle
as it turns from being parallel aligned to the flow to a perpendicular
alignment, meanwhile the inside surface values for 𝛼 and 𝛽chC4H10
decrease as the flow restriction through the channel is advanced, thus
decreasing the amount of convective transport as well, until reaching
minimum values close to zero at 90°. Analogous observations were
made under hot spot conditions, the corresponding temperature and
velocity scenes as well as the transport coefficient plots can be found
in the supporting information.

Fig. 7 makes evident how the global 𝛼 is highest for 30° and
60°, while it is slightly lower for 0° and 90° under inlet conditions.
Simultaneously, the global 𝛽C4H10

is much lower for 90° than for 0°,
30° and 60°. A combination of comparably low heat transfer with
good mass transfer results in 0° exhibiting the highest intraparticle
temperatures due to sufficient supply of reactants paired with poorer
removal of heat. An inclination angle of 90° leads to a similarly low heat
transfer coefficient as at 0° but a much worse mass transfer coefficient
𝛽C4H10

. Therefore, heat removal is similar as at 0°, but the amount of
heat released is limited by the supply of reactants, ensuing in lower
intraparticle temperatures compared to 0°. Since the angles 30° and 60°
manifest the highest values of 𝛼, they experience lower intraparticle
temperatures.

In light of the previous results, the reduced n butane partial pressure
and the increased temperatures at the inner surface for an inclination
angle of 90°, shown in Fig. 5, can be attributed to the accessibility of the
different surfaces for heat and mass transport. The almost equal values
for surface temperature and n butane partial pressures shown in Fig. 5a,
e, i, m (0°) are a result of 𝛼 and 𝛽C4H10

values of similar magnitude. With
increasing inclination angle the divergence of surface transport values
becomes more pronounced, as a consequence of increasing deviation
of transport coefficients. At 90° (Fig. 5d, h, l, p) this culminates in
the strongest mismatch between inner and outer surface values, owing
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o the inner surface 𝛼 and 𝛽C4H10 
becoming almost zero. Generally in 

ig. 5a d it is visible that the minima of the partial pressure profiles
re slightly shifted toward the �̃� = 0, while in Fig. 5i l this is super posed 
ith the strong bulbous shape, diminishing the visibility of the shift. 
his effect cannot be explained by a decrease in heat and mass 
ransport from the bulk fluid phase to the inside channel of the 
article, since there should not be a shift at 0° in that case. Rather, it is 
aused by the change of surface area over the radial domain, thereby 
ausing an
ncreased diffusive flux when approaching �̃� = 0. The aforementioned 
indings are in good agreement with the work of Dixon (2014), who 
nvestigated the behaviour of a single, ring shaped particle for steam 
ethane reforming at different inclination angles. A difference arises in 

he behaviour of the downstream surface value, which Dixon found to 
ecrease rather than to increase with increasing inclination angle, 
ttributed to an increase in size of the recirculation flow downstream
he cylinder. A likely explanation lies in the range of investigated 𝑅𝑒p 
umbers, which were 1000 < 𝑅𝑒p < 10, 000 in the study of Dixon for 
ethane steam reforming conditions, compared to 𝑅𝑒p = 400 in our 
ork, dictated by n butane oxidation conditions. At these significantly
wer 𝑅𝑒p numbers, the downstream recirculation zone is much less ronounced.

.2. Comparative analysis of 3D and 1D results

The complete description of a catalyst particle in external flow is 
 3D problem, for example by fluxes in three spatial directions (axial, 
adial and tangential), external non uniform flow around the particle 
nd non uniform boundary layer thickness. CFD simulations can fully 
esolve each dimension, whereas 1D continuum models cannot. To 
etermine the extent to which the 1D models are able to describe the 
article, even at different inclination angles, we compare the results 
rom two different 1D models to the CFD.

In parallel to Fig. 5, Fig. 8 shows radial profiles of n butane par 
ial pressure and temperature. Two 1D model formulations (dashed 
nd dotted lines) using two different correlations (Gnielinski (1975) 
nd Whitaker (1972) shown in brown and blue, respectively) to obtain 
ransport parameter are shown. CFD data are taken from 10,000 Monte 
arlo distributed points for each CFD case and plotted transparently, 
o that the intensity of the colour gives information about the spatial 
istribution of the variable. Under inlet conditions, the n butane partial 
ressure (Fig. 8a d) forms parabolic trajectories. A slight distribution of 
ata points are located between the parabolic profile and the surface 
alues for the inside of the particle, eliciting a ‘filled’ appearance of 
he parabolic profile. These values are caused by the frontal surfaces 
f the particle and the surface adjacent regions. At first glance, the 1D 
odels agree exceptionally well to the CFD data points regarding the 

urface values, the location and value of the minima, and the gradient 
f the profile. This appears to be independent of model formulation 
r transport correlation, despite a not insignificant deviation in mass
ransport coefficients 𝛽i between the CFD, the correlation of Gnielinski, 
nd Whitaker (compare Table 4 for reference). As previously outlined 
see Section 4.1), the selective oxidation of n butane is limited by 
nternal diffusion regarding the mass transport. Ergo, the external mass 
ransport is not the limiting resistance and consequently plays a 
ubordinate role in the determination of the profiles. The interplay of 
nternal diffusion and reaction is described well by both model 
ormulations, as evidenced by the matching n butane partial pressure 
rofiles. A caveat to the previous statement is that the 1D models
o not show the lowered partial pressures on the inner surface (�̃� =
) that arise from the channel blocking at an inclination angle of 
0°, a phenomenon that was extensively discussed in Section 4.1. The 
orresponding temperature profiles (Fig. 6e h) show that the particle 
xperiences a wide distribution of temperatures. At an inclination 
ngle of 0° the temperature spans between 16 K and 30 K above bulk 
emperature. The limited curvature of the CFD data points suggests that 

he particle is almost isothermal. A comparison with Fig. 6 confirms
that the temperature is distributed along the particle in the direction
of external flow, but at each position shows very little intraparticle
temperature rise. Its well visible that with increasing inclination angle
the span of temperatures becomes more narrow on the inside surface
(�̃� = 0) which again owes to the formation of a stagnant zone in
the channel. The use of the Gnielinski correlation yields much lower
temperatures than using the Whitaker correlation. A brief review of
the 𝛼 values in Table 4 reveals that calculations according to Gnielinski
result in a much higher 𝛼 value than extracted from the CFD, whereas
calculations according to Whitaker give rise to 𝛼 values that are in line
with CFD results. Hence it is evident that the use of the former leads
to lower temperatures. Unlike the mass transport, the heat transport
is externally limited for the reaction system investigated in this work,
hence the transfer coefficients play a vital role in the determination of
the temperature profiles. It is also evident that the GC𝛾 model predicts
generally lower temperatures than the ∞ Ring model, which generally
over predicts the temperatures by up to 5K. The GC𝛾 model fits the
temperatures quite well for 30°, 60° and 90° but falls into the lower
range of temperatures at 0°. Under hot spot conditions, the CFD data
points form a distinctly bulbous profile for the n butane partial pressure
(Fig. 8i l). The n butane partial pressure drops to zero within the outer
layers of the catalyst, forming steep gradients. Datapoints between the
main profile and the surface values are much reduced compared to
inlet conditions, owing the rapid reduction of partial pressure also from
the frontal surfaces inward the particle. The trends already described
for inlet conditions remain upheld: the 1D models agree well with
the CFD results but cannot describe 3D external effects such as the
channel blocking induced shift in inner surface butane partial pressure
at 90°. Fig. 8m p show the temperature profiles under hot spot con
ditions. Again, the particles experience a temperature distribution but
at each position are almost isothermal in radial direction. Due to the
accelerated reaction rate at higher temperature, the catalyst particle
experiences temperatures between 80K and 55K above bulk tempera
ture at 0°. As under inlet conditions, increasing inclination angle leads
to constriction of inner surface temperatures due to channel blocking.
The correlation of Gnielinski yields lower temperatures than the CFD
due to the over prediction of 𝛼. In contrast to inlet conditions, now both
1D model formulations are within range of the CFD values when using
Whitaker correlation, whereas previously the ∞ Ring model slightly
overpredicted the temperature profiles.

Global values for the catalyst effectiveness factor, calculated for the
main reaction C4H10 → MA according to Eq. (46), are shown in Fig. 9.

𝜂C4H10 ,𝑀𝐴 = 1
𝑉p

⋅ ∫Vp

𝑟
𝑟surf

𝑑𝑉 (46)

Error bars indicate the values of catalyst effectiveness factors according
to one standard deviation of the surface reaction rate.

In line with the n butane partial pressure profiles shown in Fig. 8a d
and i l, under inlet conditions the catalyst effectiveness factor 𝜂 lies in
the vicinity of 70%, whereas the elevated temperature under hot spot
conditions leads to values below 40%. Maffei et al. (2016) reported a
similar effect for H2 combustion, where the catalyst effectiveness factor
decreased rapidly with temperature as a result of incipient transport
limitation. A comparison of the 𝜂 values extracted from the CFD for
the different inclination angles shows that for 30° and 60° the catalyst
effectiveness factor is slightly elevated compared to 0° and 90°. This can
be explained by the slightly improved external heat transport (compare
Fig. 7) for 30° and 60°, which lower the intraparticle temperatures and
slow the reaction rates. Additionally, the inclination angle 90° shows a
broader error bar than the other angles, which can be attributed to the
channel blocking. The stagnant zone causes increased temperature and
reduced n butane partial pressure and therefore much different reaction
conditions compared to the outer surface, which increases the global
surface standard deviation. Because of the elevated reaction rates at
higher temperature, as well as the generally lower catalyst effectiveness
factor, the broadened error bar cannot be seen for an inclination angle
of 90° under hot spot conditions.
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Fig. 8. Overview of intraparticle profiles under inlet (a–h) and hot-spot conditions (i–p). n-Butane (a–d and i–l) and temperature (e–h and m–p) profiles are compared between
D models and the 3D CFD. Two different 1D model formulations were employed, using two different transport correlations (Whitaker, 1972; Gnielinski, 1975).
Fig. 9. Catalyst effectiveness factor 𝜂 under inlet (a) and hot-spot (b) conditions for the 1D models and for the different inclination angles via CFD simulation. Error bars indicate
the standard deviation via the surface concentration.
Table 4 summarises the Nusselt and Sherwood numbers as well as
the respective transport coefficients 𝛼 and 𝛽 calculated according
C4H10
to Gnielinski (1975) and Whitaker (1972) as well as the values ex
tracted from the CFD simulations. As briefly mentioned in the previous
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Fig. 10. Comparison of a 3D infinite ring with 1D model formulations under inlet (a–b) and hot-spot (c–d) conditions, via temperature and n-butane partial pressure profiles.
aragraphs, the values in Table 4 are in good agreement with the
omparison between 1D models and 3D CFD, and with the obser
ation that the 1D models give rise to temperature profiles within
easonable range of the CFD data points only when using the corre
ation by Whitaker. At this point it shall be pointed out that Whitaker
eported deviations between experimental measurements and his cor
elation by up to 25% for cylindrical and up to 30% for spherical
articles. Further it has to be noted that the Schmidt numbers 𝑆𝑐
0.21 − 0.46) are slightly below the range for which either of the
orrelations were validated (0.7 < 𝑆𝑐 < 70, 000 (Gnielinski, 1975)

and 0.67 < 𝑆𝑐 < 300 (Whitaker, 1972)). Despite the fact that the
values for 𝛼 calculated according to Gnielinski deviate somewhat from
the CFD results and the Whitaker correlation, they are still well within
the accepted range of accuracy of transport correlations.

In summary, both 1D model formulations were able to describe
the n butane partial pressure profiles remarkably well, whereas tem
perature profiles were predicted slightly different. These discrepancies
likely arise as a result of the major simplifications of the 1D model,
where the entire particle is treated with a single boundary condition
for each surface, and axial fluxes induced by the frontal faces are
neglected. The overall heat transfer is dominated by the external heat
transfer, which is implemented via a Robin boundary condition in the
1D model formulations (see Section 2). However, the particle does not
experience one singular boundary condition (e.g. a fixed temperature,
concentration or a flux) but rather a wide distribution of the concerned

variable over its surface. As the 1D model can only define a singular
boundary condition per surface, it is inherently unable to describe the
wide variation of boundary values that the 3D particle experiences.
When a case arises where the boundary conditions are the determining
factor, then this can easily manifest in deviations compared to the
3D case. Nevertheless, when choosing the boundary conditions care
fully, accurate temperature profiles can be obtained, such as in the
above cases when using the Whitaker correlation. In contrast, the mass
transport is insensitive to the boundary conditions due to its internal
diffusion limitation, as evidenced by the production of almost identical
profiles despite rather different values for 𝛽i. Considering the respective
limiting resistances, it becomes apparent why the 1D n butane partial
pressure profiles match the CFD data points almost perfectly in Fig. 8
while the temperature profiles do not. Some publications suggest that
estimation of transport parameters in continuum modelling leads to
errors, since they are derived from measurements that do not consider
chemical reaction (Wijngaarden and Westerterp, 1993; Marx, 2012;
Lesser, 2016). Our results disagree with this suggestion since transport
parameters estimated through engineering correlations closely matched
results obtained from our CFD simulations. It must be emphasised
however that the aforementioned studies considered entire fixed bed
reactors rather than single catalyst particles. Resolving the particle in
only 1D leads to neglect of the axial direction. In a 3D particle however,
the frontal surfaces are available for mass and heat flux as well. As
a result, the particle experiences fluxes not only in the radial, but
also in the axial and tangential direction as well, which cannot be

resolved when considering only a single dimension. In summary, both



Fig. 11. Temperature and n-butane partial pressure profiles under inlet (a–b) and hot-spot (c–d) conditions. Considering the frontal surfaces leads to axial fluxes in the particle,
creating deviations of the 3D case to the 1D model results.
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model formulations can describe the 3D case remarkably well, albeit
phenomena such as the channel blocking cannot be easily reproduced.
However, it is conceivable to manipulate the inner surface transport
coefficients in a manner that allows to describe even that. Both the
feasibility and purpose of this practice are questionable however, when
considering an entire fixed bed. Besides the individual profiles the 1D
model formulations were also able to describe the catalyst effectiveness
factor 𝜂, a global variable, with acceptable accuracy for the case of a
single catalyst particle.

4.3. Idealised 3D cases

In order to investigate whether the wide range of values on the
particle surface does cause model error, three dimensional simulations
for an idealised ring were compared with the 1D models. We hypothe
sise that a replication of the theoretical infinite ring with homogeneous
boundary conditions will lead to exactly coinciding 1D and 3D profiles.
Therefore, we considered the catalyst particle only, neglecting the
surrounding fluid phase, and implemented fixed temperature and mass
fraction boundary conditions. A zero flux condition was placed on
the frontal surfaces to emulate an infinitely long ring, thereby exactly
corresponding to the underlying assumption of the ∞ Ring model.
Fig. 10 shows the n butane partial pressure (a, c) and temperature (b,
d) profiles under both inlet and hot spot conditions. CFD data points
 v
were extracted and plotted similar to Fig. 8, the two different model for
mulations are distinguished by the line style. Surface temperature and
oncentration are applied as Dirichlet boundary condition, hence no
ransport correlations appear. The 3D data indicates parabolic profiles
or partial pressure and temperature, with partial pressure decreasing
nd temperature increasing in the particle. In line with previous results,
he maximum intraparticle overheating is below 1K, therefore the
articles are once again almost isothermal. Under hot spot conditions
he reaction is accelerated, causing lower partial pressure values and
igher temperatures compared to inlet conditions. The 3D data indicate
hat the minima and maxima are not exactly at the centre of the
article, but are shifted towards the inner surface (left in the plots).
s previously explained, this is an entirely geometrical phenomenon.
s the ∞ Ring model considers a ring shaped particle, it is able to
escribe this shift very well. The GC𝛾 model in contrast considers a
epresentative cylindrical particle and applies a symmetry condition
t the centre, thereby it is intrinsically unable to describe the shift
n minima/maxima. Regardless of this shortcoming, which frankly in
ractice is negligible for the case considered in this work, both model
ormulations do coincide perfectly with the CFD results, confirming our
reviously postulated hypothesis.

In Fig. 10 no data points appear in the area between the surface
alues and the parabolic profile in the inside of the catalyst particle,
uch as can be seen in Fig. 5. As stated in the previous section, these

alues stem from the frontal surfaces and the fluxes through them.
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Therefore, the 3D infinite cylinder was again modified so that mass and
eat flux through the frontal area were allowed. The resulting profiles 
re shown in Fig. 11. At first glance we can now see the previously 
bsent data points in the aforementioned area, thereby proving that 
hey are the product of frontal surfaces inducing axial fluxes in the 
article. Due to the axial fluxes, the 3D cylinder cannot simply be 
educed to a 1D problem any longer without loss of information, as
vident from Fig. 11. Nevertheless, both simplified 1D models are able 
o describe the average radial profiles to a satisfactory degree.

. Conclusion

In this study, the capability of 1D continuum models to describe the
elective oxidation of n butane on the particle scale was assessed
ingle particle simulations including chemical reaction were conducted
or two different 1D model formulations and for a 3D CFD model
esults were compared with regard to global (catalyst efficiency 𝜂) and

local variables (temperature 𝑇 and n butane partial pressure 𝑝C4H10 
).

It was found that the 1D models produced remarkably accurate
results for both global and local variables. Either of the 1D model
formulations gave rise to almost identical n butane partial pressure
profiles, whereas profound differences in the prediction of temperature
profiles were found. Due to the strong external heat transfer limitation
the 1D models were sensitive to the energy balance boundary condi
tions. The two model formulations use different boundary conditions

ith differences in the temperature profiles ensuing. Inhomogeneous
alues on the particle surface, such as temperature or concentration
dded to the discrepancy between CFD and 1D results. Additionally
t was found that the 1D models were unable to describe inherently
D phenomena such convective transport limitation due to channel
locking of the ring shaped catalyst.

We conclude that 1D models can accurately describe the catalyst
particle behaviour for selective oxidation of n butane to MA under
the variety of conditions found in an industrial MA reactor. However
exceptions have to be made for states where the boundary conditions
are the determining factor, such as strong external transport limitation
In this case, the inability of 1D models to reflect the variety of surface
values in one single boundary condition could potentially lead to
errors, which boils down to the neglect of two spatial dimensions
Despite what has occasionally been claimed in the literature, the use
of engineering correlations to determine transport parameters has not
been found to contribute to model error in case of the flow around a
single particle. These findings advocate for the investigation whether
a 2D discretisation for the solid phase could improve the accuracy of
continuum models for simulation of MA reactors. It has to be stressed
that the findings presented in this work cannot be directly transferred to
a full fixed bed reactor. For example, many particles in close proximity
will influence the external flow around each other. Particles in direct
contact with a cooled or heated reactor wall, enabling conductive heat
transfer will exhibit even more pronounced heterogeneous temperature
profiles than what was observed here. Therefore, further work on the
comparison of experiments, CFD and continuum model simulations on
the scale of entire fixed bed reactor is necessary to fully understand the
capabilities and limitations of continuum models.
Nomenclature

Latin symbols
𝑐 Concentration molm−3

𝐶D Drag Coefficient
𝐷 Diffusion Coefficient m2 s−1

𝐸 Energy J
𝐻 Height m
𝑗 Diffusive Flux kgm−2

𝐿 Length m
𝑀 Molar Weight kgmol−1

𝑁 Molar Flux molm−2 s−1

𝑁𝑢 Nusselt number
𝑝 Pressure Pa
𝑞 Heat Flux Wm−2

𝑟 Radial Coordinate m
�̃� Dimensionless Radial Coordinate
𝑅 Radius m
𝑅gas Ideal Gas Constant J K−1 mol−1

𝑟g Refinement Factor
𝑅𝑒 Reynolds Number
𝑆𝑐 Schmidt Number
𝑢 Velocity ms−1

𝑤 Mass Fraction
𝑆 Source Term
𝑇 Temperature °C
𝑉 Volume m3

𝑥 Mole Fraction
𝑦+ Dimensionless Wall Distance

Greek symbols
𝛼 Heat Transfer Coefficient Wm−2 K−1

𝛽 Mass Transfer Coefficient ms−1

𝛾 Factor
𝛿 Kronecker Delta
𝛥r𝐻 Heat of Reaction Jmol−1

𝜖 Porosity
𝜂 Catalyst Effectiveness Factor
𝜄 Boundary Layer Thickness m
𝜅 Turbulent Kinetic Energy J kg−1

𝜆 Thermal Conductivity Wm−1

𝜇 Dynamic Viscosity Pa s
𝜇t Turbulent Eddy Viscosity Pa s
𝜈 Stoichiometric Coefficient
𝜉 Tortuosity
𝜌 Density kgm−3

𝜎 Shape Factor
𝜏 Stress Tensor Pa
𝜙 Arbitrary Scalar
𝛺 Resistance var.
Abbreviations
1D One Dimensional
2D Two Dimensional
3D Three Dimensional
CFD Computational Fluid Dynamics
MA Maleic Anhydride
RANS Reynolds averaged Navier Stokes
VPO Vanadium Phosphorous Oxide

Subscripts
cat Catalyst
E Energy
eff Effective
ext External
diff Diffusion
i Species
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int Internal
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p Particle
surf Surface
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