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ABSTRACT

Context: Data protection regulations such as the GDPR and the CCPA affect how software may handle the personal data of its users and how consent for handling of such data may be given. Prior literature focused on how this works in operation, but lacks a perspective of the impact on the software development process.

Objective: Within our work, we will address this gap and explore how software development itself is impacted. We want to understand which data protection-related issues are reported, who reports them, and how developers react to such issues.

Method: We will conduct an exploratory study based on issues that are reported with respect to data protection in open source software on GitHub. We will determine the roles of the actors involved, the status of such issues, and we use inductive coding to understand the data protection issues. We qualitatively analyze the issues as part of the inductive coding and further explore the reasoning for resolutions. We quantitatively analyze the relation between the roles, resolutions, and data protection issues to understand correlations.

CCS CONCEPTS

• Computing methodologies → Reasoning about belief and knowledge; Causal reasoning and diagnostics; • Software and its engineering → Software creation and management.
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1 INTRODUCTION

Multiple governments across the globe have enacted stricter data protection laws in recent years. The most notable examples are the EU’s “Privacy and Electronic Communications Directive 2002/58/EC” (ePrivacy Directive or ePD), which was passed in 2002 and amended in 2009 [2], the General Data Protection Regulation (GDPR) by the European Union (EU), which came into effect in May 2018 [3], and the California Consumer Privacy Act (CCPA) of 2018 [1]. At the core of these regulations are rules that strengthen data protection and force businesses to require valid consent by users for collecting and processing their personal data. Some of the most visible examples are cookie banners. Since these rules are fairly new, their interpretation and implementation is still evolving. For example, when the ePrivacy Directive was initially enacted, many websites only informed users that they collect data using cookies without allowing options to dissent.

With the European Court of Justice’s (ECJ) “Planet49” decision (judgment of 1.10.2019 - C-673/17) it became clear that consent for data collection is not freely given, affirmative, informed, and, thus, valid if an opt-out design is used, i.e., via pre-ticked boxes on an online subscription form or – in the case of cookie disclaimers – pre-selected “Agree” options, which users have to actively deselect to refuse consent [5]. Further regulations that had an effect on the design of cookie banners were given in the “Orange România” decision of the ECJ (judgment of 11.11.2020 - C-61/19). It was stated that the free decision of users is disproportionately constrained if the refusal of consent represents a greater effort than the granting of consent. This meant that, e.g., cookie banners where dissent options are hidden in a text or less visible than consent options, can be considered non-compliant with the GDPR [4]. This is just one example how developers, in particular those who offer or maintain a website, needed to constantly keep up with changes due to new regulations over the years.

There is already literature on how software development fails to comply to regulations (e.g., [7, 11, 15, 20, 30, 36, 48] and how developers discuss privacy related topics (e.g., [19, 34, 46]. These studies have in common that they consider the impact of data protection regulations on software in operation or consider data protection discussions in general. What we are still missing is a...
perspective of how data protection regulations affect the software development itself. Software products, for example cookie banners, as described before, may need to be constantly updated to provide new features that enable compliance with data protection laws.

In addition to related work, we want to combine the collection of software that fails to comply to data protection and privacy regulations, and also understand how privacy related topics are discussed, not only for already implemented software, but especially also during the software development process. We want to understand who reports issues, what kind of issues are reported and how these reported issues are discussed. Following the course of the discussions, we also want to understand, if reported issues are implemented or - if not - why they are not implemented. To the best of our knowledge, this has not been studied before. Therefore, within this exploratory study, we want to shed light on the impact of data protection regulations like the GDPR on software development on GitHub. Our focus is on the reporting of issues related to personal data and data protection, e.g., change requests, questions, or problems with respect to data protection. In summary, we want to understand how often such topics are reported, what is reported, who reports data protection issues, and what the reaction of developers to such issues is. The contributions of our planned research project are the following:

- Insights into the kind of data protection concerns that are reported for open source software and the actors that report them.
- Insights into the actions that developers of open source software take after data protection issues are reported.

The remainder of this paper is structured as follows: In Section 3, we give a short overview of the related work. Next, we introduce our research questions in Section 4. Then, we describe our research protocol, including materials, variables, execution plan, and analysis plan in Section 5. In Section 6, we describe the limitations and conclude the paper with an overview of the generated data in Section 8.

2 MOTIVATING EXAMPLES

Figures 1 and 2 show examples for two data privacy issues reported on GitHub. The first issue is directly motivated by one of the regulations, i.e., the GDPR, and requests compliance with this legislation. The second issue was not directly motivated by data protection regulations, but still related to an issue in a software. The reporter requests a data anonymization feature to avoid that private data are shared while discussing bugs related to the software product.

While we note that these issues are cherry-picked, they demonstrate the range of activities related to data protection that software developers need to deal with. On one end of the spectrum, we have compliance issues with regulations in software products that require notices and consent to be correctly implemented. On the other end of the spectrum, we have a general desire to avoid sharing private data when it comes to improving a software product. The spectrum might even be broader, as we have not found related studies analyzing issues on the topic of data protection. The gap that our work plans to address is providing knowledge about how data protection regulations and a general awareness for data protection and privacy impacts software development.

3 RELATED WORK

Due to its huge number of users and projects, GitHub is a common source for historic data about software development, e.g., when studying social aspects of software development (e.g., [23], code reviews (e.g., [43]), or source code history (e.g., [24]). There is also research particular to GitHub issues, e.g., regarding their labels (e.g., [53]) and types (e.g., [29]). Furthermore, there is prior
work that focuses on particular aspects of discussions on GitHub, e.g., security [41], end-user issues [32], or the relation of emotion and issue closing [18]. While not directly related to our work, these papers demonstrate the suitability of GitHub and GitHub issues as study subjects, including the study of how developers deal with specific aspects of software, like security aspects.

Previous research has shown that despite the introduction of stricter data protection laws in recent years, software still fails to comply with the restrictions (e.g., [7, 11, 15, 20, 30, 36, 48]). Therefore, it is an interesting question how data protection topics are discussed among developers. There is, for example, research analyzing discussions on privacy related issues among developers via lab studies [44], in-depth interviews [21, 26, 31, 34, 40] and/or online surveys [8, 33, 45].

While lab studies, interviews and surveys provide important insights into how developers’ understand privacy and data protection in general, these methods initially stimulated the participants to think about issues related to data protection. Whereas analyses of discussions in various forums are helpful to gain more genuine opinions or understandings without giving a prompt [35]. Most notably, three analyses were conducted on understanding personal data and privacy discussions in developer forums [19, 35, 46].

Greene and Shilton [19] analyzed privacy related discussion in an iOS developer forum (iPhoneDevSDK) and an Android forum (XDA) to identify how the term “privacy” is discussed, defined, and framed in contrasting communities. The authors found that privacy is highly influenced by the platform’s philosophy and therefore used fundamentally different in both forums. Rather than talking about “privacy by design”, it should better read “privacy by platform” for the mobile context.

Tahaei et al. [46] used topic modeling techniques to identify privacy-related questions on Stack Overflow and qualitatively analyzed a random sample. The authors identified the following topics which are discussed among developers: privacy policies, privacy concerns, access control, and version changes, with app-related questions being an overarching issue for developers. The authors found that personal concerns as well as client or company requirements were mainly inspiring discussions, whereas laws and regulations, e.g., GDPR related questions, were the least common drivers for discussions. This is also reflected in the work of Bissyande et al. [10], where “privacy” was not among the top 10 issues reported in a sample of around 20,000 open source projects on GitHub.

Interestingly, Tahaei et al. [46] found that the first questions on “privacy” were created in 2008 (when the StackOverflow was launched), followed by a ~ more or less ~ continuous increase in questions over the next 10 years until a sudden decline in 2019. There was no evaluation whether the drivers or the topics have changed over years, so it would be interesting to see, if, e.g., an increase in discussions driven by data protection law correlates with amendments to the law.

Li et al. [35] conducted a qualitative analysis of Reddit posts on issues related to personal data in an Android developer forum. Interestingly, the authors found that most developers rarely discussed privacy concerns during development or implementation of an app, but rather when the discussion was stimulated by external events, e.g., new privacy laws.

However, all of these analyses are focused mainly on other platforms, like Stack Overflow, and/or the mobile context. To the best of our knowledge, there is no work directly related to ours, i.e., studying issue discussions about personal data and data protection on GitHub for Open Source Software in general. Furthermore, it has not been researched yet, how different roles are interacting in data protection related discussions and what this means for the software development process.

Bissyande et al. [10] characterized the reporting behavior for open source projects on GitHub in general. The authors found that the majority of projects record a small amount of reported issues. Only about 8% of projects were found to have more than 100 issues reported. Most issues are reported by developers with a large amount of followers and mainly for larger and established projects with popular owners and a large number of watchers and forks. Furthermore, they found that issue reporters, even if they do not belong to the development team, contribute to the code base in most cases. Besides the number of reporters and their contribution to the project, there was no further classification of roles. It will be interesting to see if these findings also hold for issues related to data protection and personal data, or if we find, e.g., more one-time reporters who report the same issue to several software projects.

4 RESEARCH QUESTION

Considering the questions that were left open in the related work, we state the following research questions:

RQ 1: What kind of issues related to personal data and data protection are discussed on GitHub?
RQ 2: How often are those issues related to personal data and data protection reported?
RQ 3: Who reports and discusses issues related to personal data and data protection on GitHub?
RQ 4: How do developers react to such reported issues?

Thus, we study the topic from three perspectives. The first perspective is the type of issues that are reported. Based on our current knowledge, the scope of reported issues is unclear. They could, e.g., include data protection related questions regarding project management resources (e.g., mailing lists, or documentation websites), requests to update imported software to a newer version that supports data protection regulations, requests to provide additional features to enable data protection, or requests for the removal of functionality to preserve data protection. The second perspective considers the reporters of the issues. Just like other issues regarding a software, they could come from outside of the development team (e.g., end-users of a software, developers who imported a library) or from inside the development team. The third perspective considers what happens after the reporting, e.g., whether issues are ignored, discussed without resolution, resolved, or rejected.

By considering all three perspectives not only individually, but also combined, we enable a deeper understanding of issues related to personal data and data protection that goes beyond the issues themselves. We can understand if different actors tend to report different issues, if the reactions by developers are different based on

---

1Forums have been used in various contexts to analyze topics that are discussed among developers, e.g. on Stack Overflow [6, 9, 52], or as a comparison between Stack Overflow and GitHub [22, 50].
the type of the data protection concern, or if reactions may depend on the role of the reporter.

5 RESEARCH PROTOCOL

We now define the materials, variables, execution plan, and analysis plan of our research protocol. An overview of all steps described in this section can be found in Figure 3.

5.1 Materials

Our study is based on GitHub data from April 2016\(^2\) until December 2022. Subsequent analysis of the reactions of developers on issues may also involve additional materials with resources from the projects we study, such as mailing lists and externally hosted issue trackers, like Jira or project policies.

5.1.1 Subjects. The subjects of our investigation are GitHub issues that mention or discuss personal data or data protection concerns, and are reported in English. However, we do not consider all of GitHub, but rather limit our investigation to issues from projects that fulfill the following criteria:

- public projects that are not forks and contain a license agreement;
- projects with at least ten contributors after June 2018\(^3\);
- projects with active development that have at least 100 commits after June 2018; and
- active usage of GitHub issues with at least 20 issues reported after June 2018.

These criteria guarantee that the projects we consider have at least a small community, active development, and are actively using the reporting mechanism we study, i.e., GitHub issues.

We will apply a keyword search within the issue title and body to determine the data, and retrieve all issues for which the title or text contains one of the terms listed in Table 1. We selected these terms to cover a wide range of terminology associated with personal data and data protection, based on both the goals and aspects of data protection regulations (protection of personal data) as well as their impact (e.g., on cookie usage). We avoided terms like “vulnerability”, “encryption”, or “social networks” because they likely lead to many false positives, even though they are sometimes related to data protection issues. A preliminary search found 21,608 unique issues from 5,892 projects that meet our terms and fulfill the inclusion criteria.\(^4\)

We will then create a random sample of 650 issues for our subsequent analysis. We manually validate for all issues in this sample if they are indeed about personal data and data protection. False positives are removed and we will sample additional issues until we have achieved our desired sample size. The rationale for the sample size of 650 is explained when discussing our methods within the analysis plan (see Section 5.4).

5.2 Variables

We will measure the following variables for each of our subjects.

- **Reporter**: the role of the reporter\(^5\) of an issue within the project as one of the following: frequent reporter, one-time reporter (only active within a single issue), frequent committer, one-time committer (only active within a single commit or pull request).
- **Discussants**: the number of individuals involved in the discussion of the issue.
- **Status**: whether the issue is open or closed.
- **Privacy issue**: type of privacy issue.\(^7\)
- **Consent interaction**: interaction to obtain data collection consent.
- **Resolution**: actions (if any) taken to address the issue.

The classification into the roles of reporter and discussants is similar to the work by, e.g., Joblin et al. [27], and Honsel et al. [25], who differentiate between core and peripheral developers based on the activity within the project. In our work, we use a simpler approach that uses a very strict definition of peripheral, i.e., only being active once. The intent of this is to identify if somebody was active just because of one data protection issue.

5.3 Execution Plan

Once we have identified the sample of subjects of our study according to the criteria presented in Section 5.1.1, we will automatically collect the data for the variables *Reporter*, *Labels*, *#Comments*, *#Discussants*, *Reporting date*, *Last active date*, and *Status* using the

\[\text{Terms used to find issues}\]

| Anonymization, CCPA, consent withdrawal, cookie banner, cookie law, cookie notice, cookie prompt, data breach, data privacy, data protection, data sharing, ePrivacy Directive, fingerprinting, GDPR, personal data, personally identifiable information, PII, privacy act, privacy breach, privacy controls, privacy issue, privacy law, privacy notice, privacy policy, privacy problem, privacy settings, privacy violation, pseudonymization, right to be forgotten, tracking |

\[\text{Table 1: Alphabetical list of the keywords used to identify candidates of issues regarding personal data and data protection.}\]

\(^2\)The GDPR was adopted April 14th, 2016. Other legislation like the CCPA is younger and, therefore, also covered.

\(^3\)The GDPR was enforceable starting May 25th, 2018. Other legislation like the CCPA is younger, and there may have been less activity after it’s adoption.

\(^4\)Search conducted between Jan 23rd and Jan 31st, 2023

\(^5\)Person who created an issue

\(^6\)People involved in the discussion of an issue

\(^7\)While we use only the term privacy here, this includes personal data and data protection related issues as well.
appropriate GitHub APIs. The values for the other three variables Privacy issue, Consent interaction, and Resolution will be obtained through manual coding. As input for the coding, we do not only collect the issues themselves, but also associated pull requests and commits.

The actual manual coding will be conducted using inductive coding [47]. First, two of the authors will independently code the same 20% of the collected data to create the code book. This is common practice in other works in the area of usable security to ensure inter-rater reliability, used e.g. in [37, 39]. It is, furthermore, part of the recommendations by Elder et al. [16]. Cohen’s Kappa will be calculated to measure inter-rater reliability (IRR) of the coding. Not only will IRR be calculated, but the two coders will also meet to discuss their codes and ambiguities in the coding to harmonize the code book they each created up to this point. In the unlikely event that the IRR is below 0.7 after 20% of data have been coded, additional 5% increments of data will be coded to ensure an IRR above 0.7. Once a sufficient IRR above 0.7 has been reached, the remaining data will be coded independently. The coders will, however, continue to discuss ambiguities in the coding, including new codes in the unlikely event that they occur. These methods are deemed sufficient given the exploratory nature of the study.

5.4 Analysis Plan

In the following, we describe our analysis plan. First, we discuss the qualitative analysis we conduct based on what we observe during coding regarding the reasons for resolutions. Then we describe demographics of our population, followed by the quantitative analysis between the variables and the possibility to model predictive models for issue resolutions.

5.4.1 Reasons for Choosing Specific Implementations & Solutions.

The qualitative analysis will attempt to identify the reasoning for choosing specific implementations for specific issues related to personal data and data protection, and to which resolutions these implementations lead. Additionally, the coders will consider any further aspects of note that come up as part of this exploratory analysis. Count data of all codes will be reported (as opposed to percentages) to avoid over-generalizing. The individual concepts uncovered in the coding will be illustrated using quotes from the data.

5.4.2 Descriptives of Demographic Data Pertaining to Research Questions.

Additionally, we will conduct an empirical analysis based on the data we collect. We will present demographic data about our subjects to determine the prevalence of issues related to personal data and data protection. For this, we will report the number of projects that match our criteria, the number of projects for which we identified at least one issue related to personal data and data protection, the number of overall issues of the projects, and the number of issues related to personal data and data protection identified by the keyword search. Moreover, we will present for each keyword how many of the issues, which are identified using that keyword, had to be discarded during the sampling to measure the false positive rate of the keyword search.

Then, we will consider data for the individual perspectives of our research question. To understand the reporters, we will consider the number of reporters per different type of related issue. Similarly, we consider who joins discussions about issues related to personal data and data protection by reporting the numbers of discussants per different type. Furthermore, we will report these numbers over time, i.e., how many reporters/discussants of each type participated in each issue related to personal data and data protection per quarter within our reporting time frame, as well as the total number of issues related to personal data and data protection within each time frame.

To understand what was reported, we will report the results of the manual coding of the issue types, including the description and frequency of issue types related to personal data and data protection. In the same way, we will provide data about the resolutions, i.e., the types of resolutions we observed including a description and the frequencies.

5.4.3 Relationships Between the Variables.

In addition to the individual reporting regarding these aspects, we will also evaluate the relationships between our variables. We will evaluate the relationship between the issue types and reporters through the absolute numbers of each reported issue type per reporter type. We will
augment this by an analysis of the cross-tabulation between the nominal reporter type and the numeric issues per type. We will use the chi² test with a significance level of \( \alpha = 0.05 \) to get further information regarding the significance of the relationship. We restrict the statistical test to issue types which we observe at least 20 times, i.e., five times as often as the number of reporter roles.

5.4.4 Prediction of Issue Resolution. Furthermore, we want to understand how the different aspects affect the resolution of issues related to personal data and data protection. For this, we will try to predict the issue resolution as dependent variable based on the other variables as independent variables, i.e., the Reporter, Discussants, Labels, #Comments, #Discussants, Status, Privacy issue, and Consent interaction. Since a discussion of an issue can have discussants of multiple roles, we encode this variable with four binary variables that mark for each role if there is a discussant with that role in binary form (i.e., 1 if the discussant role is present, 0 if not). Consequently, we have eleven independent variables for these models: two numeric variables (#Comments and #Discussants) and nine nominal variables (Reporter, each of the four Discussant types, Labels, Status, Privacy issue, and Consent interaction). We take the pattern from Tunkel and Herbold [49] and create multiple models to understand the relationships between our variables: 1) a multinomial logit model to understand the relationship between the independent variables and the odds of the resolution; 2) a decision tree to understand if we can find a description based on Boolean rules for the resolution; and 3) a random forest to understand if a powerful non-linear approach can model the relationship.

This multi-perspective approach means that we combine less powerful models that are easy to interpret (linear model for coefficient relationships, rule-based models to understand how concrete values behave) with a more powerful non-linear model to avoid assuming the lack of a relationship as a consequence of underpowered modeling techniques. Based on Bujang et al. [14], we estimate that we require \( n = 100 + 50 \cdot \# \text{independent variables} = 100 + 50 \cdot 11 = 650 \) issues related to personal data and data protection for the multinomial logit model. In the absence of similar rules for the other models, we use 650 as required sample size for our study.

Prediction Based on Multinomial Logit Model. The multinomial logit model uses a one-hot encoding for the nominal variables Reporter, Status, Privacy issue, and Consent interaction. For each variable, we will use Wald’s test [51] to determine the significance of each coefficient and interpret the coefficients to understand the impact on the odds of the resolution for each significant variable. Furthermore, we will report McFadden’s adjusted \( R^2 \) [38] to report the goodness of fit of the model. This will help us to further understand the reliability of the odds, as the coefficients of a model with a poor fit are less reliable.

Prediction Based on Decision Tree. The decision tree can directly work with the nominal data and does not require one-hot encoding. We will use a CART decision tree [13] with Gini impurity as splitting criterion. The choice of splitting criterion has been shown to not have a large impact on the resulting trees (see, e.g., [42]). We will not restrict the tree depth and conduct a manual analysis of the resulting decision tree. Thus, instead of using the overall accuracy to determine the quality of the model which may have problems with overfitting, we will rather consider the individual data partitions at the nodes of the decision trees, as this allows us better and more fine-grained insights. We will consider which decision were made, how the decisions help to decide for specific resolutions, as well as the general support of the decisions, i.e., the amount of data used for the decision and within the resulting subsets.

Prediction Based on Random forests. Random forests [12] are consistently among the best performing machine learning models for smaller tabular data sets [17]. A random forest determines a non-linear relationship between the dependent variable and the independent variable through an ensemble of decision trees, where each decision tree is trained on a subset of the data and variables. In contrast to the decision tree, we cannot feasibly manually analyze a decision tree to understand the relationship, as we would have to consider hundreds of trees. Instead, we will use this analysis to augment our insights from the less powerful but interpretable decision trees. Concretely, we will calculate the feature importance, which measures how much each feature contributed to the reduction of the Gini impurity that is observed at the leaf nodes of the trees, averaged over all trees.

We will augment the above analyses for the relation of the resolution with an analysis of the confusion matrices, to understand if the models are better at modeling some resolutions than others. Furthermore, we compute the correlations with Spearman’s \( \rho \) between all variables, as this allows us to understand interactions between variables within the models.

6 LIMITATIONS

There are several limitations of our work. While we try to determine a large and unbiased samples of issues related to personal data and data protection from GitHub, our data collection approach may still introduce some biases. Our criteria for projects exclude small projects with few contributors or general development activity since June 2018. However, we note that activity and contributor based filtering was identified as a suitable strategy to avoid problems when analyzing data from GitHub [28]. Moreover, our search-based approach based on a list of terms could possibly miss issues related to personal data and data protection, in case none of the identified terms is mentioned as is, e.g., because we missed terms or due to typos. Due to this, we cannot rule out that we will miss types of issues related to personal data and data protection that are not captured by our search.

Moreover, since our study is restricted to GitHub as a data source, we cannot generalize our conclusion to reporting of issues related to personal data and data protection in general. For example, users not familiar with software development may not be aware of GitHub and would contact developers in a different way, e.g., social networks or mailing list. Our study is not suitable to capture such issues, unless the developers would then create an issue on GitHub related to this. In extension to this, we also only capture issues created (and discussed) in English. While we believe that the majority of open source projects that are relevant for our research falls into this category, projects where discussions happen in different languages might offer additional insights. Including these, however, is beyond the scope of this paper.
Within this study, we want to understand the reporting and resolution of issues related to personal data and data protection on GitHub. Our work will continue as regulations in our keywords. Including regulations that spark discussions. We will face a number of limitations, but as prior work, e.g. with respect to the topics discussed, or the drivers and resolves issues, and how the different aspects are correlated to the reporting and resolution of issues related to personal data and data protection on GitHub.

7 PUBLICATION OF GENERATED DATA

All code and data will be made publicly available following the guidelines of regulations throughout the whole process of the software development process. The shared data will at least include the following.

- Copies of the studied issues, including their discussion. We will sanitize these copies to remove personal data, such as email addresses or usernames, using regular expressions.
- Measurements of all variables for the studied issues.
- Data about the agreement for the manual coding.

8 CONCLUSION

Within this study, we want to understand the reporting and resolution of issues related to personal data and data protection on GitHub. Previous studies have investigated different topics or discussions about personal data and data protection in different channels. To the best of our knowledge, no study has yet researched discussions about personal data and data protection on GitHub. Furthermore, related work either focused on discussions that were started by developers themselves, or discussions that were more general and not tied to a certain project. Thus, within this exploratory study, we want to shed light on the impact of data protection regulations throughout the whole process of the software development process on GitHub. We study this with a combination of qualitative and quantitative analysis to understand what is reported, who reports and resolves issues, and how the different aspects are correlated to each other. It will be interesting to see, whether we can confirm prior work, e.g. with respect to the topics discussed, or the drivers that spark discussions. We will face a number of limitations, but as this study will be the first of its kind, we hope that future studies will continue our work.
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