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Abstract 

Recently, it has been demonstrated that thermoviscous flows can be used for a range of fine micromanipulations, 
such as moving the cytoplasm of cells and developing embryos, intracellular rheology, and femtonewton-range force 
measurements. These flows, also known as focused-light-induced cytoplasmic streaming (FLUCS), are induced by 
mid-infrared laser scanning of a temperature spot through the sample. However, localized laser scanning can inflict 
temperature perturbations of several Kelvins on the sample, potentially eliciting unspecific biological responses. In 
this study, we demonstrate how exploiting symmetry relations during laser scanning effectively disentangles laser 
heating and flow induction. We introduce flow-neutral scan sequences that use dynamic photothermal stimuli and 
spatiotemporal symmetry relations of scanning bridging up to three distinct time scales. We leverage further insights 
from a recently published analytical model of flow fields to present quasi-homogenous temperature distributions 
that leave flow lines and their local and directed character largely invariant. We present practical, intuitive solutions 
through predesigned sets of scan lines with near isothermal distributions and demonstrate that they are sufficient 
to generate and control flows in Caenorhabditis elegans embryos on a magnitude well in excess of endogenous flow 
velocities. Our results enable the separation of two previously tightly linked classes of physical stimuli, introduce a 
new, even less invasive standard for performing FLUCS perturbations, and pave the way for new unexplored avenues 
in the fields of soft matter and biomedicine.
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Graphical Abstract

1  Introduction
Micromanipulation techniques are widely adopted in 
materials science, colloidal physics and life sciences for 
a wide variety of applications, ranging from nanostruc-
ture assembly [1, 2] and particle trapping [3, 4] to spatio-
temporal analysis of cell organization [5–8]. Recently, we 
have introduced optically induced thermoviscous flows 
[9, 10], i.e. focused-light-induced cytoplasmic stream-
ing (FLUCS), to manipulate the cytoplasm in cells and 
developing embryos [11–15]. Thermoviscous flows arise 
from the complex interplay between thermal expansion 
and temperature induced viscosity changes when repeat-
edly moving a heating point stimulus through a thin film 
of fluid [9]. Specifically, the localized heating generated 
by scanning the IR-laser spot through the sample induces 
a local small change in the density and viscosity of the 
fluid, resulting in a locally compressible fluid flow with a 
net transport of tracers [9, 10].

Additionally, contact-free positioning of polystyrene 
microbeads on the nanoscale level [16] and high-sensi-
tivity force measurements in the femtonewton-range [17, 
18] were achieved by implementing a feedback-based 
control. Although FLUCS has the advantage of generat-
ing directional flows with reduced invasiveness and fully 
haptic control, samples still experience a significant tem-
perature modulation (ca. 3.5  K when compensated by 
ambient cooling) (Fig. 1b), which could have implications 
for highly heat-sensitive systems, such as thermosensitive 

mammalian cells [19–21], thermolabile oocytes [22], 
and thermoregulated gill tissues [23].

In our current work, we show that it is possible to use a 
step-by-step optical strategy to disentangle laser-induced 
flows and heating. We make use of previously disregarded 
degrees of freedom that accompany the optical genera-
tion of flow fields (Fig. 1a). Specifically, the temperature 
distribution can be significantly homogenized over the 
region of interest (ROI) by introducing additional coun-
terdirected paths, symmetrically arranged around the 
desired trajectory. Additionally, we exploit symmetry 
relations in performing scanning on up to three distinct 
time scales. This leads to locally homogeneous tempera-
ture distributions, while inducing directional flows with 
flow lines that are largely unaltered (Fig. 1c). Simultane-
ously, the sample is cooled to the required temperature 
with an external Peltier cooling system. We demonstrate 
that this technology, which we call isothermal FLUCS 
(ISO-FLUCS), is associated with at least tenfold reduc-
tion in heating while achieving thermoviscous flows well 
in excess of endogenous streaming in Caenorhabditis ele-
gans zygotes. Given its drastically reduced heating impact 
while retaining FLUCS’ main features (directional, versa-
tile, non-invasive, haptic), we believe that ISO-FLUCS 
will become the new standard for these optical manipula-
tions in highly temperature-sensitive systems in biology 
and materials science.
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2 � Results and discussion
2.1 � ISO‑FLUCS patterning inspired by heuristic simulations
To obtain the performance of standard FLUCS without 
the induction of large temperature gradients, it is neces-
sary to uncouple temperature from thermoviscous-flow 
induction. One way to achieve this is to homogenize 
the temperature over a wider area by creating additional 
scan paths. Thermoviscous flow speeds depend primar-
ily on the frequency with which the laser scans along a 
given path rather than on the velocity of the laser-heated 
temperature profile. Therefore, it should be possible to 
accelerate the primary scan pattern, thereby compressing 
the scan signal to occupy only a fraction of the original 

period. This effective reduction of the duty cycle would 
allow us to introduce secondary scan points that would 
spread the heating over a wider area in a given duty 
cycle, effectively homogenizing the temperature. In the 
following, we introduce strategies relying on this previ-
ously unexploited degree of freedom to complement even 
complex primary scan patterns with secondary heating 
stimuli, thereby yielding a near isothermal temperature 
distribution.

To obtain a first benchmark of these additional pat-
terns, we used heuristic simulations based on experimen-
tal data of the temperature distribution around a given 
point. First, we measured the fluorescence intensity of 

Fig. 1  ISO-FLUCS: homogeneous laser scanning for an even time-averaged temperature distribution on the sample while still inducing net 
thermoviscous flows. a Optical layout of the FLUCS setup capable of simultaneous imaging and inducing intracellular flows. The flow-inducing 
infrared laser beam is x/y-scanned by an acousto-optic deflector (AOD) and relayed by a telescope onto a dichroic mirror, thereby combining it 
with the imaging path. Both are coupled to the back focal plane of a high-numerical-aperture, custom-coated microscope objective lens. Flows are 
generated by laser-induced relative temperature increase within the region of interest (ROI). The absolute temperature within the ROI is controlled 
through adjunctive heating or cooling of the whole sample by Peltier elements connected to a highly conducting sapphire slide. b Simulated 
temperature distribution produced by repeatedly scanning an infrared laser along a single line. The highly localized heating entails a relatively 
strong temperature increase along the track. c A two-step scan pattern heats the entire ROI uniformly: forward followed by backward scans aim to 
cancel net flows everywhere except on the ‘flow line’ (middle line) where scans point in the same direction and their effects are reinforced
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Rhodamine B—a fluorescent dye whose quantum yield 
decreases as the temperature increases—at different 
temperatures in the range 21–28  °C. Additional file  1: 
Fig. S1 shows the calibration curve in which the fluo-
rescence intensity of Rhodamine B is linearly related to 
the temperature change with the proportionality con-
stant −0.0074 K−1. To determine the temperature profile 
of our beam, we then evaluated the time-averaged reduc-
tion in fluorescence intensity experienced by Rhodamine 
B when repeatedly visited by the beam spot (Fig.  2a). 
Figure  2b shows the cross-section of the Rhodamine B 
intensity measured across the scan track; the data were 
fitted by the Cauchy-Lorentz equation:

where a = − 10.21 ± 0.05, b = (9.3 ± 0.2) × 10–2  μm−2 and 
c = 0.966 ± 0.003. In addition, we measured the peak 
temperature experienced by the sample from the strobo-
scopic reconstruction of the temperature cycle along the 
scan path (see Additional file 1: Fig. S2 for more details). 
Sub-millisecond temperature increases of + 5  °C and 

(1)y =
a

π(bx2 + a2)
+ c,

+ 2  °C were measured by scanning the laser spot along 
a single line (70-μm long) and multiple lines (the total 
length of the pattern is 400 μm), respectively, comparable 
with those measured previously [12].

Similar to the use of Green’s functions in differential 
equations, where the response of complex systems is 
written as the superposition of responses to a point stim-
uli, we simulated the time-averaged temperature distribu-
tion of a given scan pattern (e.g., a spiral) by considering 
the linear superposition of heating point stimuli (Fig. 2c) 
[24, 25]. The corresponding histogram in Fig. 2d reveals a 
relatively broad temperature range with a standard devia-
tion (SD) of 2.1 °C. Thus, this relatively wide temperature 
distribution has to be narrowed by conveniently includ-
ing additional heating point stimuli in the scan pattern.

To improve the heating homogeneity over the sample 
by including additional heating point stimuli, their opti-
mal distance from each other should be define. Thus, we 
evaluated the temperature distribution generated by two 
heat spots with increasing separation. The optimal dis-
tance depends on the beam parameters (e.g., spot size, 
spot shape, light intensity distribution). Although a more 

Fig. 2  Semi-empirical simulations to determine the scan pattern with minimal temperature impact. a Time-averaged fluorescence image of 
Rhodamine B when exposed to the IR laser. The red dashed rectangle highlights the region of interest (ROI) where the intensity cross-section was 
evaluated. b Temperature profile of a heat spot measured from Rhodamine B fluorescence in glycerol/water solution. The data are best fitted by 
a Cauchy-Lorentz curve (Eq. 1). c Simulated temperature distribution induced by a spiral pattern and d corresponding temperature histogram. e 
Simulated temperature distributions induced by two heat spots placed at different separation distances. The corresponding intensity cross-sections 
(solid white curves) reveal a relatively homogeneous temperature profile within the ROI (yellow dashed rectangle) at approximately 5.6-μm 
separation distance. f Standard deviation of the temperature distribution measured within the ROI in panel e as a function of the separation 
distance between the heat spots indicates an optimal distance of 5.6 μm. g Simulated temperature distribution induced by a spiral ISO-FLUCS 
pattern and h corresponding temperature histogram
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general model would be desirable to theoretically predict 
the optimal separation distance, it would go beyond the 
scope of the present work. However, the concept behind 
the proposed approach can be easily transferred and used 
as a guideline for any laser setting since the beam pro-
file (measured experimentally in this work) is given as 
an input and can be potentially outlined once the beam 
geometry is known. Figure 2e shows that the temperature 
gradient flattens as the separation increases and a trend 
reversal arises as the heat spots move further away from 
each other. This is even more evident when the SD of the 
temperature is evaluated within the ROI (dashed yellow 
box). Specifically, the SD sharply decreases as the separa-
tion distance increases up to 5.6 μm and then increases 
at larger distances (Fig. 2f ). Indeed, at distances smaller 
than the half width at half maximum of the temperature 
cross-section, the heat load accumulates in the overlap-
ping region, giving rise to a more pronounced tempera-
ture gradient. On the contrary, a colder gap arises in the 
middle when the two heat spots are placed at larger sepa-
ration distances. Thus, the optimal distance between two 
heat spots in our system is 5.6 μm.

Once the optimal separation had been defined, we used 
heuristic simulations to obtain a preliminary picture of 
the additional pattern that would improve the tempera-
ture homogeneity within the entire ROI. Specifically, 
individual heating points were iteratively included in the 
ROI so that the lattice period was 5.6 μm and the SD of 
the resulting temperature distribution was minimized 
(Fig. 2g). The corresponding histogram in Fig. 2h shows 
a very narrow temperature distribution with an SD of 
0.1 °C. Then, the heating spots were clustered according 
to their distance from the defined path (Additional file 1: 
Fig. S3). As a result, this pipeline defines a set of points 
that are amenable to scanning as a benchmark for reduc-
ing the temperature stress in the ROI generated by any 
given pattern.

2.2 � Temporal sequence of scan pattern to separate flows 
and heating

Next, we asked if it would be possible to design temporal 
scan sequences such that (i) all points required for homo-
geneous heating are visited with the same frequency dur-
ing one scan period, and (ii) the desired flow fields are 
still induced. It is important that the scan frequency is 
high enough so that the time delay between visiting the 
same point in two consecutive periods is significantly 
lower than the characteristic timescale of the thermovis-
cous phenomenon. As a proof of concept, we considered 
a simple ISO-FLUCS pattern consisting of seven parallel 
and equidistant lines, and we attempted to induce a net 
flow only along the middle line.

To achieve this, the thermoviscous flows generated 
by all the other six lines must be cancelled. To this end, 
we adopted a two-step scanning A(x,t) (Fig. 3a) in which 
the lines were sequentially scanned in both directions to 
counteract the thermoviscous flows—except for the mid-
dle line, which was scanned twice in the same direction. 
This strategy successfully induced a net flow along the 
desired path at the expense of a distortion in the particle 
trajectories (Fig. 3b). We speculated that the line-by-line 
scanning might introduce additional flow components 
orthogonal to the main direction of scanning. To visual-
ize the flow field, we used fluorescent polystyrene beads 
(1-μm diameter) dispersed in a highly viscous medium 
(pure honey) to suppress the particle diffusion. Full 
details on the pattern geometry and scan sequence are 
reported in Additional file  1: Table  S1 and Additional 
file 2: Video S1. Thus, although this strategy allows indi-
vidual points to be visited with the same frequency and 
successfully created a net flow along the middle line, the 
overall flow fields are distorted.

2.3 � Multi‑timescale symmetrization of a scan sequence 
to restore broken flow‑field symmetries

To fix the distortions in the flow field, we developed a 
powerful approach that exploits symmetry relations of 
scanning on two distinct time scales. When we sequen-
tially added a time-inverted scanning loop A(x,−t) (line-
by-line scanning from bottom to top) to the previous one 
A(x,t), the resulting pattern A(x,t) + A(x,−t) restored the 
broken symmetry with respect to x as a mirror axis. How-
ever, a stretched field emerged due to the broken symme-
try that was still present with respect to y as a mirror axis 
(Fig. 3c). Indeed, the laser sequentially scanned the lines 
from left to right (LR) and from right to left (RL) (except 
for the middle line always scanned RL) in both the scan 
periods A(x,t) and A(x,−t). Full details are reported in 
Additional file 1: Table S1 and Additional file 2: Video S1.

In an attempt to correct this asymmetric field, we 
included two x-inverted scanning loops to the previous 
y-symmetric pattern. Now, the pattern consisted of four 
scanning periods: (i) A(x,t), the lines are sequentially 
scanned from left to right and from right to left (LR-RL) 
while the pattern from top to bottom (TB); (ii) A(x,−t), 
the lines are scanned LR-RL, while the pattern from bot-
tom to top (BT); (iii) A(−x,t) the lines are sequentially 
scanned from right to left and from left to right (RL-LR) 
while the pattern TB; (iv) A(−x,−t), the lines are scanned 
RL-LR, while the pattern BT (except for the middle line 
always scanned RL). Full details are reported in Addi-
tional file 1: Table S1 and Additional file 2: Video S1. The 
resulting field had a restored symmetry with respect to x 
as a mirror axis. However, we observed a slight distortion 
when comparing both sides of the x-axis (Fig. 3d).
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We speculated that the residual distortion might arise 
from either the relatively long scanning duration, which 
prevents the full counteraction of the asymmetries 

introduced by the laser movement, or the immedi-
ate scanning back and forth of each line, which results 
in shorter time for the fluid to relax to the ambient 

Fig. 3  Symmetrization of the scan pattern resolves distortions of the flow field. Maximum intensity projections over time show flow trajectories of 
fluorescent beads driven by different scan patterns. a Diagram of the temporal scanning units used to compose the ISO-FLUCS patterns. b Distorted 
flow field obtained by scanning a pattern with x and y broken symmetry. c Asymmetric flow field obtained by scanning a pattern with x broken 
symmetry. d Asymmetric flow field obtained by scanning a symmetric pattern. e Asymmetric flow field obtained by scanning a symmetric pattern 
with minimal cost. f Theoretical leading-order trajectories of tracers induced by a Gaussian heat spot scanning the same pattern as for panel e, but 
with an offset of 2 μm included between the forward and reverse paths. The dimensionless speed of the tracers (see Sect. 4.7 for details), averaged 
over the total time taken for the scan pattern, is indicated as a color map. g Quadrupolar flow field obtained by experimentally scanning a single 
line (33-μm long) back and forth. h Theoretical leading-order trajectories of tracers induced by a Gaussian heat spot scanning the same pattern 
as for panel g, but with an offset of 2 μm included between the forward and reverse paths. The dimensionless predicted speed of the tracers 
(see Sect. 4.7 for details), averaged over the time taken for the scan pattern, is indicated as a color map. i Montage of the dipolar fields obtained 
by scanning a line (11-μm long) RL (green) and LR (red). j Distorted flow field obtained by scanning the pattern with x and y broken symmetry 
and 4.6-μm offset between the forward and reverse paths. k Asymmetric flow field obtained by scanning the pattern with x broken symmetry 
and 4.6-μm offset. l Asymmetric flow field obtained by scanning the symmetric pattern e and 4.6-μm offset. m Symmetric flow field obtained by 
scanning the symmetric pattern with minimal cost and 4.6-μm offset. Scale bar: 20 μm. LR, left to right; RL, right to left
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temperature and, hence, in additional perturbations of 
the flow field. Therefore, we simplified the scan pattern 
by considering four single-step scan periods B(x,t) + B(−x
,−t) + B(−x,t) + B(x,−t) (Fig. 3a): the lines are sequentially 
scanned (i) LR moving TB, (ii) RL moving BT, (iii) RL 
moving TB, and (iv) LR moving BT (except for the mid-
dle line always scanned RL). Full details are reported in 
Additional file 1: Table S1 and Additional file 2: Video S1. 
Nevertheless, the corresponding flow field still displayed 
a pronounced x-asymmetry explained neither by the 
long scanning duration nor the insufficient time to reset 
between the back-and-forth scanning (Fig. 3e).

2.4 � Hydrodynamic simulations predict the source 
of distortions

This residual distortion in the flow field could either 
be due to an asymmetry in the chamber or an inherent 
property arising from residual, non-neutralized flow con-
tributions. To distinguish between these two possibili-
ties, we reversed the scanning of the central scan line and 
found that this results in a mirrored flow field (Additional 
file 1: Fig. S4a). To understand the origin of this residual 
asymmetry, we repeated the laser scanning without the 
central line and we identified a weak, but very appar-
ent, quadrupolar field that would be responsible for this 
minor asymmetry in the final flow field (Additional file 1: 
Fig. S4b–e). This problem can be decomposed into two 
parts: (i) dipolar flow field generated by scanning the 
middle line twice, and (ii) neutral flow fields generated by 
scanning the additional lines in a counterdirected man-
ner. However, it is well known that a single line repeat-
edly scanned in one direction will generate a dipolar flow 
field [9, 10, 12, 16]. Therefore, we focused our attention 
on the second possibility.

Interestingly, we found that a single line scanned back 
and forth gave rise to a quadrupolar field (Fig. 3g), which 
is predicted by theory only when an offset is included 
between the forward and reverse paths (Fig. 3h). In fact, 
the theory predicts no net flow for perfectly aligned lines 
being scanned back and forth. In addition, including this 
offset in the symmetric pattern, viz. B(x,t) + B(−x,−t) + B(
−x,t) + B(x,−t), the theory predicted a distorted flow field 
(Fig.  3f ) perfectly compatible with the one observed in 
Fig. 3e. Thus, we deduced that the main contribution to 
these residual distortions is that of the quadrupolar fields 
arising from scanning the additional lines in a counterdi-
rected manner.

To generate a neutral flow, the dipolar fields result-
ing from scanning the lines back and forth have to per-
fectly overlap to cancel each other. However, the dipoles 
generated by a single line scanned RL and LR showed 
tapered lobes, misaligned with the midpoint of the 
scan path (Fig.  3i). This asymmetry in the dipolar field 

could be a result of the elongated, asymmetric shape of 
the heat spot. We therefore superimposed these mis-
matched dipolar fields with opposite flow directions 
and found that it gave rise to a substantial quadrupolar 
field (Fig. 3g). Thus, we included an offset in the forward 
and reverse scan paths to compensate for the misalign-
ment of the dipole. A negligible particle displacement 
was detected by scanning the laser along two counter-
directed lines with 4.6-μm offset (Additional file  1: Fig. 
S4f ). Therefore, we included an offset of 4.6 μm between 
the forward and reverse paths in all the scan patterns (7 
parallel lines, 33-μm long and 5.6 μm apart) to cancel any 
quadrupolar contribution arising from the additional six 
lines.

Despite these adjustments, the scan patterns with 
broken symmetries A(x,t) (Fig.  3j) and A(x,t) + A(x,−t) 
(Fig.  3k) still showed pronounced asymmetries compa-
rable with those observed without compensating for the 
dipole mismatch (Fig. 3b and c, respectively) due to the 
asymmetric line-by-line scanning. Although the pattern 
A(x,t) + A(x,−t) + A(−x,t) + A(−x,−t) (Fig.  3l) proved to 
be symmetric in the scanning, it exhibited no substan-
tial differences from the corresponding pattern with-
out any offset, likely owing to its long scanning duration 
(Fig.  3d). Notably, the symmetric scan pattern with the 
minimal cost, viz. B(x,t) + B(−x,−t) + B(−x,t) + B(x,−t), 
showed fully restored symmetries with respect to x and 
y as mirror axes (Fig. 3m). Hence, our approach involv-
ing cooperation between three ingredients—i.e. (i) flows 
and heating disentanglement, (ii) multi-timescale scan-
sequence symmetrization, and (iii) residual high-order 
field cancellation—makes it possible to homogenize the 
temperature over the sample without introducing side 
effects in the flow-field symmetry.

2.5 � ISO‑FLUCS achieves significant reduction 
in temperature gradients without loss 
of flow‑induction performance

To determine whether the performance of ISO-FLUCS 
matches that of traditional FLUCS, we used a single line 
(33-μm long) scanned RL for FLUCS and the pattern B(
x,t) + B(−x,−t) + B(−x,t) + B(x,−t) (7 parallel lines, 33-μm 
long, 5.6  μm apart, 4.6-μm offset between the forward 
and reverse scan paths) as a benchmark for ISO-FLUCS. 
Figure  4a and e show the corresponding particle trajec-
tories. The near complete suppression of quadrupolar 
contributions in the ISO-FLUCS scheme yielded a field 
symmetry satisfactorily comparable to the dipolar field 
generated by the single line. Additionally, we measured 
the velocity of particles travelling along the middle line 
(highlighted in pink). The corresponding histograms 
(Fig. 4b and f, respectively) reveal a lower average velocity 
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in the ISO-FLUCS scheme due to the lower amount of 
energy locally deposited along each scan line when time-
averaged. The particles are ~ 3.4 times slower on average. 
However, the particle velocity can be easily varied by tun-
ing the laser power or the scan frequency on demand.

The main advantage of using the ISO-FLUCS pattern 
is clearly evidenced when measuring the temperature 
distribution over the sample. To this end, we evaluated 
the time-averaged fluorescence intensity experienced 
by Rhodamine B in both configurations by keeping the 
environmental background at 21  °C with a Peltier cool-
ing system. While the repeated laser scanning along a 
single line gave rise to a strong temperature gradient with 
a sharp temperature increase from 21 °C up to 29 °C and 
SD of 1.9  °C (Fig.  4c, d), the ISO-FLUCS pattern pro-
duced a more even temperature distribution over the 
ROI (25 × 28 μm2) with SD of only 0.1 °C (Fig. 4g, h). In 
cases where thermoviscous manipulations involve larger 

samples, longer and/or additional scan lines should be 
included in the ISO-FLUCS pattern to cover the entire 
ROI.

Since the bead velocity scales with �T 2 [9, 10] and 
the temperature T  increases linearly with the energy 
released along the scan path, it is possible to hone our 
ISO-FLUCS strategy to approach similar flow magni-
tude achievable by traditional FLUCS. Indeed, a com-
parable average velocity of 13  μm/s was reached with 
the ISO-FLUCS pattern by doubling the laser power 
(Fig.  4i, j). However, it entailed a slight broadening of 
the temperature distribution with a higher SD of 0.3 °C 
(Fig. 4k, l).

For completeness, we compared the temperature SD 
and flow velocities in FLUCS and ISO-FLUCS configura-
tions by keeping constant the absorbed energy per line. 
The single line in traditional FLUCS was scanned at a 
laser power of 89 mW obtaining an average flow velocity 

Fig. 4  ISO-FLUCS reduces the temperature impact while still inducing net thermoviscous flows. a, e Maximum intensity projection over time 
showing the particle trajectories obtained by repeated scanning along a single line (a, highlighted in pink) and along seven parallel lines (e, the 
lines highlighted in orange are directionally counteracted, while the middle line in pink is always scanned right to left). b, f Histograms of the 
particle velocity measured within the cyan dashed regions highlighted in panels a and e, respectively, by the TrackMate plugin implemented in the 
Fiji software. c, g Temperature distributions measured from Rhodamine B dispersed in glycerol/water solution by using the scan patterns in a and e, 
respectively. d, h Corresponding histograms of the temperature measured within the yellow dashed region. i–l Particle trajectories, histogram of the 
particle velocity, temperature distribution, and histogram of the temperature, respectively, measured with the ISO-FLUCS pattern shown in panel e 
by doubling the laser power. Scale bar: 20 μm
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of 1.6 μm/s and a temperature SD of 0.9  °C (Additional 
file  1: Fig. S5a, b), whereas the ISO-FLUCS pattern 
scanned at a laser power of 622  mW yielded an aver-
age velocity of 7.1 μm/s with a temperature SD of 0.2 °C 
(Additional file 1: Fig. S5c, d).

The effective disentanglement between flow field and 
temperature field achieved by implementing the pro-
posed multi-scanning strategy enables one to change the 
background temperature on-demand without altering the 
flow field. Additional file 1: Fig. S6 shows the flow fields 
obtained with the ISO-FLUCS pattern B(x,t) + B(−x,−t) 
+ B(−x,t) + B(x,−t) at a background temperature of 25 °C, 
30 °C and 35 °C.

2.6 � ISO‑FLUCS properties are retained in more complex 
scan patterns

As proof of concept, we demonstrated the ability to pre-
cisely transport particles at low temperature impact 
along arbitrary paths of increased complexity: hexagon 
(Fig.  5a, c), star (Fig.  5d, f ), S-shape (Fig.  5g, i), circle 
(Fig. 5j, l), spiral (Fig. 5m, o), and ellipse (Fig. 5p, r). These 
patterns can be classified into two distinct categories: (i) 

closed paths (hexagon, star, circle, ellipse), and (ii) open 
paths (S-shaped, spiral).

The ISO-FLUCS patterns of closed paths consisted of 
additional concentric shapes equally distributed in the 
inner and outer sides. To balance the heat accumulation 
on the inner side of the shapes due to superimposition 
of denser temperature Gaussian profiles, we gradually 
increased the spacing between the shapes on approach-
ing the innermost region. With regards to the open pat-
terns, additional S-shaped lines were included in the scan 
sequence so as to account for the offset and retrace the 
original track (5.6-μm offset), whereas no additional path 
was needed for the spiral since the winding was conveni-
ently selected to inherently minimize the temperature 
gradient. Full details on the pattern geometry and scan 
sequence are reported in Additional file 1: Table S1 and 
Additional file 3: Video S2.

The temperature measurement with Rhodamine B 
(background maintained at 21  °C using a Peltier cool-
ing system) revealed that all the explored ISO-FLUCS 
patterns (hexagon Fig.  5b, star Fig.  5e, S-shape Fig.  5h, 
circle Fig.  5k, spiral Fig.  5n, and ellipse Fig.  5q) yielded 

Fig. 5  Special solutions for patterns of increased complexity. Temperature distributions, corresponding temperature histograms, and particle 
trajectories yielded by the repeated scanning along a–c five concentric hexagons, d–f five concentric star-shaped paths, g–i five S-shaped 
lines, j–l five concentric circles, m–o a spiral, and p–r five concentric ellipses, respectively. The bottom-left insets in panels a, d, g, j, m, p show 
the patterns scanned by the laser beam. Blue and red lines were used to distinguish between counteracted and non-counteracted scan paths, 
respectively. Specifically, in panels a, d, j, p the shapes were scanned clockwise from the outermost to the innermost region in the first period, 
and counterclockwise from the innermost to the outermost region in the second period (except for the middle one that was scanned twice 
counterclockwise). In panel g, the lines are scanned starting from top-left and following the shape in the first period, while from bottom-right 
in the second period (except for the middle path which was scanned twice starting from bottom-right). In panel m, the spiral is scanned 
counterclockwise from outside to inside. The shaded histograms in panels b, e, h, k, n, q represent the temperature distributions measured by using 
the corresponding FLUCS patterns (see also Additional file 1: Fig. S7). Scale bar: 20 μm
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a significantly narrower temperature distribution (up 
to 11.3 times) compared to the one obtained with the 
FLUCS pattern (shaded histograms in Fig. 5b, e, h, k, n, 
q and Additional file 1: Fig. S7). Hence, case-specific, tai-
lored solutions consisting of series of scan lines with near 
isothermal temperature distributions can be conceived 
even when more complex scan patterns are considered.

2.7 � In vivo manipulation of C. elegans cytoplasm
To further evaluate the superiority of ISO-FLUCS over 
FLUCS in living biological systems we used it for in vivo 
manipulation of C. elegans embryos. We firstly created 
a simple and predictable environment whose geometry 
and background temperature were compatible with those 
needed for handling worm embryos. Given their ellipti-
cal shape with a minor axis of approximately 25–30 μm, 
we built a chamber of thickness 20 μm capable of housing 
and immobilizing developing embryos without destruc-
tively compressing them. The background temperature 
was kept at physiological conditions of 15 °C using a Pel-
tier cooling system.

In an effort to arbitrarily rotate the cytoplasm, we 
designed elliptical scan paths whose geometry could be 
dynamically tuned to fit the embryo shape. For prelimi-
nary testing in the controlled environment, we used a 
FLUCS pattern comprising a single ellipse of 40/28  μm 
major/minor axis and an ISO-FLUCS pattern of concen-
tric ellipses. To further improve the temperature homo-
geneity, we adopted two alternating ISO-FLUCS patterns 
(switching time 0.5  s) whose ellipses were conveniently 
offset to flatten the ripples still visible in Fig.  5p. Addi-
tionally, we scanned all the ellipses counterclockwise to 
enhance the cytoplasm rotation. Full details of the pat-
tern geometry and scan sequence are reported in Addi-
tional file 1: Table S1 and Additional file 3: Video S2.

The FLUCS pattern gave rise to a wide temperature 
distribution with SD of 2.0  °C (Fig.  6a, b). The absolute 
temperature rose up to 22.3 °C (+ 7.3 °C above the back-
ground) rendering it unsuitable for investigating homeo-
thermic systems. In contrast, the ISO-FLUCS pattern 
produced a much more uniform temperature rise with 
SD of 0.13  °C (15 times lower) and a temperature peak 
of 16.6  °C (+ 1.6  °C above the background) (Fig.  6e, f ). 
Additionally, we evaluated the flow trajectories and 
the particle velocities in a highly viscous medium (pure 
honey) and found that there was no substantial differ-
ence to the flow profile and speed when moving from the 
FLUCS (Fig.  6c, d) to the ISO-FLUCS pattern (Fig.  6g, 
h): the average velocities were 13.2 μm/s and 12.0 μm/s, 
respectively.

Fig. 6  ISO-FLUCS induces in vivo intracellular streaming in C. elegans 
with even temperature distribution. a, e Temperature distributions, 
b, f temperature histograms, c, g particle trajectories, and d, h 
histograms of the particle velocity yielded by repeatedly scanning the 
laser counterclockwise along a single ellipse and concentric ellipses, 
respectively (white dashed ellipses highlighted in panels a and e). 
i, l Endogenous flows in early-stage developing C. elegans embryos 
in the absence of external stimuli. The laser was scanned along the 
patterns highlighted in magenta. j, k, m, n Cytoplasmic streaming 
obtained by scanning along a single ellipse clockwise and along 
concentric ellipses counterclockwise, respectively (in panels k, n the 
laser power was doubled) (Additional file 4: Video S3). To improve 
clarity, the brightness in panels j, k, m, n was reduced and the four 
alternating ellipses in panels e and l were omitted (see Additional 
file 1: Table S1 and Additional file 3: Video S2 for more details). Scale 
bar: 20 μm. Flow field unit bar (green arrow): 0.5 μm/s. o Rendering 
of the simulation model implemented in COMSOL Multiphysics. p, 
q Steady-state solution of the temperature distributions obtained 
by scanning along a single ellipse and five concentric ellipses, 
respectively. The dashed pink lines in panels p, q, highlight the cross 
section of the embryo membrane, whereas the dotted yellow circles 
in panels p, q represent the cross section of the protein domains. 
Scale bar: 10 μm. r mCherry differential intensity measurement 
indicating an even temperature distribution inside a C. elegans 
embryo during ISO-FLUCS. Scale bar: 10 μm
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Finally, we demonstrated that these fields are able 
to generate and control flows in worm embryos well in 
excess of endogenous streaming. Figure  6i, l shows two 
representative early-stage embryos in which the endog-
enous flows are negligible and comparable on the time 
scale of seconds (Additional file  1: Fig. S8). The laser 
scanning along the elliptical patterns (highlighted in 
magenta) gave rise to a directional rotation of the cyto-
plasm, whose magnitude visibly increased when the laser 
power  was increased (Fig.  6j, k, m, n, Additional file  4: 
Video S3 and Additional file 5: Video S4). An enhanced 
rotational speed of the cytoplasm was observed by using 
the ISO-FLUCS pattern (Fig.  6m, n) compared to the 
FLUCS pattern (Fig.  6j, k) thanks to the coherent scan-
ning direction (all the concentric ellipses were scanned 
CCW, see Additional file 1: Table S1 and Additional file 3: 
Video S2).

We eventually tested the ISO-FLUCS patterns in devel-
oping C. elegans embryos to consolidate the reduced 
invasiveness of this technique as already demonstrated 
in previous studies by using conventional FLUCS pat-
tern [12, 13]. In this work, we even further minimized the 
risk that we altered the natural course of development: 
the embryos continued unaffectedly their progression 
towards division up to at least first cleavage (Additional 
file 6: Video S5 and Additional file 7: Video S6).

It was previously established in simulations that the 
assumption of a homogeneously heat conducting, water 
dominated cytoplasm is sufficient to explain temperature 
profiles carefully mapped by life-time imaging of nitro-
gen vacancies in nanodiamonds [26]. As intra-cellular 
temperature measurements have historically been subject 
to heated debates, we decided to adapt the simulations 
for ISO-FLUCS and specifically study their robustness 
versus deviation in the thermal conductivity of the cyto-
plasm. For this we made use of established literature 
values for tissues and their constituents. Specifically, to 
infer the laser-induced heating in C. elegans embryos, we 
designed an embryo model in COMSOL Multiphysics to 
solve the heat-conduction equation (Fick’s law). An illus-
tration of the simulation domain with a cytoplasm with a 
thermal conductivity of 0.54 W m−1 K−1 (assuming about 
20% protein content, [27]) and poorly heat conducting 
large inhomogeneities (0.27  W  m−1  K−1 corresponding 
to pure protein [27]) as well as phospholipid membrane 
(0.2 W m−1 K−1, [28]) is depicted in Fig. 6o. Figure 6p, q 
show the steady-state solutions of the temperature dis-
tribution evaluated in the plane z  =  0 for FLUCS and 
ISO-FLUCS, respectively. While FLUCS gave rise to a 
relatively wide temperature range with a SD of 2.7 °C, the 
ISO-FLUCS pattern consisting of five concentric ellipses 
(see Additional file 1: Table S1 for more details) produced 
a much more homogenous temperature distribution. No 

strong difference in the temperature distribution was 
observed when considering the embryo as a plain water-
based ellipsoid (no protein domains and phospholipid 
membrane) (Additional file  1: Fig. S9), which confirms 
the earlier view that heat conductance is dominated by 
the water-rich cytoplasm and even robust against hypo-
thetical inhomogeneities. Further simulations reveal 
reasonable robustness of laser-induced temperature 
distributions even with extreme variation, like a 30  µm 
elongated needle with 3 µm diameter and a thermal con-
ductivity of stainless steel embedded in the cytoplasm 
(Additional file 1: Fig. S10).

This strongly suggests that the temperature distribu-
tion inside the embryo is likely dominated by the choice 
of the scan pattern and likely not by the local deviation of 
the thermal conductivity from water-based cytosol. This 
is suggesting that in particular, ISO-FLUCS should yield 
homogenous temperature distributions also in the actual 
embryos.

In order to show this, we adopted temperature meas-
urements with the temperature sensitive protein fluo-
rophore mCherry [29], in our case bound to the histone 
H2B, which at earliest stages of development is present 
also inside the cytoplasm of the embryo. Applying the 
same ISO-FLUCS pattern again, we found that indeed 
that ISO-FLUCS yields homogenous temperature distri-
butions also in vivo (Fig. 6r).

On the other hand, the normal FLUCS stimulus yielded 
a strong temperature gradient across the embryo, in good 
absolute agreement with in  vitro measurements (Addi-
tional file  1: Fig S10c, d). Even though  the differential 
nature of these measurements in the presence of pho-
tobleaching inherently limits signal-to-noise, both rela-
tive temperature distribution and good agreement on an 
absolute scale clearly support theoretical arguments and 
simulations.

Our findings not only reinforce the reduced invasive-
ness of IR-driven thermoviscous flows, but also con-
firm the validity of ISO-FLUCS as the new non-invasive 
standard for this type of optical micromanipulation.

3 � Conclusions and outlook
Here, we show that ISO-FLUCS can drastically improve 
the temperature homogeneity inside samples (SD 
reduced up to 20 times) while retaining the positive 
features of FLUCS (i.e., contact- and probe-free, physi-
ological, directed, haptic, sub-micrometric control and 
predictable flow field with velocities up to tens of μm/s). 
These remarkable results were achieved by implementing 
three new ingredients to the well-established FLUCS: (i) 
flow and heating disentanglement, (ii) multi-timescale 
scan sequence symmetrization, and (iii) residual high-
order field cancellation. Specifically, neutral scan lines 
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were conveniently included in the pattern to flatten the 
temperature gradient in the most sensitive region (hun-
dreds of μm2). Then, spatiotemporally symmetric scan 
sequences ensured predictable and highly symmetric 
thermoviscous flow fields.

Although the heating level in conventional FLUCS was 
previously demonstrated to be tolerable in sensitive bio-
logical systems, such as developing C. elegans zygotes 
[12, 13], more fragile samples, such as homothermic 
mammalian embryos, may require greater temperature 
stability and homogeneity.

Concrete examples of beneficial applications for ISO-
FLUCS include (i) the study of phase-separated conden-
sates within biological cells which can be temperature 
sensitive [30, 31], and yet would be desirable to manip-
ulate by flows. (ii) Localized temperature stimuli are 
known to be able to affect cell-division timing [26], which 
can be prevented by ISO-FLUCS, and (iii) intracellular 
and intranuclear rheology through optical manipulation 
can also benefit from even laser-induced heating since 
the mechanical properties of materials may be suscep-
tible to temperature changes [12, 13, 32]. The strongly 
reduced invasiveness offered by ISO-FLUCS may con-
tribute to advancing the awareness of the physical mech-
anisms governing temperature sensitive systems such 
as (iv) nuclear mechanics [33] and chromatin organiza-
tion [34]. (v) Controlled temperature manipulation with 
ISO-FLUCS might be also leveraged at subcellular to 
maintain control over temperature-sensitive proteins 
[29] such as during cortical flow manipulations, and the 
disentanglement of flows and heating, is a powerful way 
to separate flow induced effects from thermophoresis 
[35]. Moreover, ISO-FLUCS offers  the possibility to  (vi) 
control the conformation of thermoresponsive polymers 
[36, 37],  (vii) prevent undesired local changes when in 
standardized biochemical assays with temperature sen-
sitive buffers such as TRIS for PCR, (viii) prevent ther-
motaxis of micro-organism during flow manipulations, 
(ix) improve sensitive quantitative imaging assays, as 
many dyes are temperature dependent, and finally (x) 
pave the way to flow manipulations of temperature sensi-
tive mammalian embryos, a pre-requisite to any clinical 
application.

Moreover and more generally, this work serves to 
extend applications to sensitive biological samples and 
the study of rheological properties of phase-separated 
condensates, the likely strongest contemporary field of 
cell biology, towards which we will contribute in aspects 
relating to temperature [30, 38–41]. Since biochemical 
networks usually react on time scales of seconds to hours 
[42], ISO-FLUCS, whose typical time scale is millisec-
onds, would not result in any side effects to the sample, 
such as temperature-related stress. Thus, considering the 

measured SD of only 0.1 °C in contrast to the SD of 1.9 °C 
exhibited by FLUCS, we expect ISO-FLUCS to drastically 
reduce the temperature stress in the sample and, hence, 
to safely extend the capabilities of the technique to some 
of the most delicate systems.

The clean disentanglement of flows and local heat-
ing that ISO-FLUCS offers will not only become the 
new unimpeachable standard for precise flow manipu-
lation inside a living specimen. It additionally lays the 
foundations to specifically address different classes of 
physical stimuli, relating to mechanics and forces on 
one hand, and temperature-dependent biochemistry 
of rate equations on the other. As an example, this will 
advance flow-driven microrheology, by eliminating any 
temperature-dependent material responses caused by 
the measurements. Additionally, as ISO-FLUCS oper-
ates over an ultra-narrow temperature range, it is also 
expected to find wide use in studying temperature-sen-
sitive polymeric or particulate hydrogels, where the accu-
rate determination of the sol–gel transition is of utmost 
importance for understanding emerging properties on 
the macroscale [43–45]. The fine temperature control in 
ISO-FLUCS can be also used to investigate the spinodal 
decomposition of many systems that exhibit high pro-
pensity towards phase-separation [46, 47].

For these reasons, we believe that ISO-FLUCS will 
replace FLUCS in becoming the new standard for such 
laser-induced optical micromanipulations. Addition-
ally, ISO-FLUCS resonates with a rapidly growing com-
munity to harness the power of temperature stimuli in 
manipulating colloidal and living systems on the micro- 
and nanoscale [5, 6, 48–52]. In the medium-term future, 
we foresee ISO-FLUCS paving the way to medical use 
cases, e.g. in the field of laser-assisted human reproduc-
tive medicine.

4 � Materials and methods
4.1 � Optical layout capable of simultaneous imaging 

and generating thermoviscous flows
The experiments we reported herein were performed 
using the FLUCS technology described in detail by Mit-
tasch et  al. [12]. Briefly, simultaneous generation and 
observation of thermoviscous flows was achieved by 
coupling a fiber-based infrared Raman laser (1455  nm 
wavelength, 20  W  maximum power, continuous-wave 
mode, CRFL-20-1455-OM1, Keopsys) to the beam path 
of an Olympus IXplore microscope through a dichroic 
mirror (DM2:DMSP805, Thorlabs) (Fig.  1a). An acou-
sto-optic deflector (two-axis AOD, AA.DTSXY-A6-145, 
Pegasus Optik) and a custom-coated 60× objective lens 
(UPLSAPO, NA = 1.20, W-IR coating, Olympus) were 
used to dynamically deflect and focus the laser beam in 
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the microscope focal plane, respectively. While infrared 
absorption of the medium creates temperature gradients 
within the sample, Peltier elements attached to a highly 
thermally conductive sapphire slide control the absolute 
temperature of the whole sample.

In the experiments a laser power of 470 mW was used 
where not otherwise specified. For experiments in C. 
elegans embryos, laser powers of 288 mW and 576 mW 
were used. The laser powers reported in the work refer to 
those measured before injecting the laser beam into the 
optical path. The actual power that reaches the sample 
was estimated to be 5–10 times lower.

4.2 � Fluorescence‑based temperature measurement
The time-averaged temperature distribution was inferred 
from measuring the fluorescence intensity of 0.02% 
Rhodamine B dye (0.2% in isopropanol, 02558-100ML, 
Sigma-Aldrich) in glycerol/water (1:1) solution. The 
fluorescence intensity is linearly related to the tempera-
ture change with the proportionlity constant −0.0074/K 
(Additional file 1: Fig. S1). The ROI size was 25 × 28 μm2 
in the case of seven parallel lines, whereas it covered the 
whole pattern extent in the case of special ISO-FLUCS 
patterns in Fig. 5. Fluorescence images were blurred with 
500-nm radius Gaussian filter to eliminate the high-fre-
quency noise—the temperature profile decayed within 
approximately 5 μm (Fig. 2a, b).

To minimize the impact of photobleaching, we aver-
aged the dye intensity over periods of 5.4  s before and 
after switching on the IR laser. We found the inten-
sity drop due to the dye photobleaching resulted to be 
negligible on this time scale: only 0.005  °C (see Addi-
tional file  1: Fig. S11 for more details). Additionally, we 
switched off the excitation light for 2 min between each 
set of measurements to allow the dye to recover.

The influence of thermophoresis was minimized by 
periodically exposing the sample to the heating stimuli 
and using only the fluorescence images acquired shortly 
after the laser exposure. The reduction in quantum yield 
experienced by the dye occurs on a much shorter time-
scale than thermophoresis. However, a slight asymmetry 
of the temperature distribution along the scan line is visi-
ble in Fig. 4c, which can be attributed to thermophoresis. 
To further suppress the contribution of thermophoresis, 
the dye molecules could be immobilized in place, for 
instance by covalently linking them to a matrix gel.

To reliably control the absolute temperature during 
the laser scanning, the sample was embedded between 
a borosilicate glass coverslip (22-mm diameter, 0.17-
mm thickness, VWR) and a high thermally conductive 
sapphire slide (thermal conductivity = 27.1  W  m−1  K−1, 
model SMS-7521, UQG Optics). The sapphire slide was 
actively cooled using proportional-integral-derivative 

controlled Peltier elements (model TES1-127021, TEC, 
Conrad).

4.3 � Heuristic simulations
The heuristic approach we adopted to infer information 
about the scan pattern that minimized the temperature 
gradient within the ROI consisted of four steps:

1.	 Quantitative measurement of the time-averaged 
temperature gradient due to the laser exposure. The 
fluorescence intensity of Rhodamine B was measured 
across the scanned region (Fig. 2a, b) and the abso-
lute temperature was evaluated by referring to the 
calibration curve in Additional file 1: Fig. S1.

2.	 Semi-empirical simulation of the temperature distri-
bution induced by two heating spots as a function of 
their separation distance (Fig. 2e). The final distribu-
tion was obtained by summing two Cauchy-Lorentz 
temperature profiles as inferred in step (1):

	 Then, the SD of the temperature distribution was 
evaluated across the junction between the spots and 
the optimal distance ensuring the highest tempera-
ture homogeneity was inferred by plotting the SD as 
a function of the separation distance (Fig. 2f ).

3.	 Semi-empirical simulation of the temperature distri-
bution induced by a given scan path. The path was 
firstly discretized into N points with a spatial step of 
5.6  μm (this value corresponded to the actual scan 
step). The final distribution was obtained by sum-
ming the temperature profile of the N heating spots 
as inferred in step (1):

	 Additional heating spots (5.6-μm lattice period) were 
iteratively patterned in order to homogenize the tem-
perature in the ROI. Specifically, the script was ini-
tialized by randomly placing a single point at a dis-
tance of 5.6 ± 0.1 μm from the given scan path. Then, 
additional points 

(

xi, yi
)

 were sequentially placed in 
the ROI with minimal spatial cost (point-to-point 
distance kept at 5.6 μm) up to a complete covering of 
the ROI:

where (xj , yj) are the coordinates of all the points 
already present in the ROI (i.e. N points in which 
the scan path was discretized plus m new points 
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)
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iteratively appended to the lattice). Eventually, the SD 
of the temperature distribution in the ROI was evalu-
ated over a large number of generated lattices (ran-
domly initialized) and the lattice corresponding to 
the minimal SD was considered (Fig. 2g).

4.	 Scan path outlining with minimal cost. The addi-
tional heating points were clustered according to 
their distance from the given scan path (Additional 
file 1: Fig. S3).

4.4 � Scan pattern design
To generate thermoviscous flows with an even tempera-
ture distribution over large areas (hundreds of μm2), we 
included neutral flow scan lines in the pattern in order 
to flatten the local heating without interfering with the 
desired flow direction. The ISO-FLUCS patterns and the 
corresponding scan sequences adopted in this work are 
summarized in Additional file  1: Table  S1, Additional 
file  2: Video S1 and Additional file  3: Video S2. All the 
FLUCS and ISO-FLUCS patterns adopted in the current 
work are scanned at 2000 Hz.

4.5 � Sample preparation for stream visualization
To visualize the flow fields, we traced over time fluores-
cent polystyrene microspheres embedded in a highly vis-
cous medium (pure honey). Specifically, 0.5 µL of Dragon 
Green-labelled polystyrene microspheres ( �exc = 480 nm, 
�em = 520 nm, 1-µm diameter, PS-COOH•, 1.05% solids, 
FC04F, Bangs Laboratories Inc.) and 0.1 µL of plain poly-
styrene micro-spacers (5-µm diameter, P(S/2% DVB), 
9.9% solids, PS06N, Bangs Laboratories Inc.) were dis-
persed in 16  µL of pure honey. A volume of 3  µL was 
dropped on a microscope slide and gently covered with 
a borosilicate glass coverslip (22-mm diameter, 0.17-mm 
thickness, VWR). The chamber was sealed with dental 
impression material (Identium Light Fast, Kettenbach 
dental). TrackMate plugin implemented in the Fiji soft-
ware [53] was used to track particles and to measure their 
velocity.

4.6 � Mounting of C. elegans embryos
Caenorhabditis elegans wildtype strain N2 was kept and 
cultured at 16  °C on standard feeding plates. Prior to 
measurement, one adult worm was dissected in 10 μL of 
buffer M9 on a Ø 18-mm No. 1.5H cover glass (Marien-
feld, cat. no. 0117580). Polystyrene spacer beads of a 
diameter of 20  μm (Polyscience, cat. no. 18329) were 
added to a final concentration of around 0.08% (w/v) to 
control the chamber height. The cover glass was mounted 
onto a 1-mm thick sapphire glass of a custom-made 
temperature stage such that the preparation containing 

the embryos of various developmental stages was sand-
wiched between the cover glass and the temperature 
stage, as previously described [12]. The advantages of 
placing the embryos into a chamber lie in the reduction 
of motion/drift and in the achievement of a sufficient 
focus of the laser beam, while the restriction does not 
interfere with the well-being of the embryo. Such cham-
bers are well established for the work with C. elegans 
embryos [54].

During the flow manipulation experiments inside the 
embryos, the microscope stage was actively cooled from 
an ambient temperature of 18 °C to 15 °C using propor-
tional-integral-derivative (PID) controlled Peltier ele-
ments (TES1-127021, TEC, Conrad). For experiments, 
one-cell C. elegans embryos were used. Flow velocities 
induced in C. elegans embryos were quantified using 
PIVlab [55], a digital particle image velocimetry (PIV) 
tool implemented in MATLAB.

Measurement of the temperature distribution in C. 
elegans embryos were performed by evaluating the fluo-
rescence intensity reduction of mCherry dyes (labelling 
histone H2B proteins [56]) during the laser scanning (see 
Section S1 in Supplementary for more details).

4.7 � Hydrodynamic simulations
In our hydrodynamic simulations, we used the theo-
retical model of FLUCS presented in detail by Liao et al. 
[10] and extended it to scan patterns involving mul-
tiple scan paths, as in ISO-FLUCS. Specifically, a vis-
cous fluid was confined between rigid parallel plates 
at z = 0 and z = h , and a heat spot translated along a 
single, finite scan path, from x = −l to x = l along the 
line y = 0 . The instantaneous temperature field of the 
fluid T

(

x, y, z, t
)

 during one scan could be written as 
T
(

x, y, z, t
)

= T0 +�T
(

x, y, z, t
)

, where T0 is the refer-
ence temperature and �T

(

x, y, z, t
)

 is the instantaneous, 
local temperature change due to the laser. The tempera-
ture change is modelled as a Gaussian, given by:

where �T0 is the peak temperature change, a is the char-
acteristic radius, U is the (constant) speed of translation 
of the heat spot, and A(t) is its dimensionless, time-
dependent amplitude. This is valid during one scan, i.e. 
for −l/U ≤ t ≤ l/U  . The choice of a Gaussian tempera-
ture profile is motivated by experimental measurements 
[9, 12]. It allows an analytical solution for the flow field, 
while capturing the key physics of net flow generation 
[10].

The heat spot causes a small change in the density 
ρ and the viscosity η of the fluid locally, via the linear 
relationships:

(5)�T
(

x, y, t
)

= �T0 A(t)e
−

(x−Ut)2+y2

2a2 ,
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respectively, where ρ0 and η0 are the reference density 
and viscosity, respectively, of the fluid at temperature T0 , 
α is the thermal expansion coefficient and β is the ther-
mal viscosity coefficient. This drives an inertialess fluid 
flow, which in turn causes net displacement of tracers in 
the fluid.

In the limit α�T0,β�T0 ≪ 1 , the problem could be 
solved analytically for the leading-order net displace-
ment of tracers in the fluid with any initial position 
X0 ≡ (X0,Y0) due to one scan of the heat spot along the 
scan path. This is given by:

where t0 ≡ l/U  is half the scan period and u1,1 is the 
instantaneous fluid velocity field at order αβ . The instan-
taneous flow field u1,1 during one scan is given by:

where r ≡
[

(x − Ut)2 + y2
]1/2 is the distance to the cen-

tre of the heat spot at time t and E1 is the exponential 
integral, given by:

The net displacement due to a scan path at any given 
position and orientation may then be obtained by trans-
lating and rotating the result above for a scan path at the 
origin.

For our hydrodynamic simulations of ISO-FLUCS 
experiments, we computed the net displacement of trac-
ers in the fluid due to sequential translation of the laser 
along multiple scan paths, which form a scan pattern. To 
leading order, this is simply given by the sum of the net 
displacements due to each of the scan paths in the scan 
pattern. The average velocity field of tracers could then 
be calculated by dividing the net displacement of a tracer 
(with arbitrary initial position) due to the scan pattern by 

(6)ρ = ρ0(1− α�T ),

(7)η = η0(1− β�T ),

(8)�X(X0) = αβ�T0
2

∫ t0

−t0

u1,1(X0, t)dt,

(9)

u1,1(x, t) =A(t)2U
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,

(10)E1(z) ≡

∫

∞

z

e−s

s
ds.

the time taken for the full scan pattern. This corresponds 
to the trajectories of tracers due to repeated scanning of 
the heat spot, as shown in Fig. 3f and h. The dimension-
less speeds indicated by the colorbar have been scaled by 
αβ�T0

2U .
In our simulations, we used a = 4 μm. Following previ-

ous work [10, 12], we also chose the amplitude of the heat 
spot to be sinusoidal, given by:

for −t0 ≤ t ≤ t0.

4.8 � Thermodynamic simulations
To infer the temperature distribution in C. elegans 
embryos, we numerically solved the heat-conduction 
equation (Fick’s law) under local laser stimuli by using the 
finite element method (FEM) in COMSOL Multiphysics. 
The simulation framework consisted of an embryo-like 
ellipsoid ( ax  =  25  μm, ay  =  15  μm, az  =  10  μm) sur-
rounded by a water layer of thickness 20  μm, the lat-

ter being sandwiched between a sapphire slide (170 μm 
thickness) and a glass slide (1 mm thickness). To emulate 
the embryo environment, we defined a medium with a 
thermal conductivity ( κ ) of 0.54 W m−1 K−1 as cytoplasm, 
a thin layer (10 nm thickness) with κ = 0.20 W m−1 K−1 as 
phospholipid membrane [28], and randomly distributed 
spheres (4–5 μm diameter) with κ = 0.27 W m−1  K−1 as 
protein domains [27]. The temperature of the glass slide 
was set at 15 °C to emulate the cooling stage, whereas the 
remaining domains/interfaces could freely transfer the 
heating. The rendering of the simulation workspace is 
shown in Fig. 6o. The meshing was adaptive and chosen 
to be finer close to the embryo.
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(11)A(t) = cos
2

(

πt

2t0
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