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1. Introduction

Ion mobility is an important performance parameter in electrochemical devices, particularly in batteries. In this review, the authors concentrate on the charge carrier mobility in crystalline battery materials where the diffusion basically corresponds to hopping processes between lattice sites. However, in spite of the seeming simplicity of the migration process in crystalline materials, the factors governing mobility in these materials are still debated. There are well-accepted factors contributing to the ion mobility such as the size and the charge of the ions, but they are not sufficient to yield a complete picture of ion mobility. In this review, possible factors influencing ion mobility in crystalline battery materials are critically discussed. To gain insights into these factors, chemical trends in batteries, both as far as the charge carriers as well as the host materials are concerned, are discussed. Furthermore, fundamental questions, for example, about the nature of the migrating charge carriers, are also addressed.

Ion mobility in electrolytes and electrodes is an important performance parameter in electrochemical devices, particularly in batteries. In this review, the authors concentrate on the charge carrier mobility in crystalline battery materials where the diffusion basically corresponds to hopping processes between lattice sites. However, in spite of the seeming simplicity of the migration process in crystalline materials, the factors governing mobility in these materials are still debated. There are well-accepted factors contributing to the ion mobility such as the size and the charge of the ions, but they are not sufficient to yield a complete picture of ion mobility. In this review, possible factors influencing ion mobility in crystalline battery materials are critically discussed. To gain insights into these factors, chemical trends in batteries, both as far as the charge carriers as well as the host materials are concerned, are discussed. Furthermore, fundamental questions, for example, about the nature of the migrating charge carriers, are also addressed.

The nature of the migrating species and the overall charge state are related topics that need to be discussed. Is the migrating species in solid electrolytes really an ion or rather an atom? We will address this issue by discussing various charge partition schemes which are supposed to determine the charge state of atoms in a chemical environment. A basic notion of macroscopic materials is that they are typically charge-neutral. This concept is well-known from liquid electrolytes where the charge of any solvated ion is compensated by a corresponding counter ion. Solid electrolytes are often coined “single-ion conductor.” If these materials are single ion conductors, the natural question arises: What is the counter ion in these single ion materials? Furthermore, ion mobility might not just proceed via the hopping of single ions; there might also be concerted processes involved.

There is a wide class of different crystalline materials used in batteries such as spinels, perovskites, olivines, Prussian blue, NASICON, Chevrel phase, layered oxides, and van der Waals bonded layered systems. Apart from the structural differences of all these material classes, the interaction of the migrating ion with these different host lattices differs to a certain extent as.
Grain boundaries: Polycrystalline materials, as employed in batteries, contain grain boundaries, which can act as barriers for ion migration, as schematically shown in Figure 1. These boundaries can also impede ion mobility and increase resistance to ion transport, limiting the overall performance and stability of the battery. Controlling and minimizing these boundaries is crucial for improving ion mobility. Note that the formation energies of point defects in the grain boundary are lower compared to the bulk lattice. Vacancies and interstitials have similar formation energies, indicating their equal importance in grain-boundary diffusion. Additionally, the diffusion anisotropy is influenced by the grain-boundary structure, with faster or slower diffusion occurring along the tilt axis in tilt boundaries compared to diffusion normal to the tilt axis.

- Electrochemical reactions at the interfaces: In battery systems, crystalline materials interface with other components such as the electrolyte, as shown in Figure 1. Unfavorable interfacial reactions, such as the formation of a passivation layer or a high interfacial resistance, can impede ionic transport across the interfaces, resulting in a reduced battery performance.
- Grain boundaries: Polycrystalline materials, as employed in batteries, contain grain boundaries, which can act as barriers for ion migration, as schematically shown in Figure 1. These boundaries can also impede ion mobility and increase resistance to ion transport, limiting the overall performance and stability of the battery. Controlling and minimizing these boundaries is crucial for improving ion mobility. Note that the formation energies of point defects in the grain boundary are lower compared to the bulk lattice. Vacancies and interstitials have similar formation energies, indicating their equal importance in grain-boundary diffusion. Additionally, the diffusion anisotropy is influenced by the grain-boundary structure, with faster or slower diffusion occurring along the tilt axis in tilt boundaries compared to diffusion normal to the tilt axis.
- Defects and impurities: Crystal defects, such as vacancies or interstitials, can disrupt the regular lattice structure and hinder or facilitate ion mobility. Additionally, impurities or dopants present in the crystal can alter the electronic properties and affect the mobility of ions.
- Anisotropic diffusion: Crystalline materials often exhibit anisotropic diffusion, meaning that ion mobility may vary significantly along different crystallographic directions. This anisotropy can result in an uneven distribution of charge carriers and lead to localized regions of high current density, which can promote side reactions, electrolyte decomposition, and even structural degradation of the material.
- Structural constraints: Crystal lattice constraints restrict the movement of ions within the material. The fixed crystal lattice can hinder the diffusion of ions, leading to lower ion mobility. This can result in slower charge/discharge rates and reduced overall battery performance.

Addressing these challenges requires a combination of materials design, synthesis techniques, and understanding of the fundamental mechanisms governing ion transport in crystalline materials. Strategies such as doping, nanostructuring, and interface engineering can be employed to enhance the ion mobility and improve the performance of crystalline materials in batteries. Still, it should be noted that typically the properties within the crystalline parts of a macroscopic material represent an upper bound for the ion mobility. Hence, a material which already has a low ion mobility as a single crystal should be disregarded as a promising material with respect to its migration properties.

3. Fundamental Mechanisms of Ion Mobility

In a crystal, the collective displacement of an atom is caused by numerous individual jumps of specific length. Fundamentally, an atom undergoes movement towards an adjacent location, which can either be a neighboring vacancy or an interstitial site. It is evident that the moving atom must navigate through the intervening lattice atoms, requiring energy to overcome activation barriers along the migration path which necessitates energy for
this process. Typically, the energy needed to activate the jump is considerably greater than the thermal energy $k_b T$.

At finite temperatures, atoms within a crystal oscillate around their equilibrium positions. Usually, these oscillations lack the necessary intensity to overcome the barrier, causing the atom to revert back to its original position. Occasionally, substantial displacements occur, resulting in a successful diffusion event of the atom. These occurrences of activation are infrequent compared to the frequencies of the lattice vibrations, which are characterized by the Debye frequency, typically ranging from $10^{12}$ to $10^{13}$ s$^{-1}$. Once an atom has moved due to an activation event, the energy dissipates quickly. Consequently, the atom becomes deactivated and awaits many lattice vibrations on average before it jumps again. In a crystal, atoms undergo thermally activated motion, transitioning between lattice sites (or interstitial sites) through a sequence of distinct jumps.

The concept of atomic movement between neighboring sites was initially proposed by Wert,[7] and has since been further developed by Vineyard.[8] Vineyard’s method builds upon the canonical ensemble of statistical mechanics, which considers the distribution of atomic positions and velocities. The process of an atomic jump can be understood as taking place within an energy landscape defined by the disparity in Gibbs free energy ($G^\text{migr}$) between the saddle-point barrier and the equilibrium position. Here, $G^\text{migr}$ represents the Gibbs free energy of atom migration (denoted as superscript migr) and can be divided into

$$G^\text{migr} = H^\text{migr} - TS^\text{migr}$$

where $H^\text{migr}$ represents the enthalpy associated with the migration, while $S^\text{migr}$ represents the entropy related to the migration. Through the application of statistical thermodynamics, Vineyard[8] demonstrated that the jump rate ($\omega$), which signifies the number of jumps per unit time to an adjacent site, can be expressed as

$$\omega = v_0 \exp\left(-\frac{G^\text{migr}}{k_b T}\right) = v_0 \exp\left(\frac{S^\text{migr}}{k_b T}\right) \exp\left(-\frac{H^\text{migr}}{k_b T}\right)$$

The attempt frequency, denoted as $v_0$, is commonly referred to as the Debye frequency, which signifies the oscillation frequency occurring near the equilibrium position along the reaction pathway. $k_b$ is the Boltzmann constant, and $T$ denotes the absolute temperature. The entropy of migration signifies the alteration in lattice vibrations that accompany the displacement of the jumping atom from its equilibrium state to the saddle point configuration. In the Vineyard approach, the probability of reaching the transition state is derived by comparing the configurational partition functions of the initial state and the transition state, while the rate of crossing is determined by the one-way forward flux at the transition state. The expression for the migration entropy, in harmonic approximation, is therefore given by:

$$S^\text{migr} = k_b \left[ \sum_{j=1}^{3N} \ln \frac{h v_j}{k_b T} - \sum_{j=1}^{3N-1} \ln \frac{h v_j}{k_b T} \right]$$

The frequencies $v_j$ represent the $3N$ normal modes for vibrations around the equilibrium site, while the $3N-1$ frequencies $v_j$ correspond to the vibrations at the saddle point perpendicular to the jump direction with the constrained motion.

The macroscopic diffusivity is then obtained from the barrier of the single diffusion event by transition state theory (rate theory).[9] Assuming $h \nu \gg k_b T$, the effective frequency $v^* = v_0 \exp (S^\text{migr} / k_b T)$ in the Arrhenius expression is obtained from the ratio of the product of the $3N$ normal frequencies of the entire crystal at the initial configuration of a transition to the product of the $3N-1$ normal frequencies of the crystal when it is constrained in a saddle point configuration:[8]

$$\omega = \frac{1}{2\pi} \prod_{j=1}^{3N} \nu_j \exp \left(-\frac{H^\text{migr}}{k_b T}\right) = v^* \exp \left(-\frac{H^\text{migr}}{k_b T}\right)$$

On the macroscopic scale, the diffusion coefficient ($D$) is described by Fick’s first law of diffusion:

$$\vec{J} = -D \nabla c$$

where $\vec{J}$ is the diffusion flux, which is the amount of substance (e.g., ions) passing through a unit area per unit time, and $D$ is the diffusion coefficient, representing the proportionality constant between the diffusion flux and the concentration gradient ($\nabla c$). The units of the diffusion coefficient are typically square units of length per unit time (e.g., cm$^2$/s or m$^2$/s). The diffusion coefficient is a measure of how quickly particles (atoms, or ions) move through a medium due to random thermal motion. It quantifies the rate at which particles spread out from areas of high concentration to areas of low concentration. It is important to realize that this chemical diffusion differs from the tracer or Einstein diffusion, which is due to thermal fluctuation. Only at low concentrations of the diffusing particles, the chemical and the tracer diffusion coefficients are the same.

Ionic conductivity, on the other hand, is a measure of how well a material conducts electric current through the movement of charged ions. It is an important property in the context of electrolytes, which are substances that can conduct electricity when dissolved in a solvent or when in a molten state. Ionic conductivity ($\sigma$) is described as the product of the concentration of mobile ions $c$, the charge of the ions $q$, and the mobility $\mu$ of the charge carrier:

$$\sigma = qc \mu$$

The unit of the ionic conductivity is typically Siemens per meter (S m$^{-1}$). Note that the diffusion coefficient at low particle densities relates to the movement of particles in a medium due to random motion, while ionic conductivity refers specifically to the ability of a material to conduct electric current through the movement of charged ions. Both properties are important in understanding ionic transport and are relevant in different scientific and technological applications.

The thermal dependency of the ionic conductivity is given by:

$$\sigma = \sigma_0 \exp \left(-\frac{E_a}{k_b T}\right) \approx \sigma_0 \exp \left(-\frac{E_a}{k_b T}\right)$$

where $\sigma_0$ is the high temperature ionic conductivity, $E_a$ is the activation energy, and $k_b$ is the Boltzmann constant.
where the pre-exponential factor $\sigma_0$ accounts for the entropy of migration, the jump distance, the attempt frequency, and a factor depending on the reaction mechanism. The height of the activation barrier is given by $E_a$. Besides, if non-interacting charge carriers are considered, the ionic conductivity can be expressed in terms of the diffusion coefficient $D$, by employing the well-known Nernst–Einstein relationship

$$D = \frac{\sigma}{c\eta} H_i k_B T$$

where $H_i$ is the Haven ratio, which depends on the specific diffusion mechanism. It should be noted that in the presence of particle correlations, the behavior of individual particles significantly differs from the motion of the center of mass. Consequently, the conventional Nernst–Einstein equation is unsuitable, necessitating the utilization of a more precise formula derived from linear response theory to assess ionic conductivity.\(^{[10]}\)

This phenomenon must be considered when optimizing materials for practical applications. Recently, a substantial breakdown of the Nernst–Einstein relation in the diffusion and electromigration of K$^+$ ions within single-walled carbon nanotube porins (CNTPs) with a diameter of 0.8 nm has been reported.\(^{[11]}\)

Molecular dynamics (MD) simulations with polarizable force fields unveil the disintegration of the water chain when subjected to electric fields, resulting in the formation of distinct K$^+$-water clusters that rapidly traverse the CNTP. Furthermore, it is shown that while individual ion-water clusters still adhere to the Nernst–Einstein relation, the overall relationship breaks down due to two separate mechanisms governing ion diffusion and electromigration.

Defects within crystalline solids can exhibit a strong impact on the ionic conductivity of the material. In 1926, the pioneering work of the Russian scientist Frenkel\(^{[12]}\) marked the introduction of the point defect concept. Frenkel proposed that the movement caused by thermal agitation leads to atom transitions from their regular lattice positions to interstitial sites, resulting in the creation of lattice vacancies. This phenomenon is now known as Frenkel defect, which already encompassed the notions of vacancies and self-interstitials. In the early 1930s, Wagner and Schottky\(^{[13]}\) expanded on this idea by investigating the general occurrence of disorder in binary AB compounds, considering the presence of vacancies, self-interstitials, and defects where atoms occupy the wrong sublattices.

The periodicity of the lattice in a defect-free crystal determines the mass and charge density. However, the introduction of a point defect disrupts this regular pattern. In metals, the presence of conduction electrons enables effective electronic screening of defects, resulting in uncharged point defects. Conversely, in ionic crystals, the formation of a point defect, such as a vacancy in one sublattice, disturbs the overall charge neutrality. To maintain charge balance, defect populations in ionic crystals can exhibit Frenkel disorder or Schottky disorder. Frenkel disorder involves an equal number of vacancies and self-interstitials in one sublattice, while Schottky disorder entails an equal number of vacancies in both, the cation and anion sublattices. For instance, in compounds like NaCl, which consists of cations and anions with opposite charges of equal magnitude, the number of vacancies in each sublattice must be equal to ensure charge neutrality.

In semiconductors, point defects introduce energy levels within the band gap, and their charge state (neutral or ionized) depends on the position of the Fermi level. In the subsequent sections, we will first examine point defects in metals and ionic crystals before going on to semiconductors.

### 3.1. Metals

Point defects play a crucial role in the diffusion processes within crystalline solids. This significance stems from two primary characteristics. First, point defects possess the ability to traverse the crystal lattice and facilitate the diffusion of atoms, essentially acting as carriers for this process. Second, these defects exist in a state of thermal equilibrium. In a crystal without defects, the mass and charge density exhibit periodicity in accordance with the lattice structure. The introduction of a point defect disrupts this periodicity. In metals, the conduction electrons effectively screen defects, resulting in uncharged point defects within the metal.

Diffusion in metals occurs when individual atoms or ions move from one location to another within the metal’s crystal lattice, involving the movement of atoms from lattice sites to nearby vacant sites as well as migrating into interstitial sites between existing lattice atoms.\(^{[14]}\) This process happens due to thermal energy, which causes the atoms or ions to vibrate. When atoms gain sufficient energy, they can overcome the forces holding them in place and move to neighboring lattice sites. The diffusion of atoms in metals is influenced by various factors, including temperature, concentration gradients, and the presence of defects in the crystal lattice.\(^{[15]}\) At higher temperatures, atoms have more thermal energy, leading to increased diffusion rates. Concentration gradients also drive diffusion, as atoms tend to move from regions of higher concentration to regions of lower concentration to achieve a more uniform distribution. Diffusion in metals plays a crucial role in determining material properties, such as hardness, electrical conductivity, and corrosion resistance. For metal anodes in batteries, it should be mentioned that there is no mobility needed as the metal anode is either formed or dissolved upon charging or discharging, respectively.

### 3.2. Ionic Compounds

Ionic compounds, such as alkali halides, exhibit a fixed stoichiometry and possess a broad band-gap, rendering thermally generated electrons or holes negligible. These materials represent the traditional group of ion conductors, where conductivity originates from the existence and movement of vacancies and/or self-interstitials. A well-known example is silver iodide, for which fast ionic conduction was reported in 1914.\(^{[16]}\)

In an ionic crystal, there is a limitation on the type and quantity of defects that can arise, as they require an equal count of cation and anion atoms in their structure. Subsequently, only defect populations that maintain charge neutrality can emerge. Furthermore, there is no need to take into account the formation of antisite defects, given the substantial Coulomb energy required for an ion to be situated in the incorrect sublattice.

Suppose the formation of vacancies and self-interstitials in the sublattice, arising from cations occupying cation sites. This
particular disorder is referred to as Frenkel disorder. Frenkel pairs are used to denote the combination of vacancies and self-interstitials. For undoped crystals to maintain charge neutrality, it is necessary for the quantities of vacancies and self-interstitials to be balanced and equal. The occurrence of Frenkel disorder can be observed within the silver sublattices of both silver chloride and silver bromide.\footnote{17,18}

Schottky disorder occurs when an equal number of vacancies are formed in both sublattices. In an undoped crystal, maintaining charge neutrality necessitates having equivalent concentrations of cation and anion vacancies. In the majority of alkali halides and numerous oxides, it has been observed that Schottky disorder is the primary factor influencing the distribution of defects.

### 3.3. Semiconductors

Semiconductor crystals provide a larger volume for the presence of self-interstitials compared to densely packed ionic structures. The formation enthalpies of vacancies and self-interstitials in semiconductors exhibit similar values. In the case of silicon, both self-interstitials and vacancies coexist in a state of thermal equilibrium and play significant roles in self-diffusion and solute diffusion processes. Conversely, in germanium, vacancies take precedence in thermal equilibrium and seem to be the sole defect relevant to the diffusion. Semiconductors can possess either neutral point defects or defects in different electronic charge states, as these defects create energy levels within the band-gap of the semiconductor. The neutrality or ionization of a defect is determined by the position of the Fermi level. A considerable dopant concentration significantly influences the diffusion process in semiconductors by utilizing defects with different charge states as carriers for diffusion. At lower temperatures, the impact of doping on diffusion becomes more noticeable as the intrinsic carrier density becomes exponentially suppressed upon lowering the temperature.

### 3.4. Crystalline Electrodes versus Crystalline Electrolytes in Batteries

So far, we have explored the intricacies of ion movement in solids, highlighting their behavior and interactions. These mechanisms are essential in the operation of various energy storage devices, such as batteries and supercapacitors. When ions migrate within a solid-state battery and cross electrode/electrolyte interfaces, they undergo redox reactions that result in the exchange of electrons. This electron flow, crucial for the energy transfer, generates an electrical potential difference between the electrodes, which is responsible for the cell’s voltage.\footnote{19} Moreover, the rate and ease of ion migration, often determined by the choice of materials, crystal structures, and temperature conditions, significantly influence the cell’s capacity and its ability to store and deliver electrical energy efficiently. Therefore, understanding and controlling the ion migration mechanisms in solid substances are fundamental aspects of electrochemistry, enabling the design of high-performance electrochemical cells for diverse applications, from portable electronics to renewable energy storage solutions.

In the following, we will unravel the complexities of these ion migration mechanisms within crystalline battery materials, recognizing their overarching influence on the electrochemical landscape.

In chemical and electrochemical systems, a reaction mechanism can occur in which guest species are inserted into typically vacant interstitial spaces within the crystal structure of a suitable host material. This is particularly true for the electrodes, but to a certain extent also for solid electrolytes. While this insertion can significantly alter the chemical composition of the original host phase, in so-called insertion materials, it does not result in a change in its fundamental identity, the underlying crystal structure, or the proportions of the phases in the microstructure. In most cases, however, the addition of interstitial species to the previously unoccupied sites in the structure results in a change in volume that introduces mechanical stress and mechanical energy. The mechanical energy associated with the insertion and removal of interstitial species plays a central role in the hysteresis and subsequent energy loss observed in numerous reversible battery electrode reactions. In specific cases where species are inserted into materials with layered crystal structures, these insertion reactions are sometimes referred to as intercalation reactions. Reactions in which the composition of an existing phase is altered by the incorporation of guest species can also be considered as guest integration into the host material leading to a conversion of this material, and these processes are sometimes referred to as solid solution reactions.

In electrodes, the insertion of the "ions" = atoms occurs under conditions in which this insertion is thermodynamically favorable, playing a crucial role in determining the voltages and capacities of electrochemical cells. Often, when talking about electrolytes, it is assumed that they are liquids. However, it is worth noting that there are also various solid materials capable of fulfilling the main functions of an electrolyte. These solids enable the movement of charged ionic species while selectively impeding the transport of electronic species. Although there are numerous materials that effectively insulate against electronic currents, what sets apart materials capable of acting as a solid electrolyte is the high mobility of ionic species within their crystal structures.

AgI was one of the first solid-state ion conductors to exhibit high ionic conductivity. It was followed by the development of sodium-ion-conducting β-alumina and NASICON, and later, several fast lithium-ion conductors were discovered. Recent studies suggest that divalent cations, such as Mg$^{2+}$ in mixed-electron and ion-conducting Mg$_{x}$Mo$_{6}$X$_{8}$ (X = S or Se) (see Section 5.6) and ion-conducting metal borohydrides like LiBH$_{4}$, CH$_{3}$NH$_{2}$,\footnote{20} or Mg[BH$_{4}$]$_{2}$·(NH$_{3}$)$_{2}$\footnote{21} can demonstrate reasonable mobility in solids. In the latter structures, the metal is coordinated by four borohydride complexes containing BH$_{4}^{-}$ bridges between two metal atoms. Additional neutral molecules like NH$_{3}$ or CH$_{3}$NH$_{2}$ can be introduced to interrupt the metal and BH$_{4}^{-}$ network by forming N-H···BH$_{4}^{-}$ dihydrogen bonds to interlink the remaining -BH$_{4}^{-}$-Mg-BH$_{4}^{-}$ chains. Furthermore, various anionic species can exhibit mobility in halides and oxides, such as oxygen-ion conductors at elevated temperatures. The polyhedral network comprises numerous metal and nonmetal ions, with chalcogens, halogens, and nitrogen serving as ligands. Polyhedra composed of early transition-metal ions from the first and second rows, such as Ti$^{4+}$, Zr$^{4+}$, Nb$^{5+}$, or Ta$^{5+}$, along with ions
from groups 13, 14, and 15, are employed to form different coordination arrangements with the ligand. These polyhedra can form the backbone of the crystals in various configurations, such as isolated polyhedral units as seen in $\gamma$-Li$_3$PO$_4$, corner-sharing as in NASICON, or edge/corner-sharing as in garnets. The subsequent sections will provide further details on these ionic conductors.

Developing solid-state batteries (SSBs) requires thick cathode architectures and low solid electrolyte (SE) fractions in order to achieve high energy density, as illustrated in Figure 2. It has recently been demonstrated that reducing the volume fraction of the solid electrolyte in the composite significantly decreases the effective ionic conductivity of inorganic SEs compared to their bulk conductivity,\textsuperscript{[22]} as shown in Figure 2. In addition, solid electrolytes need effective conductivities above 10 mS cm$^{-1}$ to achieve fast rates in cathode composites. If completely solid cathodes cannot meet performance or long-term operation requirements, hybrid electrolytes or liquid electrolytes (LEs) may be employed, the so-called almost solid electrolytes. Lowering lithium content and finding less critical compositions in SEs, along with optimized composite route preparation, are crucial for SSBs to effectively replace lithium-ion batteries (LIBs). Although considered safer, the increased safety of SSBs needs unequivocal proof, as there are potential safety risks associated with short circuits, toxic SEs, and percolation of the liquid electrolytes to the anode. Note that binaries are simple compounds that can be used as coating materials to prohibit electrolyte degradation. In particular, halides have been identified as suitable coating materials due to their favorable electrochemical stability together with exhibiting a suitable ionic mobility.\textsuperscript{[23–25]}

Ternary materials such as inorganic oxides,\textsuperscript{[26,27]} hydrides,\textsuperscript{[28–30]} and chalcogenides\textsuperscript{[2,25,31–33]} display commendable bulk ionic conductivities. Among these, chalcogenide spinel lattices have been recognized as ionic conductors with high ion mobility,\textsuperscript{[31,33]} a crucial property for solid electrolytes. Spinel compounds, including transition metals like Cr and Mn, possess high binding energies\textsuperscript{[34]} and satisfactory electron conductivity, rendering them appropriate cathode materials. Conversely, closed-shell systems like Sc and Y exhibit relatively low electron conductivity, qualifying them for use as solid electrolytes.\textsuperscript{[2,25,31]}

Despite the wide electrochemical stability window (ESW) observed in many solid-state electrolytes (SSEs), several fast ion
In materials allowing interstitial diffusion, migrating atoms can be incorporated into the interstitial sites of the host lattice to form a solid solution known as an interstitial solid solution. The interstitial sites are determined by the host lattice’s geometry. In lattices such as fcc and bcc, the interstitial solutes typically occupy octahedral and/or tetrahedral interstitial sites. The diffusion of an interstitial solute occurs when it jumps from one interstitial site to an adjacent site. This mechanism is referred to as interstitial diffusion, as illustrated in Figure 3.

The migration path of an interstitial atom begins at an equilibrium position, from where the atom moves to the configuration known as the transition state (saddle point) where the lattice experiences maximum strain, as this is the energetically least favorable position along the migration path and then moves to a neighboring interstitial position. In the saddle-point configuration, the surrounding matrix atoms need to move aside to allow the passage for the migrating atom. Conceptually, this represents the most straightforward diffusion mechanism. It is alternatively referred to as the direct interstitial mechanism. Diffusion coefficients for atoms undergoing migration through the direct interstitial mechanism typically exhibit relatively high values because the interstitial atom does not have to wait for a defect to align in order to execute a jump. This mechanism is relevant for the migration of small atoms that can easily occupy interstitial positions and which do not significantly disturb the atoms of the host material from their normal lattice positions when they move.

3.5.2. Vacancy Mechanism

In the vacancy mechanism, the propagation of an atom proceeds through migration along vacancy sites, as shown in Figure 3. This mechanism has been acknowledged as the primary means for the diffusion of matrix atoms and substitutional solutes in metals. Furthermore, its applicability extends to the diffusion phenomenon observed in various ionic crystals, ceramic substances, and even germanium. Nevertheless, some materials characterized by unique structures can attain elevated levels of ionic conductivity without requiring a high concentration of defects. These structures typically comprise two sublattices: a crystalline framework consisting of stationary ions and a sublattice housing mobile species. To achieve rapid ionic conduction in such structures, three essential criteria must be met: First, the number of equivalent (or nearly equivalent) sites accessible for the mobile ions to occupy should greatly exceed the count of mobile species; second, the migration barrier between the adjacent available sites should be sufficiently low to facilitate easy ion movement between them; and finally, these available sites must be interconnected to form an uninterrupted diffusion pathway.\(^\text{[16]}\)

3.5.3. Divacancy Mechanism

Diffusion can take place through clusters of vacancies, such as divacancies and trivacancies, as long as the formation of these agglomerates is energetically feasible, as illustrated in Figure 3. In thermal equilibrium, there is always a non-zero statistical probability that monovacancies meet and form divacancies. As
temperature increases, the concentrations of both mono- and divacancies at equilibrium also rise. However, the concentration of divacancies increases statistically more rapidly, thus becoming significant at high temperatures. In addition, divacancies in fcc metals exhibit greater mobility than monovacancies. Consequently, self-diffusion in fcc metals generally involves contributions from both the monovacancy and divacancy mechanisms. Apart from these differences, the two mechanisms strongly resemble each other. The influence of bound trivacancies on diffusion is usually considered negligible.

3.5.4. Interstitialcy Mechanism

Diffusion can take place through the interstitialcy mechanism, also known as the indirect interstitial mechanism, when an interstitial atom has approximately the same size as the lattice atoms or the lattice atoms within a specific sublattice of a compound. In this mechanism, a (self) interstitial atom replaces an atom located at a substitutional site, which in turn displaces a neighboring lattice atom, as illustrated in Figure 3. It is worth noting that non-collinear variations of the interstitialcy mechanism, where atoms move at an angle to each other, can also occur. These mechanisms are considered collective mechanisms because they involve the simultaneous movement of at least two atoms.

In metals, the contribution of the interstitialcy mechanism to thermal diffusion is insignificant. This is due to the relatively high formation enthalpies of self-interstitials when compared to vacancies. However, the interstitialcy mechanism plays a crucial role in radiation-induced diffusion. When a crystal is subjected to energetic particles such as protons, neutrons, or electrons, the atoms within the lattice are displaced from their original positions, resulting in vacancies. Simultaneously, the displaced atom becomes a self-interstitial as it is embedded back into the lattice. Consequently, pairs of vacancies and self-interstitials, known as Frenkel pairs, are created without thermal activation. Once these defects gain mobility, they facilitate diffusion and contribute to radiation-induced diffusion, which pertains to the study of crystal damage caused by radiation.

3.5.5. Interstitial–Substitutional Exchange Mechanisms

Solute atoms have the ability to dissolve in a solvent crystal on interstitial sites as well as substitutional sites. These solutes, known as “hybrid solutes,” can then undergo diffusion through interstitial–substitutional exchange mechanisms. Typically, the diffusivity of hybrid solutes in the interstitial arrangement is significantly greater than their diffusivity in the substitutional arrangement. Under such conditions, the incorporation of solute atoms can occur by fast diffusion of interstitial and subsequent change-over to substitutional sites, as shown in Figure 3.

Frank and Turnbull [37] originally suggested this mechanism to explain the fast diffusion of copper within germanium when the change-over involves vacancies. Subsequently, the diffusion of various foreign metallic elements in polycrystalline metals like lead, titanium, and zirconium was also linked to this mechanism.

Rapid diffusion of gold (Au) in silicon was originally suggested by Gösele et al. [38,39] to occur through the change-over involving self-interstitials. Currently, this mechanism is also associated with the diffusion of other hybrid foreign elements like platinum, zinc in silicon, and zinc in gallium arsenide.

3.6. Concerted Migration

Concerted migration typically occurs when multiple ions move together as a group rather than individually. By this, the ions become more mobile and can move through the solid material more easily. This phenomenon is desirable because it can enhance the overall ionic conductivity of the solid material, enabling faster ion transport and thus improving the battery performance. It has already been demonstrated that similar phenomena significantly reduce the barriers of surface reactions when concerted reaction mechanisms are considered. [40] Nevertheless, such a concerted motion of the ions is not well described with conventional diffusion models. While a comprehensive understanding of the migration mechanism has been provided, predicting $E_s = 0.5 \text{ eV}$ for Li$_3$Ta$_2$O$_{12}$ composition, [41] the conventional model fails short in capturing the phenomenon of superionic conduction in Li$_3$La$_2$Zr$_2$O$_{12}$ ($E_s = 0.3 \text{ eV}$) [42] with the same crystal framework and comparable energy landscapes. [43]

During concerted migrations, the Nernst–Einstein equation fails to uphold the approximate correlation between the tracer diffusion coefficient and the ionic conductivity. As a substitute, the charge diffusion coefficient $D_c$ supersedes $D_{tr}$, and the accurate manifestation of the Nernst–Einstein equation yields the ionic conductivity as:

$$\sigma = \frac{Z^2e^2C}{k_B T}D_c$$

where $D_c$ quantifies the diffusion behavior exhibited by the center of mass of the charge carriers, $C = \frac{N_d}{V}$, represents the concentration of charge carriers in a given volume, and $Z^2e$ signifies the magnitude of charge possessed by the carriers.

The charge diffusion coefficient, in contrast to the tracer diffusion coefficient, exhibits a direct proportionality to the ionic conductivity. The literature commonly denotes the ratio between the tracer and charge diffusion coefficients as the Haven ratio $H_r = \frac{D_{tr}}{D_c}$. The reduction of the effective degrees of freedom due to the cooperativity of the Li ions exhibits a direct correlation with the Haven ratio, a widely recognized metric for elucidating the cooperative phenomena observed in ion conductors pertaining to ion dynamics. [44] The examination of the inequality [43] yielded valuable empirical knowledge regarding the distinction between the tracer and charge diffusion coefficients, resulting in hints for finding materials where the carrier-carrier interaction is long-ranged.

$$0 \leq D_c \leq N_{eq} D_{tr}$$

In Equation (10), $N_{eq}$ is an effective number of particles that the carrier can interact with in a given correlation time. Note that the correlations giving a large $N_{eq}$ have a significant impact on the attempt frequency, assuming Arrhenius kinetics. However, these correlations do not influence the energy barriers involved in the process. This highlights the
The superionic conductivity of a variety of Li and Na solid electrolyte materials was therefore attributed to the concerted migration of charge carriers.\textsuperscript{[14,47]} For example, a significant degree of cooperative charge carrier motion characterized by low Haven ratios \(H_r\) was identified in superionic conductors Li\(_{10}\)GeP\(_2\)S\(_{12}\) (\(H_r = 0.42\))\textsuperscript{[10]} and Na\(_{10}\)GeP\(_2\)S\(_{12}\) (\(H_r = 0.56\)).\textsuperscript{[48]} In a related study, the superionic conductors Li\(_{10}\)GeP\(_2\)S\(_{12}\), Li\(_{10}\)La\(_3\)Zr\(_2\)O\(_{12}\), and Li\(_{1.3}\)Al\(_{0.3}\)Ti\(_{1.7}(PO_4)_3\) were shown to exhibit concerted migration of Li\(^+\) based on AIMD simulations and the van Hove correlation function,\textsuperscript{[43]} as shown in Figure 4. Moreover, promoting the occupation of high-energy sites in the structure was suggested to activate concerted migration. Based on a classical diffusion model and nudged elastic band (NEB) calculations, it was shown that diffusion barriers for the concerted migration of several Li\(^+\) were significantly reduced as opposed to the energy landscape for single-ion migration, constituting a design principle for novel superionic conductors. This was verified experimentally for a series of Li\(_{6+x}\)Sb\(_{1-x}\)S\(_5\)I (\(M=\text{Si, Ge, Sn}\)) solid solutions in which partial substitution of Si\(_4^+\) in Sb\(_5^+\) sites and Li\(^+\) in the lattice leads to the population of high-energy interstitial sites.\textsuperscript{[49]} The resulting disordered Li\(^+\) distribution was found to activate concerted migration and lead to reduced activation barriers. Hence, Li\(_{6.6}\)Si\(_{0.4}\)Sb\(_{0.6}\)S\(_5\)I was identified exhibiting superionic conductivity of 14.8 mS cm\(^{-1}\) and a low activation barrier of 0.25 eV. Concerted migration mechanisms are not only limited to Li and Na conductors; even for multivalent charge carriers, concerted migration can lead to increased ionic conductivity as recently illustrated in Ca\(_{1.5}\)Ba\(_{0.5}\)Si\(_5\)O\(_3\)N\(_6\).\textsuperscript{[50]} In this material, static vacancy configurations were found to enable 1D diffusion pathways leading to temporary occupation of nearest-neighbor Ca sites. In these Ca configurations, significant interactions of mobile ions resulted in the activation of a "vacancy-adjacent" concerted migration mechanism.
3.7. Charge Analysis

The term “ion mobility” suggests that ions are moving through the host material. However, the question arises whether ions really move as there is no unique way to associate charge to a particular atom in an extended material. Consequently, partial charges are typically associated with single atoms. While the concept of partial charges is frequently used in chemistry to gain an understanding of processes and reactions, an accurate quantum mechanical description, in the sense of a single observable, of atoms in molecules, is not possible. As a consequence, atomic partial charges have been described as “unicorns” before,[51] while Cho et al.[52] recently suggested the term “proxy variable” to be more appropriate. Regardless of the correct terminology, “atoms in molecules” (AIM) as a concept remains a somewhat arbitrarily human-defined tool. Nevertheless, many well-established mechanisms, like nucleophilic and electrophilic attacks in reactions, atomic electronegativities, or oxidation states in metalorganic compounds, rely on this idea of an existing charge partition. There is, therefore, a substantial demand for charge partition schemes to allow QM calculations to establish a proper connection to these concepts. All such methods must divide and allocate the existing charges to their respective atoms. This division can be done in two ways: by a sharp separation of real space where every atom is allocating a specific volume or by a softer partitioning where atomic volumes can overlap. It is essential to highlight that neither of the two approaches is necessarily better than the other, and their usefulness relies heavily on the desired purpose. Many reviews, in particular within the molecular chemistry community, have addressed and discussed the variety of charge partitioning schemes available today.[31] While a comprehensive overview of the many different methods is far beyond the scope of this paper, we nonetheless wish to introduce some of the most common schemes with a focus on their implementations within the field of ion mobility in crystalline battery materials.

The Bader charge analysis method is among the most used charge partition schemes and falls into the first sharp real space division category. Using Bader et al.[3] pioneering work, which establishes a quantum theory of atoms in molecules, this scheme analyzes the charge density and divides the real space along minima in the charge density. Bader charges are used to partition the electron density within many material classes of particular interest for the development of batteries. In the case of spinels, the Bader charge analysis is frequently used to derive values for the oxidation states within the material.[55–58] The importance of the oxidation state with respect to the ion mobility has been shown for both perovskites,[59] as well as layered oxides,[60] where structures with increased ion mobility can be stabilized depending on the oxidation state of the transition metal. Pramanik et al.[61] used Bader charges to highlight the importance of the oxalate group in redox processes in their perovskite oxalate material. He et al.[62] utilized the Bader charge analysis to describe the lithium mobility in layered oxides. Sotoudeh et al.[3] introduced a new descriptor concept for the ion mobility in crystalline solids in which the charge carriers’ charge plays an important role. This concept was derived after they had previously shown, using Bader charge analysis, that the stability of ions in chalcogenide spinels can only be understood if deviations from a purely ionic interaction are taken into account.[2]

A representative of the soft partitioning category is the Mulliken charge analysis.[63] Akin to the linear combination of atomic orbitals technique, a population analysis is used to divide the system’s wave function into atomic orbitals, followed by a division of the atomic overlap population among the involved atoms.[63] Within Mulliken’s initial method, the overlap population is divided equally. Improvements to the classical Mulliken charge analysis have been developed, among others, by Löwdin et al. (Löwdin charges) and Montgomery et al. (MBS-Mulliken), both of which address the fundamental problem of the basis set dependence of Mulliken charges. Hammouri et al.[64] used Mulliken population analysis to show that the lower partial charge of titanium in their spinel improves the Mg mobility. In contrast, Yu et al.[65] used Mulliken charges to investigate the electronic conductivity at the interfaces of layered oxides and spinels.

Another member of the second category of partition schemes is the Hirshfeld method and its many variants.[66] The Hirshfeld method calculates the charge density difference between the charge density of the system and the non-interacting atomic charge densities. Then it divides the resulting deformation density via a sharing function based on the atom’s local contribution to the non-interacting atomic charge density. This distribution of the combined deformation density along a sharing function has earned the Hirshfeld method the nickname “stockholder” partition analysis. Xu et al.[67] used this method to show the influence of the anion charge on Li mobility within iodite-type compounds.

Closely related to the Hirshfeld method is the Voronoi deformation density (VDD).[68] Where instead of weighting the deformation density via a sharing function, the deformation density is divided into the real space partitioning non-overlapping Voronoi cells, placing the method in the first category of charge partitioning schemes described above.

While the different charge partition schemes tend to agree qualitatively,[69] the exact values may differ significantly. Ullah et al.[70] used multiple charge partition schemes to analyze the adsorption and mobility of alkali-ions on boron–arsenide and found values for lithium from +0.99e(Bader) to +0.18e(Mulliken). These discrepancies between the different methods are not surprising, as both Mulliken and Hirshfeld charges tend to underestimate charges,[71] while Bader charges are sometimes overestimated.[72] The choice of the charge partitioning scheme should therefore depend on the desired chemical property and an understanding of the system in question. Löwdin population analysis has been shown to yield chemically reasonable charges for a variety of Li and Na-based cathode materials,[73] while Bader charges can be used to derive oxidation states.[74] Last, the Hirshfeld method’s use of the deformation density leads to generally physically meaningful results for the charge transfer.[68] The exact value extracted from charge partitioning schemes should, however, always be handled with caution, and any comparison between charges determined by different methods should only be attempted with a solid understanding of the methodologies of the different schemes. These difficulties concerning the comparison of differently derived charges may complicate future machine learning attempts to find possible descriptors. These same discrepancies between the charge partitioning schemes make it difficult to identify the nature of the migrating charge carrier with regard to its ionicity. In order to resolve this question, the charge...
of the migrating species in the transition state should be examined for a variety of compounds, where the Hirshfeld method is expected to yield the most reasonable results due to the fact that it derives charges based on the deformation density.

The choice of the charge partitioning scheme should, therefore, depend on the desired chemical property and an understanding of the system in question. Due to the tendency of Bader charges to overestimate the charges of a system, that is, to give a rather ionic picture of the system, the Bader charge analysis can be used to derive oxidation states,[74] which are in themselves a strictly ionic picture. In contrast, the Hirshfeld method is well suited to evaluate a charge transfer due to the evaluation of the deformation density rather than the whole charge density.[68] Generally, methods focusing on a charge density difference (like Hirshfeld and the Voronoi deformation density) are prime candidates to describe a shift in the charge density of a given system. Perhaps paradoxically, the most challenging property to evaluate is the physical charge of any given atom in a given system. Here, several factors can severely influence the usefulness of a charge analysis scheme, and one must ask: Is the material crystalline or amorphic? Is the system organic or inorganic? How localized are the electrons? For example, real space dividing schemes like VDD or Bader may yield reasonable charges for crystalline materials; however, such a scheme might associate rather unrealistic volumes with the respective nuclei for more amorphous materials. Further, wavefunction-based methods like Mulliken or Löwdin can be used to derive chemically reasonable charges for various Li and Na-based cathode materials[73]; however, depending on the electronic structure and the basis set, large overlap populations can be problematic to partition. The charge partition scheme choice is best made on a case-by-case basis for the physical charge. The exact value extracted from charge partitioning schemes should, however, always be handled with caution, and any comparison between charges determined by different methods should only be attempted with a solid understanding of the methodologies of the different schemes.

4. Accelerated Materials Discovery

4.1. General Remarks

Efficient ionic conductivity is a crucial factor for the development of high-performance batteries. In the pursuit of discovering materials with superior ionic conductivity, researchers are employing a combination of cutting-edge computational techniques and automated experimental investigations. This concerted approach aims to discover new compounds and explore alternative structural configurations that can support the swift movement of ions.

One promising avenue for materials discovery lies in the utilization of high-throughput computational techniques together with modern research management tools.[75] By leveraging the power of computational modeling and simulations, scientists can rapidly screen a vast array of potential compounds and identify those with desirable properties for ionic conductivity. This computational exploration provides valuable insights into the trends that govern ion mobility and helps to narrow down the list of candidate materials for further experimental validation.

The collaboration between computational and experimental studies is essential for verifying the predicted properties of candidate compounds. Experiments involving synthesis, characterization, and testing enable researchers to assess the actual performance of predicted materials and validate their ionic conductivity. This process allows for iterative refinement of computational models, leading to increasingly accurate predictions and a deeper understanding of the underlying principles governing ionic conduction.

In addition to modifying existing electrode materials that have shown promise in liquid-based batteries, researchers are actively exploring novel electrode materials and protective coatings tailored for solid-state battery applications. These materials must meet the stringent requirements of solid-state systems, including low and isotropic volumetric expansion during cycling.

By seeking electrode materials that exhibit low and isotropic volumetric expansion upon cycling, researchers aim to address one of the key challenges in solid-state battery technology. This feature allows for improved cycling stability and avoids the formation of cracks or delamination at the electrode-electrolyte interfaces. Consequently, the overall ionic conductivity of the battery system is enhanced, leading to superior performance in terms of energy density, lifespan, and safety.

Ultimately, the field of materials discovery for enhanced ionic conductivity is a dynamic and interdisciplinary area of research. By combining computational approaches with experimental investigations, scientists are continuously striving to identify new compounds and structural types that support fast ion conduction. Through exploring novel electrode materials and protective coatings, researchers are working toward the development of solid-state batteries with exceptional performance characteristics, bringing us closer to the realization of advanced energy storage technologies.

4.2. Descriptors and Design Principles

A highly valuable concept for expediting the process of discovering new materials relies on descriptors, as, for example, addressed by Ghiringelli et al.[76] and Isayev et al.[77] These descriptors encompass essential properties of materials or their combinations, which exhibit a correlation with the desired or undesired functionalities of the materials. This concept has demonstrated remarkable success in the field of heterogeneous catalysis, particularly in conjunction with scaling relations, as discussed by Nørskov et al.[78] and Man et al.,[79] and has already found applications in battery research, as indicated by Jaeckle et al.[80] The identification of descriptors can significantly expedite the search for novel materials possessing the desired functional properties. Once identified, these descriptors can be optimized in the initial stages of the search for materials with improved properties, allowing the identification of promising candidate materials whose properties can be thoroughly examined.

With respect to solid-state ion mobility, several potential descriptors have been suggested, such as lattice volume and ionic size,[1,3,3] the selection of the anion sublattice,[1,3,1] lattice dynamics,[1,3,2,3,3] and the preferred crystal insertion site.[82] However, many of these identified descriptors are limited to specific
Crystal structures, and some rely on properties that are not easily accessible.

When the ligand is altered by descending in the periodic table, specifically involving chalcogens or halogens, there is typically an increase in the ionic conductivity of monovalent cations. As the electronegativity of the ligand decreases, we anticipate weaker attractive forces between the ligand and the mobile cation. For instance, when the ligand shifts from F to I, the conductivity of Ag⁺ and Li⁺ experiences a substantial increase across various halides like LiX (where X = F, Cl, Br, and I) and the olivine Li₂ZnM₄ (with M = Cl, Br, and I). Notably, the rising lithium-ion conductivity in halides from LiF to LiI can be associated with an increasing Li-X distance, greater halogen atom polarizability, and a reduced electronegativity of the halogen atom.

It is worth noting that the ionic conductivity of the lithium arynes families appears to deviate from this trend, as Li₅PS₄I, which should theoretically have the highest conductivity based on this trend, actually exhibits the lowest conductivity in the series. This seeming contradiction is attributed to the presence of sulfur anions in addition to halide anions within this family, with sulfur anions outnumbering halide anions by a 5-to-1 ratio per formula unit. Consequently, the S²⁻ ions are expected to exert a more substantial influence on ionic conductivity than the halide anions. Indeed, the conductivity of Li₅PO₄Cl is orders of magnitude lower than its sulfur-containing counterpart.

Expanding the lattice volume has the potential to enhance ionic conductivity and lower activation energy across various structural families. Enlarging the lattice volume for each lithium atom within a specific crystal structure results in heightened ionic conductivity and decreased activation energy for materials resembling LISICON (as depicted in Figure 5a), NASICON (as shown in Figure 5b), and perovskite (as illustrated in Figure 5c). It is noteworthy that in Figure 5b, the increase in lattice volume per lithium atom in NASICON-like LiₓMₓ′₀.5O₄ (PO₄)₃ is associated with a greater bottleneck size for lithium ion diffusion. Furthermore, elevating the lattice volume by introducing larger A-site rare-earth metal ions (in the order Sm < Nd < Pr < La) in the perovskite structure is linked to heightened lithium-ion conductivity and decreased activation energy.

Additionally, to provide a broad overview of the trends in migration energy barriers concerning the size of transition metals utilized in spinel materials, Figure 6 illustrates the relationship between migration energy and the ionic radii of B-cations. The migration barrier was determined using the NEB method. Notably, a significant connection between the ionic radius of B-cations and the computed migration barriers is evident, with a distinct minimum observed in the range of 100 to 110 pm. This suggests heightened mobility of Mg-ions within this radius range. Consequently, the selection of the transition metal B can be employed to fine-tune ion mobility within spinel compounds.

Furthermore, the decrease in the frequency of the longitudinal optical mode (ωTO) corresponds to a reduction in activation energy, which aligns with the concept that lower phonon frequencies are linked to greater vibrational amplitudes. Consequently, this enhances the likelihood of mobile species transitioning to adjacent lattice sites. It is worth noting that a comparable correlation is observed between the enthalpy of migration and the frequency of longitudinal acoustic phonons at the 2/3 point along the [111] direction in the Brillouin zone for body-centered cubic metals.

Figure 5. The graphs (a) and (b) present a comparison of lithium-ion conductivity in two distinct material systems, namely LISICON-like LiₓMₓ₀.5Mₓ′₀.5O₄ and NASICON-like LiₓMₓ′₀.5O₄ (PO₄)₃, at room temperature. The variation in cationic radii for these materials is examined in relation to the lattice volume per lithium atom. Additionally, panel (c) illustrates ionic conductivities at 400 K and their respective activation energies and the relation to the lattice volume per lithium atom in perovskites LiₓMₓ′₀.5TiO₃, featuring A-site rare-earth metal ions M = Sm, Nd, Pr, and La. It is worth noting that the average ionic radius is calculated using Shannon’s radii, and cases where Pr³⁺ is in a 12-fold coordination and the atomic radius is not available, are indicated as “NA.” Reprinted with permission. Copyright 2016, American Chemical Society.

Figure 6. The relationship between migration barriers and the ionic radii of the transition metal cations in sulfide spinels is examined, with the calculated migration barriers presented in electronvolts (eV). Reprinted with permission. Copyright 2022, American Chemical Society.
In 2022, Sotoudeh et al.\textsuperscript{[3]} conducted first-principles electronic structure calculations to develop a descriptor for ion mobility in battery electrodes and solid electrolytes. This descriptor is composed of easily accessible observables, namely ionic radii, oxidation states, and Pauling electronegativities of the species involved. The study reveals that within a specific class of materials, the migration barriers can be related to this descriptor through linear scaling relations, as shown in Figure 7. These relations can be established by varying either the cation chemistry of the charge carriers or the anion chemistry of the host lattice. The existence of these scaling relations suggests that a purely ionic perspective is insufficient for understanding all the factors that influence the ion mobility in solid materials. The discovery of these scaling relations has significant implications as it shows the potential to accelerate the process of finding materials with desired ion mobility properties such as oxide spinels.\textsuperscript{[87]} By utilizing this approach, researchers can more efficiently explore and identify materials that exhibit enhanced ion mobility, thus contributing to the development of improved electrochemical devices, including batteries and solid electrolytes.

In further studies, machine learning (ML) was employed to measure the significance of various chemical, physical, and structural characteristics on the movement of ions within a crystalline lattice.\textsuperscript{[88]} This work focused on the anti-perovskite crystal structure as a model system. Multiple ML algorithms were trained to predict ion migration barriers, using a dataset of over 600 barriers calculated consistently through density functional theory (DFT). The training set included 36 alkali metal chalcogenide anti-perovskites, encompassing vacancy and interstitial migration mechanisms (see Figure 8). Redundant features were identified and removed from the analysis to simplify the models and prevent overfitting. The most accurate algorithm was used to determine the feature combinations that yielded the most precise predictions. The study quantified the relative importance of features...
Assessing feature importance in ML models for ion migration through a) vacancy and b) interstitial mechanisms. Importance was measured using the mean decrease in impurity. c) The correlation between descriptors and vacancy migration barriers through Pearson correlation analysis. Reprinted with permission. Copyright 2022, Royal Society of Chemistry.

and their influence on ion transport using mean decrease in impurity and individual conditional expectation (ICE) plots.

This analysis reaffirmed the significance of known mobility-influencing features, such as anion polarizability, and revealed the importance of other lesser-known factors. Notably, lattice properties like hopping distance and channel width were found to have the greatest impact on cation mobility. These features accounted for 70% of the feature importance in vacancy migration and for approximately 50% in interstitial migration, as illustrated in Figure 9. Analysis of these features using ICE showed that barriers decrease as the hopping distance decreases and the channel width increases. Additional notable features included anion polarizability (22% for vacancy migration) and defect formation energy (35% for interstitial migration). The discovery of the defect formation energy as a significant feature for interstitial migration is noteworthy as it reflects a kind of Brønsted–Evans–Polanyi-type relation between activation energies and site preference of the charge carriers.

Overall, these analyses will aid in designing efficient electrodes and solid electrolytes by narrowing down the essential properties
in a multidimensional design space. However, to extend the results beyond anti-perovskites, further research is necessary, such as incorporating dynamic phenomena like lattice vibrations and poly-anion rotations into the feature set. It is worth noting that the features used in this study for anti-perovskites can be readily evaluated for other types of crystalline conductors. Additionally, several important features identified here for vacancy migration have been discussed in literature for other crystal systems, indicating a potential transferability of these findings.

The olivine-type LiMTO₄ chemical search space was effectively screened using the DFT+NN method. The multi-output node architecture (diffusion barrier and cohesive energy) proved to be more accurate and interpretable compared to the single output node architecture and the partial least squares (PLS)-based method. Significantly improved predictions were observed for values near the extreme terminals of the attribute set (diffusion barrier and cohesive energy) compared to PLS-derived models. Incorporating a penalty term on the error function greatly reduced overfitting of the training data, resulting in a more robust model. Furthermore, utilizing literature-based multivariate input data showed promise for predicting target properties. The DFT data-based model (DN3) discovered candidate compositions such as LiMgPO₄ (0.26 eV), LiMgAsO₄ (0.17 eV), LiScSiO₄ (0.29 eV), and several others, including compositions containing rare earth elements that were previously unidentified. The causal index (CI) sensitivity and variable importance in projection plots established the input-output relationships and relevance of input variables. For the DN3 model, descriptors of the local environment for the Li pass were found to be important input variables, whereas for the literature data-based neural network model, descriptors for the X cation played a crucial role. Techniques like CI plots and sensitivity profiles provided a systematic and unbiased way to interpret the models' underlying structure, but chemical reasoning is necessary to validate the input variables' relevance and identify potential issues arising from multicollinearity.

Jalen and colleagues successfully developed an efficient and informative neural network-based functional for the composition space of tavorite LiMTO₄:F, providing insights into the materials' magneto-electric (ME) properties. Among the potential solid electrolytes with ME values less than or equal to 0.30 eV, there are LiGaPO₄,F (0.25 eV), LiGaPO₄,F (0.30 eV), LiPO₄,F (0.30 eV), LiPO₄,F (0.21 eV), and LiPO₄,F (0.11 eV). By employing an informatics-based model along with chemical intuition, this approach helps to unravel the complex interplay of various parameters that influence the desired property, often in competition with each other. Key factors such as the size of the Li pathway bottleneck, polyanion covalency, and local lattice distortion were identified. Additionally, the study demonstrated the capability of predicting the target property (e.g., ME) for multiple structure types primarily using intraphasedron parameters.

Another model was developed to identify the parameters responsible for high Li-ion conductivity in garnet-structured oxides. These parameters, mostly based on geometry, were derived from the relationships between constituent element radii and ion packing principles. The Li ion transport characteristics in garnet-structured oxides were analyzed using regression analysis (support vector regression—SVR), revealing the relationships between composition, structure, and ionic conductivity. Promising compositions were identified using t-stochastic triplet embedding (t-STE), a method related to chemography or cartography in computer-aided molecular design. The models achieved a reasonable level of predictive ability, with the statistical parameters R-squared (R²), root mean squared error (RMSE), and mean absolute error (MAE) of the SVR model reaching 0.778, 0.372, and 0.283, respectively. The predictive errors were comparable to the variances in total conductivities reported in different publications. However, there are limitations to the model's predictive ability, which could be attributed to descriptor selection or intrinsic variance in the experimental data. The t-STE models demonstrated a clear allocation of chemical space areas based on the logarithm of total ionic conductivity (log σtot) values for compounds, confirming the suitability of the chosen descriptors for understanding composition–structure–property relationships. These models were used to evaluate log σtot values for candidate compounds recommended for synthesis. Attempts were made to elucidate the relative site preferences of Al³⁺ and Ga³⁺ cations, focusing on compounds potentially unstable to moisture due to the accommodation of Li⁺ in tetrahedral and octahedral sites. However, the obtained results were inconclusive. Several candidate compounds have been recommended for synthesis as potential SSE materials.

Introducing a novel computational screening approach, Sendek et al. presented a method for identifying potential SSE materials for LIBs. This approach allows to screen all known lithium-containing solids, tackling the challenge of simultaneously satisfying multiple requirements for high-performance electrolytes, which is challenging to achieve through experiments or computationally intensive ab-initio methods. Initially, they screened 12 831 crystalline solids with lithium content to identify structures possessing high structural and chemical stability, as well as low electronic conductivity and cost. Subsequently, they developed a data-driven model utilizing logistic regression to classify ionic conductivity, based on experimental measurements reported in the literature, thereby identifying candidate structures with fast lithium conduction. By employing this screening process, they narrowed down the list of candidates from 12 831 to 21 structures that exhibit promise as electrolytes, with only a few having undergone experimental examination. Interestingly, they found that individual atomistic descriptor functions lack predictive power for ionic conductivity; however, employing a multi-descriptor model proves to be useful. Furthermore, they observed that screening for structural stability, chemical stability, low electronic conductivity, and high ionic conductivity eliminates a significant portion of lithium-containing materials, reducing the list substantially. Notably, their screening approach capitalizes on structures and electronic information available in the Materials Project database.

A comprehensive database has been published containing crystal structure information, ion migration channel connectivity data, and 3D channel maps for over 29 000 inorganic compounds. Currently, this database encompasses ionic transport properties for all potential cation and anion conductors, including Li⁺, Na⁺, K⁺, Ag⁺, Cu²⁺, Mg²⁺, Zn²⁺, Ca²⁺, Al³⁺, F⁻, and O²⁻, and this number is continually expanding. The methods employed for characterizing materials in the database involve a combination of structural geometric analysis based on Voronoi decomposition and bond valence site energy (BVSE) calculations, which provide information about interstitial sites, transport channels, and...
BVSE activation energy. The examples presented in this chapter demonstrate that accelerated materials discovery methods are increasingly used to derive trends in ion mobility. However, it is still not clear how general the observed trends are with respect to different materials classes, which will be discussed in the next section.

5. Materials Classes

In the following sections, we want to explore today’s most important material classes of crystalline solids, which are researched for their use in battery technology. Still, the aim of this review is not a full account on all material classes since, unfortunately, covering all of them is far beyond the scope of this review. Therefore, we limited ourselves to the material classes of spinels, olivines, garnets, perovskites, Prussian blue, Chevrel phase, layered oxides, NASICONs, halides, and anion migration systems. We are aware of the plethora of other materials out there, such as post-spinels,[94] weberites,[95] zircons,[96] borates,[97] V2O5,[98] and α-MoO3.[99,100]

5.1. Spinels

The spinel structure with a general formula AB2X4 consists of a cubic close-packed arrangement of X atoms. In its conventional crystal structure, the A cations occupy 1/8 of the tetrahedral sites, while the B cations occupy 1/2 of the octahedral sites, as depicted in Figure 10. The B and X ions create a network of BO6 octahedra that share edges, while the A and O ions form a 3D network of tetrahedra that share corners. The A-type ions are relatively small, making their occupancy of the tetrahedral sites energetically more favorable than the occupation of the octahedral sites. The pyrochlore lattice is formed by the B ions, typically leading to pronounced geometric frustration effects. Along the [111] direction, two types of alternating stacking planes can be observed: a 2D triangular lattice and a kagomé lattice. The A sublattice of the spinel structure assumes a diamond lattice shape. The presence of various competing factors, such as the crystal field stabilization of the transition metals (B cations) or entropic contributions, can give rise to a range of disordered or inverted configurations. In certain cases, a fraction of A cations, such as Mg, can swap places with the transition metal B cations, resulting in partially inverted lattices and charge disproportionation of the B cations (2B3+/2 → B2+/2 + B4+).

At high temperatures, numerous spinels exhibit cubic symmetry; however, the presence of distorted BO6 octahedra cannot be dismissed. The octahedra undergo a trigonal distortion, leading to a transformation from Oh octahedral symmetry to D3h octahedral symmetry.[2,87] LIBs have effectively incorporated Mn2O4 spinels into commercial applications as cathodes. Nevertheless, this specific spinel exhibits a significant obstacle to Mg2+ diffusion, with a barrier of 0.67 eV. This value surpasses the migration barriers for Li+ ions in all M2O4 spinels (where M = Mn, Co, Ni, Cr), which range from 0.40 to 0.60 eV.

The spinel structure possesses a desirable combination of capacity and voltage.[87] Recent studies[101,102] have reported experimental migration barriers of approximately 600 meV for Mg2+ in Cr- and Mn-spinel oxides, aligning with DFT calculations. It has been observed that structural disorder within the spinel lattice affects the migration of Mg ions, and this disorder can be regulated during synthesis. Nonetheless, the strong Coulombic interactions between the Mg cations and the oxide host lattice generally impede the reversibility of Mg intercalation and result in elevated Mg migration barriers. In addition, migration in the spinel structure is mediated by intermediate octahedral sites whose relative stability to the initial tetrahedral site, called site preference, strongly influences the resulting migration barriers.[84] In the ideal scenario in which the site preference tends toward zero, the activation barriers are minimized and any deviations toward higher or lower values result in an increased barrier. This observation can be inferred from the relationship between the activation barrier and the site preference, as depicted in Figure 11. As a result, this phenomenon presents potential avenues for
augmenting charge carrier mobility through deliberate choices of B-group transition metals and anion chemistry that satisfy the site preference criterion. Such improvements are evident in the low migration barriers of Ca in $d_{0}$-metal oxide spinels.\cite{4} Migration barriers in spinel materials have recently been used to derive a descriptor for the ion mobility based on ionic radii, oxidation states, and electronegativities, as mentioned in the previous section.\cite{104,105} Additionally, it was shown that transport properties of spinel compounds are impacted by transition metal cations, discovering that these metals have a notable impact on the barriers for Mg$^{2+}$ migration in such compounds.\cite{2,87} By utilizing this principle, it was demonstrated that oxide spinels incorporating electronegative transition metal cations of substantial size hold the potential for showcasing elevated Mg$^{2+}$ mobility.\cite{31–33}

Sulfide and selenide spinels have garnered attention due to their potential as solid electrolytes in solid-state batteries. Among these compounds, MgS$_2$Se$_2$ has emerged as a promising contender with a remarkably low migration barrier of $E_{m} = 0.37$ eV.\cite{21–33} Nevertheless, its suitability as a solid electrolyte is impeded by a significant partial electronic conductivity. Moreover, studies have indicated that the mobility of magnesium in chalcogenide spinels that include lanthanoids escalates proportionally with the lanthanoid’s size.\cite{25,32}

5.2. Olivines

The utilization of an olivine structured material as positive electrode material was pioneered by the group of Goodenough in 1974.\cite{103} This material class exhibits the general formula of AMXO$_4$, the A site mostly being occupied by Li, although the intercalation of other alkali metal ions has been studied as well.\cite{104,105} The transition metal site is most popularly occupied by Fe, Mn, Co, or Ni, while X typically equals P, less often Si or Ge.\cite{103} From a geometric point of view, the olivine structure consists of MO$_6$ octahedra, that are connected to two LiO$_6$ octahedra and one XO$_4$ tetrahedra via shared edges.\cite{106} Its crystal structure is depicted in Figure 10.

Early studies on the diffusion of charge carrier species within olivine materials assumed a strictly 1D diffusion material, consisting of channels that permeate the whole crystal system in the [010] direction.\cite{107} However, new measurements indicated a de facto 2D migration of lithium ions in the olivine structure,\cite{108} which contradicted theoretical studies during that time that claimed the cross-channel migration to be significantly unfavored.\cite{109} Further theoretical studies could then reveal the possibility of cross-channel diffusion, initialized by the formation of either a Li$^+$ /Fe$^{2+}$ antisite defect or a Frenkel defect of a Fe$^{2+}$ ion in LiFePO$_4$.\cite{110,111} This cross-channel diffusion was then found to contribute significantly to the overall migration, even at low defect concentrations.\cite{111} Subsequently, Yang et al. could observe the cross-channel migration of lithium atoms upon the formation of antisite defects in their ab inito molecular dynamics simulations.\cite{112,113} Furthermore, they determined the cross-channel diffusion to be competitive with the in-channel diffusion, finding a theoretical verification for the experimentally observed 2D migration. Therefore, while blocking diffusion in the [010]-direction, these defects open up alternative channels for the lithium ion migration.\cite{111} Most of the published results on the diffusion coefficient for lithium ion diffusion within olivine structured materials ranges from 10$^{-11}$ to 10$^{-15}$ cm$^2$ s$^{-1}$.\cite{114} Theoretical works find energy barriers of around 0.35–0.4 eV, overestimating experimentally found diffusion coefficients.\cite{113,115} These differences may be pinpointed to many factors, including the assumed uni-lateral nature of lithium ion diffusion in many theoretical works and the two phase coexistence/phase transformation during experiments.\cite{109,116}

Olivine materials are especially interesting as energy storage materials due to their high operating potentials and high capacity, but the scientific interest in the optimization of olivine structured compounds increased even further with the recent successful commercialization of LiFePO$_4$.\cite{117} Most of today’s research focuses on either ridding this popular system from its known drawbacks, that is, their low energy density and slow rate performance or on the development of its derivative systems utilizing manganese, cobalt, or nickel.\cite{118,119}

5.3. Garnets

The utilization of the strategy to replace Li$^+$ ions with ions carrying greater positive charges, thereby creating vacancies through which lithium ions can migrate, has been proven effective for materials exhibiting crystal structures akin to the mineral garnet.\cite{41,120–122} Ca$_3$Al$_2$Si$_3$O$_{12}$ serves as the prototype material in this family, belonging to a group of substances known as orthosilicates, which possess isolated tetrahedral SiO$_4$ groups. The oxide ions are arranged in layers, adopting a slightly distorted hexagonal close packing. A brief discussion on several materials sharing this structure will be presented in Section 5.8. Another example featuring a related olivine structure is the popular positive electrode material LiFePO$_4$, which was addressed in Section 5.2. Within the garnet structure, the Ca$^{2+}$, Al$^{3+}$, and Si$^{4+}$ ions exhibit 8-, 6-, and 4-fold coordination with neighboring oxide ions. It is common to find substitutions of similarly charged cations in these positions within this mineral family.

An example of a lithium-conducting solid electrolyte belonging to this group is Li$_5$La$_3$M$_2$O$_{12}$, with the M ion potentially being Nb or Ta. These materials were reported to possess lithium.

---

Figure 11. The migration barriers obtained from NEB calculations against the site preference $E_{oct} - E_{tet}$ for various spinel compounds: Al (blue), Mg (red), Ca (green), Zn (orange), Li (yellow), and Na-based (brown) materials. Data are obtained and replotted from refs. [4,25].

---

5.4. Perovskites

Perovskites are crystalline phases with the general stoichiometry ABX₃, where the cation on the B-site and the anion on the X-site form a rigid scaffold of corner sharing BX₆ octahedra. The voids between these octahedra are occupied by the potentially mobile A-species (Figures 10 and 13a). The ideal perovskite structure is cubic with spacegroup Pm3m. Most perovskites, however, attain lower symmetry due to tilted/distorted octahedra and/or displacement of the cations.

Clearly, within the battery community lithium lanthanum titanate (LLTO) is the most prominent Li⁺ conductor of the perovskite family. The studies of Bezou et al.[124] and Inaguma et al.[121] are commonly referred to as the first ones reporting an A-site deficient perovskite structure for Li₅La₃/2Ta₂O₇ (0.04 < x < 0.17) and bulk ionic conductivity of 10⁻⁸ S cm⁻¹ at room temperature.[123] It has been widely acknowledged[1,125] and theoretically confirmed[126] that the diffusion proceeds via a vacancy mechanism where Li⁺ migrates through a bottleneck made up of four O-ions which expands in size during the diffusion process (Figure 13b). Evidently, the number of lattice-Li⁺ and the number of vacancies plays a crucial role in ionic conduction, so fine tuning the parameter x has been a focus of research.[125–127] A further improvement could be achieved by widening the diffusion channel through Sr²⁺-doping on the A-site.[128] Additionally, it has been found that depending on the synthesis route and operating temperature poorly conducting La-rich layers are formed in the crystal structure constraining the Li⁺ diffusion to two dimensions. This transition from the disordered to the ordered state is accompanied by a drop of one order of magnitude in conductivity.[129–132] Nevertheless, by aligning the conducting planes along the measurement direction, a value of 4 × 10⁻⁷ S cm⁻¹ has been recently reported for a 13 μm single crystal.[133]

Although high resistance at the grain boundaries and low stability versus Li metal induced by Ti⁺/Ti⁴⁺ redox activity have so far prevented LLTO from application, it serves as a well-studied model system for ionic diffusion in perovskites. The replacement of Ti⁺ with Nb⁵⁺, for instance, resulting in Li₅La₃/2NbO₇ (LLNO)[134] is an obvious idea which has gained renewed interest lately. As in the case of LLTO, Sr²⁺-doping[135] and exploiting A-site ordering[135,136] were done to improve the material’s properties; however, the bulk conductivity of 10⁻⁸ S cm⁻¹ could hardly be increased. Exchanging the shuttle ion in LLTO from Li⁺ to Na⁺ and Mg²⁺ was not feasible owing to the very low mobility of the respective ions in the given hosts.[134,137] Nonetheless, in the case of Na⁺, switching the B-site cation from Ti⁴⁺ to Nb⁵⁺ or Zr⁴⁺ could drastically improve the Na⁺ mobility exhibiting conductivity values of 10⁻⁵ S cm⁻¹ for NaₓLa₃/2NbO₇ and NaₓLa₃/2Sr₃/2ZrO₇.[138,139]

Some promising ionic conductors of an entirely different perovskite-related material’s class have gained strong interest during the last decade: the so-called anti-perovskites. These compounds, usually denoted X₂BA, exhibit the typical perovskite structure while having the positions of the cations and the anions exchanged, that is, X is a cation whereas A and B are anionic species. The noteworthy breakthrough of anti-perovskites in battery research was achieved by Zhao and Daemen who reported Li⁺ conductivities of 10⁻⁹ S cm⁻¹ in LiₓOCl, Br₉₋ₓ (x = 1, 0.5) at room temperature.[140] In contrary to ionic conduction in usual...
perovskites, the diffusion mechanism in Li₅OCl-type materials is an ongoing subject of discussion. Two mechanisms visualized in Figure 13c,d have been suggested: i) a vacancy mechanism where Li⁺ migrates along the edges of the cation octahedra to a vacant X-position; (ii) an interstitial mechanism where two Li⁺ are located in a X-site centered dumbbell configuration; the migration of one Li⁺ leaves behind a singly occupied X-site to form a new dumbbell with a neighboring Li⁺.

One recently discussed topic is the introduction of so-called superhalides (polyanions with charge -1) at the B-site of antiperovskites. Sun et al. reported the Na⁺ ionic conductivity of 4.4 × 10⁻⁴ S cm⁻¹ at room temperature in Na₃O(BH₄)₂, which is among the highest values measured in Na⁺ solid electrolytes. Supported by DFT analysis, the authors attributed the outstanding conductivity to the so-called paddle-wheel mechanism, that is, the ability of the anisotropic superhalide to diffuse in the material. [148,149]

5.5. Prussian Blues

Prussian blue (KFe[Fe(CN)₆]) is a metal organic framework (MOF)—with the general formula A₀₋ₓM[M′(CN)₆]ₓ and space group Fm3m (225)—consisting of two types of iron atoms that are octahedrally interconnected by cyanide ligands. These iron atoms can be distinguished by their spin state, either high-spin (S=5/2) or low-spin (S=0), depending on whether they are coordinated by the nitrogen or carbon site of the cyanide ligand, respectively. The possibility to exchange the M and M′ sites with other electrochemically active (Mn) or inactive (Cu, Ni) transition metals adds an additional element of customizability toward the application to this material class. Furthermore, the atomic arrangement generates a spacious framework with large channels (≈1.6 Å) into which a variety of cations can be intercalated into the material. [148,149]

Still, Prussian blue analogues received high scientific interest in their application as battery material only after their drastic performance improvement in 2015, when Goodenough and co-workers reported a rhombohedral modification of Prussian blue that occurred when the interstitial water was removed from a cubic, sodium-rich Prussian blue material in a drying process. [150,151] This new kind of Prussian blue indeed shows a longer cycle life compared to the purely cubic material and a highly reversible phase transition between the modifications. [152]

The charge carriers were proposed to reside in the large body-centered voids within the Prussian blue framework since the emergence of the earliest structure model by Keggin and Miles in 1936. [145,153] Recent research on the other hand suggests that all cations independent of size try to stay in or close to the face-centered sites as size allows and uniformly display an aversion to the body-centered void. [154,155] These suggestions are accompanied by claims that the main transport pathway throughout the cubic Prussian blue framework is not the hopping of charge carriers from body-centered void to body-centered void. Instead charge carriers prefer to move along the cyanide grid in what the authors call a ladder mechanism—always staying close to a face-centered site and revolving around an iron atom toward the next face-centered site while avoiding the body-centered voids.

The typically reported diffusion coefficients for both modifications range from 10⁻⁹ to 10⁻¹² cm² s⁻¹. [156] There are a few reports that state drastically lower diffusion coefficients of 10⁻¹⁵ cm² s⁻¹ and below. Komayko et al. showed that for nanosized materials one does not need the assumption of a fast ionic/electronic transport in the bulk lattice, as even low apparent diffusion coefficients translate into impressive rate capabilities. [156,157] They argue that Prussian blue powders easily disperse when in contact with electrolyte and that the agglomerates are highly permeable for the electrolyte. Consequently, the shortest way of diffusion during (de-)intercalation is through the primary particles instead of diffusion through interparticle grain boundaries within the agglomerate. They suggest that one should use the size of the primary particle instead of the agglomerate size for the calculation of diffusivities, which would lower the apparent diffusion coefficients by 3–5 orders of magnitude. An overview over many experimental results can be found in the account of Komayko et al. [156] Furthermore, the diffusivities of some Prussian blue analogue structures might be limited by their effective electronic conductivity within the agglomerates, instead of slow solid state diffusion rates. [158]

Reports on theoretical calculations employed for the determination of energy barriers and diffusion coefficients in the Prussian blue framework are still scarce. Peng et al. did report energy barriers of 0.38–0.57 eV for the diffusion of sodium in nickel and cobalt Prussian blue analogue structures. [159] Their report indicates an increase in the energy barriers by about
The Chevrel phase (CP) is a well-known material with high ion mobility. The general formula for a Chevrel phase is $\text{Mo}_6\text{S}_8$ ($T=S, \text{Se}$, or $\text{Te}$) with sulfur being the most used cage material. In its structure, a nearly cubic sulfur cage holds an octahedral molybdenum cluster forming its unique crystal structure, as depicted in Figure 10. The CP cluster structure creates cavities and channels between the blocks within the crystal lattice that are classified as 3a, 3b, and 9d according to crystallographic symmetry. Sites 3a and 9d can be occupied by cations functioning as charge carriers, making them interesting candidates for potential applications in solid-state ionic conductors while sites 3b are unfavorable for cation storage due to the strong electrostatic repulsion with the face-sharing Mo atoms. An important factor for all solid-state ionic conductors is the quick delocalization inside the material, which is directly related to cations spacing and crucial for the cation mobility. In the CP, this is achieved by the two intercalation sites at 3a and 9d. The first is the so-called inner ring site, which consists of six energetically equal sites that form a highly symmetric ring around the 3a position. The 3a position lies in a cavity which is coordinated with eight sulfur atoms, each being the corner of one CP cluster. The nearly degenerate nature of these positions, with a barrier of approximately 0.1 eV, makes them favorable for accommodating a single Mg cation within the CP bulk. From there, it can diffuse in all three lattice directions by passing through the channel 9d. About 0.5 Å away from the 9b site in the channel are the two outer ring sites. Upon occupying all inner ring sites with one cation each, the outer ring sites can accommodate an additional Mg cation per CP cluster. The CP can take up to four electrons until its valence is employed to monitor the system. Usually the efficiency of the solid state system is limited by the reachable capacity, but was found by Drews et al. to be limited by the particle size of the Chevrel phase material with particles smaller than $0.5\mu m$ being crucial to avoid transport limitations for a wide range of practical current densities. Another interesting field for the CP is the usage of dual ion systems. This was investigated by Li et al., proving that the diffusion of divalent Mg ions is significantly facilitated by using a Li and Mg dual-ion system as the activation.

0.1 eV when crossing the body-centered void, further verifying it as a non-equilibrium position. Furthermore, there are the reports of Nordstrand et al. utilizing a semi-empirical tight binding approach to determine the charge carrier mobility. They report energy barriers for diffusion events from one face centered site to another to exhibit an energy barrier of 0.32–0.39 eV. The diffusion through a body-centered void is comparatively unfavored, showing energy barriers of 0.69 eV. These values closely matched the accompanying experimental diffusion coefficients, determined by cyclic voltammetry and electrochemical impedance spectroscopy measurements. The values for the energy barrier are significantly increased to 1.5 eV, when considering the diffusion through the large void created by a $\text{Fe(CN)}_6^{3-}$ vacancy. Baumgart et al. utilized first-principle calculations to calculate an activation energy of 0.3 eV for diffusion events in Prussian blue, which agree well with previous reports. Furthermore, they could show that the activation energies for diffusion events in the rhombohedral and cubic modification are almost identical.

5.6. Chevrel Phase

The Chevrel phase (CP) is a well-known material with high ion mobility. The general formula for a Chevrel phase is $\text{Mo}_6\text{Se}_8$ ($T=S, \text{Se}$, or $\text{Te}$) with sulfur being the most used cage material. In its structure, a nearly cubic sulfur cage holds an octahedral molybdenum cluster forming its unique crystal structure, as depicted in Figure 10. The CP cluster structure creates cavities and channels between the blocks within the crystal lattice that are classified as 3a, 3b, and 9d according to crystallographic symmetry. Sites 3a and 9d can be occupied by cations functioning as charge carriers, making them interesting candidates for potential applications in solid-state ionic conductors while sites 3b are unfavorable for cation storage due to the strong electrostatic repulsion with the face-sharing Mo atoms. An important factor for all solid-state ionic conductors is the quick delocalization inside the material, which is directly related to cations spacing and crucial for the cation mobility. In the CP, this is achieved by the two intercalation sites at 3a and 9d. The first is the so-called inner ring site, which consists of six energetically equal sites that form a highly symmetric ring around the 3a position. The 3a position lies in a cavity which is coordinated with eight sulfur atoms, each being the corner of one CP cluster. The nearly degenerate nature of these positions, with a barrier of approximately 0.1 eV, makes them favorable for accommodating a single Mg cation within the CP bulk. From there, it can diffuse in all three lattice directions by passing through the channel 9d. About 0.5 Å away from the 9b site in the channel are the two outer ring sites. Upon occupying all inner ring sites with one cation each, the outer ring sites can accommodate an additional Mg cation per CP cluster. The CP can take up to four electrons until its valence is employed to monitor the system. Usually the efficiency of the solid state system is limited by the reachable capacity, but was found by Drews et al. to be limited by the particle size of the Chevrel phase material with particles smaller than $0.5\mu m$ being crucial to avoid transport limitations for a wide range of practical current densities. Another interesting field for the CP is the usage of dual ion systems. This was investigated by Li et al., proving that the diffusion of divalent Mg ions is significantly facilitated by using a Li and Mg dual-ion system as the activation.

The sulfur cage can also be substituted with selenide and tellurium, but these elements are toxic and therefore can lead to safety problems which make them harder to handle. Many experimental studies are thus performed on the sulfur phase though research suggests that the Se phase performs with improved capacity and kinetics, even a partial substitution of $\text{Mo}_6\text{S}_{8-x}\text{Se}_x$. This is because the triclinic distortion in selenide enlarges the distance between inner sites and shortens the distance between inner and outer sites, thus opening possibilities for tailoring the ionic conductivity of the system. There are some theoretical reports on the diffusion of cations other than Mg, which showed a direct correlation between the ionic radius and the diffusion barrier as a descriptor for the ion mobility in the CP specifically, as illustrated in Figure 14. This has been attributed to space limitations at the narrow transition states for migration making Pauli repulsion the main factor determining the barrier heights. There are also some studies studying the diffusion properties of Ca. The calculations of Juran et al. reach a voltage of 2.1 and 1.8 V for the respective intercalation steps of Ca using the HSE functional, which agree reasonably well with another study, which found values of 1.9 and 1.4 V for a comparable PBE functional reference calculation.

There are also numerous experimental studies addressing not only the diffusion of Mg, but also other cations such as Ca, Al, Zn, Na, and Li. The electronic structure and ionic diffusion properties were evaluated by phonon dispersion, and in another approach, continuum modeling is employed to monitor the system. Usually the efficiency of the solid state system is limited by the reachable capacity, but was found by Drews et al. to be limited by the particle size of the Chevrel phase material with particles smaller than $0.5\mu m$ being crucial to avoid transport limitations for a wide range of practical current densities. Another interesting field for the CP is the usage of dual ion systems. This was investigated by Li et al., proving that the diffusion of divalent Mg ions is significantly facilitated by using a Li and Mg dual-ion system as the activation.
energy is remarkably reduced specifically by the concerted interactions of preceding Li ions and following Mg ions.\[^{186}\]

5.7. Layered Oxides

In these materials, the layers are formed by edge-sharing $\text{MO}_6$ octahedra, in between which the alkali ions are intercalated. The stacking of the transition metal layers forms either prismatic (P) or octahedral (O) charge carrier sites with a different number of layers in the unit cell, categorized by the Delmas notation.\[^{187}\] The preferred coordination environment of the charge carriers and the stacking order depend on the nature of the charge carriers and the exact stoichiometry of the material. This is apparent when comparing the stereotypical cathode materials LiCoO$_2$ and Na$_x$CoO$_2$. LiCoO$_2$ adopts the O3 structure,\[^{188,189}\] while Na$_x$CoO$_2$ can adopt either the O3, P2, or P3 structure,\[^{190}\] differing in the respective oxygen stacking sequence.

In the O3 structure, diffusion can occur either via oxygen dumbbells or via tetrahedral sites when divacancy configurations are present,\[^{191}\] with the divacancy mechanism exhibiting much lower barriers. In addition, the diffusion barriers were found to depend strongly on the local charge carrier configurations and thus can vary by several orders of magnitude with the charge carrier concentration.\[^{192,193}\] It is noteworthy that the activation energy for the divacancy diffusion mechanism is significantly lower in NaCoO$_2$ than in LiCoO$_2$,\[^{194}\] illustrating the non-monotonic influence of ion size on mobility. Furthermore, the presence of larger Na$^+$ ions promotes the stability of prismatic sites, such as those found in P2 structures, and drastically influences ion mobility. As a result, complex trends of ion mobility with concentration are observed. In the P2 structure, the presence of two different prismatic Na sites (Na$_2$ shares an edge with the MO$_6$ octahedra, while Na$_1$ adopts a face-sharing coordination) destabilizes divacancy configurations, leading to a change in the diffusion mechanism in contrast to the O3 structure. While the diffusion barriers are generally lower in the P2 structure, the strong electrostatic Na-Na repulsion at high Na concentration leads to high barriers and sluggish Na diffusion.\[^{193}\]

The first commercially used cathode materials for LIBs, TiS$_2$,\[^{195,196}\] and LiCoO$_2$ (LCO)\[^{197}\] as well as many other commercial Li cathode materials such as Ni-Mn-Co-oxide (NMC) or Ni-Co-Al oxide (NCA), crystallize in a layered structure. Layered structural motifs are also currently under intense investigation not only in the context of LIBs but also in the field of post-Lithium batteries. For example, layered oxide materials with the general formula Na$_x$XO$_4$ (X=Mg, Mn, Ni, Ti, Cr, or Co) are among the most promising cathode materials for Na-ion\[^{198,199}\] and K-ion\[^{200}\] batteries.

Moreover, layered structures were also shown to successfully intercalate multivalent ions such as Mg in TiS$_2,\[^{201}\]$ and TiSe$_2.\[^{202}\]$ Nevertheless, the high Mg diffusion barriers of 1 eV in TiS$_2$ require elevated temperatures to reversibly extract Mg from the structure. This strategy resulted in a high reversible capacity of 115 mAh g$^{-1}$ at 60 °C for MgTiS$_2,\[^{203}\]$ however, still significant Mg entrapping in the initial cycles was found to impede the electrochemical performance. Interestingly, the mode of intercalation was found to deviate from the solid solution behavior of Li in TiS$_2$, and instead, Mg-vacancy orderings are found that could contribute to the observed Mg entrapping during the initial cycles.\[^{203,204}\]

5.8. NASICON

Sodium (NA) Super Ion CONductor (NASICON) compounds were first researched as solid electrolyte material by Hong and Goodenough in 1976.\[^{205,206}\] A decade later, they were adapted as positive and negative electrode materials as well.\[^{207,208}\] NASICONs are polyaniomic materials, which exhibit great structural stability and high ionic conductivity, especially for sodium ions. They belong to the family of superionic conductors, which are materials that display exceptionally high ionic conductivity at or near room temperature. Furthermore, they are classified as polyaniomic compounds, meaning they contain anions with multiple negative charges, such as the characteristic, tetrahedral anionic units XO$_4$, or their derivatives.\[^{209}\]$ The NASICON structure has the general formula of A$_2$MM(XO$_4$)$_3$, typical elements being A = Li, Na, K, Mg, Ca, and $X_2 = 0$–5, M/M$'$ = Fe, V, Ti, Zr, Mn, and X = S, P, Si.\[^{210}\]$ Depending on the elements used—and sometimes the content of sodium—the NASICON structure adopts many different crystal structures, the most common being rhombohedral, which consist of corner-sharing M/M$'$ octahedra and XO$_4$ tetrahedra.\[^{211}\]$ Within this crystal structure, there are two distinct positions for monovalent ions, often called Na1 and Na2.\[^{212}\]$ Both are located in an M/M$'$$_2$(XO$_4$)$_3$ environment—Na1 aligned along the c-axis and Na2 along the b-axis. Ions occupying the Na2 positions are the first to be extracted from the structure due to the weaker bonding caused by a longer Na-O bond length. The occupation of the Na2 position also leads to a significant structural rearrangement, which is inconveniently placed within the working window of batteries.\[^{210}\]
Sodium ion migration in these materials is dominated by an interlayer diffusion within the [112] and [121] planes, connecting the Na1 and Na2 sites. Another migration path exists perpendicular to these planes connecting Na1 positions within different layers of sodium, which shows a much higher migration barrier. The ion mobility along the migration pathways of the NASICON structure is dominantly determined by either the formation energy of the TM redox couple or the size of the two distinct bottle necks along the diffusion path. In the case of the bottleneck size being the determining factor, changing the elements that compose the material or introducing dopants can highly influence the migration properties.\textsuperscript{213} Typical measured diffusion coefficients for this material are in the range of $10^{-9}$–$10^{-11} \text{cm}^2 \text{s}^{-1}$, with outliers of up to $10^{-8} \text{cm}^2 \text{s}^{-1}$ or down to $10^{-15} \text{cm}^2 \text{s}^{-1}$.\textsuperscript{210,216} Theoretically calculated values for migration barriers agree well with experimentally reported data, showing migration barriers of 0.3–0.6 eV.\textsuperscript{210,215} Furthermore, recent studies have revealed the existence of concerted migration mechanisms for Na$_3$Zr$_2$Si$_2$PO$_12$, which can lead to significantly lower energy barrier compared to individual ion migration.\textsuperscript{216,217}

Due to their higher charge and therefore lower occupation of crystal sites, multivalent ions like magnesium or calcium only occupy the Na1-position within the NASICON framework. The approach of utilizing multivalent charge carriers could therefore circumvent the issue of a structural change within the working window, and the halved occupation of the sodium sites leads to higher structural rigidity. Unfortunately, this also creates a longer diffusion path (no intermediate at Na2) and a more sluggish migration owed to the increased electrostatic interactions with the framework. An extensive overview over the properties of this material class can be found in the report of Alamo.\textsuperscript{218}

5.9. Halide Materials

The inclusion of halide ions enhances the performance of solid electrolytes (SEs) in lithium metal batteries. Because they exhibit intrinsic high stability against oxidation (approximately 4.0 V vs. Li$^+$/Li$^-$), as opposed to sulfide-based SEs (approximately 2.5 V), chloride-based SEs have been gaining increased attention. Given that chlorine (Cl) is more electronegative than sulfur (S), chloride-based SEs generally possess higher oxidation potentials compared to sulfide SEs. Another crucial aspect is the chemical compatibility of SEs with both the cathode active material (CAM) and metallic anodes to achieve longer lifespan, enhanced safety, and high-energy all-solid-state batteries (ASSBs). From this perspective, chloride-based SEs have demonstrated superior chemical stability with various CAMs.

In 2018, Asano and colleagues\textsuperscript{219} conducted a revisit of the halide SEs Li$_3$YCl$_6$ and Li$_3$YBr$_6$, demonstrating impressive qualities such as high ionic conductivity at room temperature ($>1 \text{ mS cm}^{-1}$), excellent voltage stability, remarkable deformability, and resistance to dry air. This pioneering research has ignited significant global interest in halide SEs.\textsuperscript{220–226} Subsequently, a range of halide SEs has been synthesized, encompassing various elements from fluorides to iodinides. These include Li$_3$AlF$_6$,\textsuperscript{227,228} Li$_3$GaF$_6$,\textsuperscript{229} Li$_3$InCl$_6$,\textsuperscript{230} Li$_3$ScCl$_6$,\textsuperscript{230} spinel Li$_5$Sc$_2$Cl$_3$,\textsuperscript{231} Li$_3$ErCl$_6$,\textsuperscript{232} Li$_3$YCl$_6$,\textsuperscript{233,234} Li$_3$HoCl$_6$,\textsuperscript{235} Li$_3$YBr$_6$,\textsuperscript{236,238} Li$_3$HoBr$_6$,\textsuperscript{239} Li$_3$InBr$_6$,\textsuperscript{240} and Li$_3$ZrCl$_6$.\textsuperscript{241} Li$_3$LaI$_6$,\textsuperscript{67} and Li$_3$ErI$_6$.\textsuperscript{242} Simultaneously, halide Na-ion counterparts have also emerged,\textsuperscript{243,244} including Na$_3$ZrCl$_6$,\textsuperscript{245} Na$_3$Er$_{1-x}$ZrCl$_6$,\textsuperscript{246} and Na$_3$Y$_{1-x}$ZrCl$_6$.\textsuperscript{247} In addition to these material advancements, there have been widespread reports of promising electrochemical performance based on halide SEs, encompassing qualities such as exceptionally long cycling stability, high areal capacity, and the ability to operate at high voltages. As the search for an exceptional SE persists, there is an essential need to comprehensively assess state-of-the-art halide SEs, spanning from fundamental research to practical engineering applications.

5.10. Anion Migrations

While cation migration is well studied, less work has been done regarding the migration of anions in crystalline structures which may be used as SEs in the growing field of halide (fluoride or chloride) ion batteries.\textsuperscript{248–251} The most studied materials usable as SEs in fluoride ion batteries (FIBs) are based on either rare-earth tysonite-type structures RF$_3$ (R=La, Ce, Sm) or alkaline-earth fluorite-type structures MF$_2$ (M=Ca, Ba, Sr). Ionic conductivity in tysonite-type fluorides happens by a vacancy mechanism via intrinsic Schottky defects, whereas it occurs in the fluoride-structures due to an anionic interstitial mechanism via intrinsic anti-Frenkel pairs. By homogeneous doping, the ionic conductivity can be significantly increased, as aliovalent cation substitution creates extrinsic defects, that is, anionic vacancies, in case of doped tysonite-type solid solutions R$_{1-x}$M$_x$F$_3$, or interstitials, in case of doped fluorite-type solid solutions M$_{1-x}$R$_x$F$_2$.\textsuperscript{252} The first rechargeable FIB employed the nanocrystalline Ba-doped tysonite La$_{0.9}$Ba$_{0.1}$F$_2.9$ as SSE with a fluoride ion conductivity of $2.8 \times 10^{-4} \text{ S cm}^{-1}$ at 160 $^\circ$C.\textsuperscript{251} By employing single crystals of La$_{0.9}$Ba$_{0.1}$F$_2.9$, a comparable ionic conductivity can already be achieved at room temperature. Yet, as single crystals are difficult to implement into batteries, attempts to improve the ionic conductivity of polycrystalline materials have been made. In detailed studies on the ion conduction mechanism in FIBs, Ronge et al. revealed, that grain boundaries lead to noticeable blocking effects in tysonite-type fluorides and that heat treatment of the polycrystalline tysonite-type SSE can significantly enhance the ionic conductivity.\textsuperscript{244} In contrast, due to the different ion conduction mechanisms in fluoride-type materials, the ionic conductivity of the La-doped fluorite Ba$_{1-x}$La$_x$F$_2$ can be improved by increasing the number of grain boundaries via nanostucturing, as it offers additional conduction paths for the motion of vacancies along the grain boundaries, yielding an optimum ionic conductivity for Ba$_{0.6}$La$_{0.4}$F$_2.6$ of $1 \times 10^{-4} \text{ S cm}^{-1}$ at 160 $^\circ$C.\textsuperscript{225} Yet, for the polycrystalline fluoride- or tysonite-type compounds discussed so far, sufficient ion conductivity can only be achieved at temperatures above 150 $^\circ$C. Only in the form of sintered disks, which cannot be integrated into batteries, Sm$_{0.95}$Ca$_{0.05}$F$_{2.95}$, and Ce$_{0.975}$Sr$_{0.025}$F$_{2.975}$ yield conductivities of $1 \times 10^{-4}$ or $3 \times 10^{-4} \text{ S cm}^{-1}$ at room temperature.\textsuperscript{256,257} Still, Dieudonné et al. employed these systematic studies with Ca- and Sr-doped tysonite-type SmF$_3$ or CeF$_3$ structures\textsuperscript{256,257} to reveal valuable structure-property-relations: They found that the difference between the ionic radii of M$^{2+}$ and R$^{3+}$ plays a key role for structural features such as buckling effects which in turn have a strong impact on the fluoride con-
ductivity. As outlined earlier, such a relationship can assist the search for new ionic conductors.

Besides, ternary systems, such as the Sn-based metal fluorides MSnF_{4} (M = Pb, Ba, Sr), show a very high ionic conductivity (10^{-3} to 10^{-4} S cm^{-1}) at room temperature. [258] The superionic conductivity has been related to the disorder caused by the stereo-activity of Sn^{2+} lone pairs. [259] Repulsive interactions between the electron lone pair and F ions occur, leading to a depletion of F ions in the Sn^{2+} containing layers of the crystal and an increase in the fluoride ion mobility within these layers. [250] Mohammad et al. proved that BaSnF_{4} can be used as a solid electrolyte in room temperature FIBs. [260]

Finally, the corner-sharing network of the octahedral building blocks in halide perovskites ABX_{3} can also allow facile, vacancy-mediated anion migration. [261] By employing a K-doped CsPbF_{3} perovskite (CsPb_{0.9}K_{0.1}F_{2.9}), an ionic conductivity of 1.23 × 10^{-3} S cm^{-1} at room temperature could be achieved by Wang et al. [262] Moreover, this fluoride conducting SSE exhibits an ESW, which is significantly wider than that of BaSnF_{4} or PbSnF_{4}. [262] Such a combined combination of a high ionic conductivity at room temperature and a high electrochemical stability has also been found for the chloride perovskite CsSnCl_{3} (σ = 3.6 × 10^{-4} S cm^{-1}, width of ESW: 6.1 V), which can be used as SSE for chloride ion batteries. In this study, the creation of a high amount of nanograins, lattice strain, and tin vacancies during synthesis assured the structural stability of the cubic CsSnCl_{3} phase against the transition to its monoclinic phase. [263]

Trends in the migration barriers within different halide perovskites have been explained by the trends in the B-X covalency: the stronger the covalent character, the higher the ion migration barrier. [263, 264] Covalency has been determined either by the relative energetic positions of the band center of the B-site cation and the isolated halogen atom or based on the crystal orbital Hamiltonian population. [264] These or similar descriptors might be useful for the development of further SSEs in halide ion batteries.

6. Conclusion and Perspective

This review emphasizes the ion mobility in crystalline battery materials, encompassing both electrolytes and electrodes, and reveals a crucial distinction between their roles. Electrolytes act as ion conductors while maintaining the role of an electronic insulator to prevent the uncontrolled flow of electrons during battery operation. On the other hand, electrodes must serve as both ion and electron conductors to facilitate the recombination of ions and electrons upon their entry into the electrodes. Despite these divergent functions, from a quantum chemical perspective, the determination of migration properties depends on the minimum energy path connecting two equivalent intercalation sites and the maximum activation barrier along this path. This insight highlights the essential similarity in the migration behavior of ions in both electrolytes and electrodes, emphasizing the importance of understanding and optimizing ion mobility for the development of advanced and efficient battery materials.

We explored the potential for establishing descriptors for ionic conductivities that can universally correlate across different structural families. Such descriptors could greatly accelerate the discovery of new ion conductors with superionic conductivity.

High ionic conductivity has been correlated with electrodes and electrolytes featuring body-centered cubic anion sublattices and structures where the mobile species is not in its preferred coordination. Besides these structural considerations, the connection between ionic size, oxidation state, and electronegativity of compound species can describe ionic conductivity for various cation and anion chemistries in different structural families. Furthermore, within the spinel structure, the migration barrier of mobile cations demonstrates a volcano-like trend, where the optimal activation energies are achieved when the site preference between two inequivalent minima tends toward zero. These correlations suggest a promising path for identifying new superionic conductors. Moreover, enhancing ionic conductivities among different types of materials including silver, sodium, lithium, and fluorine ions, has been demonstrated by lowering the frequency of low-energy optical phonons. These hypotheses, however, require further experimental and computational investigation.

Little attention has been paid so far to limitations of the ion mobility due to structural constraints at the interface between the solid electrolyte and electrode. The interaction between SSEs and electrode materials can limit the practical use in batteries as it may lead to interfacial structures that impede the transfer of ions. The reasons for this behavior are not well understood yet. Future research is necessary to comprehend the reaction mechanisms at the interface between fast ion conductors and conventional electrode materials, as well as between different fast ion conductors. The goal is to develop solutions that stabilize these interfaces. Understanding and controlling interfacial reactivity is crucial for leveraging space charge layers created in multicomponent ion conductors for enhanced ion conductivity through nanostructural designs. It is also important to minimize interface reactivity by protecting ion conductors with surface coatings.
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