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Abstract—With rising importance of low power technology,
researchers explore FPGA power management ranging from
static leakage reduction to Dynamic Voltage Scaling (DVS).
VPR, the framework commonly used for FPGA architecture
exploration, provides power estimation for static approaches, but
assumes operating conditions to be constant both temporally and
spatially. This limitation prevents analysis of both DVS and fine
grain, region based power management.

To remedy this, we propose power regions and a co-simulation
framework for VPR. We demonstrate two strategies to statically
reduce power in those regions: The a priori strategy specifies
low-power regions ahead of time and considers them during
application placement. The a posteriori strategy places the
application normally, then determines available timing slack in
each region to find regions suitable for low-power operation.

Integrating QuestaSim and VPR is proposed to support
temporally varying operating conditions. This enables analysis
of DVS schemes, where an application simulated in QuestaSim
controls operating conditions for VPR, which determines archi-
tecture power. Furthermore, operating conditions can be modeled
over time, enabling simulation of spatial and temporal external
influences. Framework usage is demonstrated with simulation
of process variation in an FPGA architecture consisting of 16
power regions. We show how two regions can be switched off
entirely and that circuit delay in other regions can increase up
to four times without causing timing violations for a given sample
application.

Index Terms—Reconfigurable Logic, Design Tools, Power Es-
timation

I. INTRODUCTION

In recent years, various power saving strategies for inte-
grated circuits have been introduced to reduce energy demands
and cope with excess heat. For Field Programmable Gate
Arrays (FPGAs) in particular, the power saving mechanisms
can be grouped into two categories: First, there are applica-
tion centric power saving techniques. These include generic
concepts such as reduction of overall resource usage in a
design and extend to application specific high-level techniques,
such as disabling unused parts of a design dynamically. Apart
from those, there are techniques focusing on the circuit boards
hosting the FPGA. One such technique is reduction of the
FPGA core voltage, if reduced performance is acceptable.
Common to all of those techniques is the requirement of
explicit intervention of the application designer. The second
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category and focus of this publication are application indepen-
dent power optimizations in FPGA architectures. Apart from
well-established circuit and transistor-level optimizations for
FPGAs, there are various system level power saving options.
Those include scaling of the overall supply voltage of the
FPGA or using body-biasing for a whole FPGA. Here, gains
are limited by missing application knowledge. Commonly,
choosing the right supply voltage or body bias voltage is
therefore left to the application designer.

Using novel transistor technologies for FPGAs can poten-
tially enable further power optimizations. Reconfigurable Field
Effect Transistors (RFETs) provide secondary gates which can
be used to influence the transistor’s threshold voltage [1]–[8],
enabling fine grain adjustment of the FPGA performance on
a per-region level [9]. Dynamic systems perform these adjust-
ments over time, measure available timing slack and adjust
the voltage for a region accordingly [10]. Such approaches
can also be used to counter process variation and aging.

To evaluate these power management schemes during FPGA
architecture design, an FPGA architecture power estimator is
required. For detailed results, the FPGA architecture can be re-
alized in Electronic Design Automation (EDA) tools and com-
prehensive circuit power analysis can be performed, e.g. using
SPICE simulators. Designing such a circuit representation is
labor-intensive, and it can’t be used for quick Design Space
Exploration (DSE) of FPGA architectures. Alternatively, a
system level power estimator such as the one included in
Versatile Place and Route (VPR) may be used. The results
are less exact, but do not require a complete circuit design for
the FPGA architecture, allowing quick DSE. VPR however
estimates power for the whole FPGA, assuming identical
operating conditions in all FPGA regions. Furthermore, VPR
always performs static simulation: It assumes operating con-
ditions don’t change over time, making simulation of dynamic
power management schemes difficult. Additionally, to perform
realistic power estimation in DVS, the FPGA user application
needs to be simulated as well: The timing slack depends
mainly on the static placement and routing of the application.
But when dynamic compensation schemes are used or external
influences such as temperature vary over time, a dynamic
simulation of the application is required.

We therefore propose four extensions for VPR, providing a
framework to efficiently estimate power for static and dynamic



power management:
• Power domain regions: Allowing different areas in the

FPGA to possess different operating conditions.
• A priori region assignment: Assign different operating

conditions to different regions before placement.
• A posteriori region assignment: Calculate available slack

in each region after placement and determine the lowest
supply voltages which still achieve timing closure.

• VPR and QuestaSim co-simulation: Simulating DVS con-
trollers in QuestaSim while estimating power in VPR.

II. RELATED WORK

Various region based power management schemes for FP-
GAs have been described in literature. In [11], the authors
present a dual power supply architecture and an algorithm
to assign voltages depending on available slack, but do not
explore different power region sizes. An approach for power
gating is given in [12], whereas [13] describes placement
for a coarse grain architecture with multiple power regions.
With regard to DVS, [10] describes how to measure delay of
the FPGA circuits and [14] provides experimental results for
voltage adjustment based on such measurements.

All of those approaches are either static only, i.e. do not
consider application power over time, or they have been
evaluated experimentally, instead of in simulation. With only
experimental evaluation, comparison and design space eval-
uation of different architectures is difficult. To the best of
our knowledge, there is no system level simulator available to
evaluate DVS schemes with programmed FPGA applications.
Our framework fills this gap and allows to compare various
power control strategies. For example, the framework can be
used to compare different voltage adjustment algorithms or to
simulate custom scenarios, such as aging, local temperature
increase, and more.

III. FPGA REGIONS

To support locally varying operating conditions such as
different supply voltages, we divide the FPGA into power
regions. A power region is an area on the FPGA containing
one or multiple primitive blocks, usually Configurable Logic
Blocks (CLBs). Each region can be in one of multiple pre-
defined modes, which usually map to operating conditions
such as supply voltage levels. This technology independent
approach can model various power management techniques,
including power gating, body biasing, voltage scaling and
backgate voltage adjustment for RFETs.

Primitive blocks, switches and other elements in the FPGA
architecture will exhibit different propagation delays, depend-
ing on the operating conditions. The VPR architecture de-
scription format was therefore extended to map these differ-
ent values to region modes. In addition, two changes were
implemented in the VPR power estimator: Where property
values are given in the architecture file, such as for absolute
modeling where power values are specified, or where pin-
toggle power is specified, those are changed to tables. For
transistor level modeling such as the auto-size model, VPR
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Fig. 1. Integration into VPR standard flow. Top: A priori approach. Bottom:
A posteriori approach.

obtains per transistor data from a tech file. We extend this
functionality to load different tech files depending on each
region’s current mode.

Lookup Table (LUT) and therefore CLB delays are largely
dependent on the supply voltage and therefore the most crit-
ical component to consider when reducing operating voltage
[15]. Clocking and routing networks are currently assumed
to have an independent power supply. For logic block delay
calculation, the algorithms use the delay from the architecture
file according to the region mode. In the placement phase,
we then ensure that the cost function also considers the
now region-specific, adjusted delays. This is mainly important
for a priori region assignment, where regions have a fixed,
specified voltage during placement. Based on its current mode,
each region’s power usage for logic blocks is also estimated
independently.

IV. A PRIORI ASSIGNMENT

In this scheme, the region layout is predefined in the FPGA
architecture description, including the initial mode each single
region is in. VPR itself will not adjust the modes of the
regions, but simply calculate the initial placement according to
this grid. The top part of Fig. 1 shows how a new region layout
generation stage is inserted in the VPR flow after packing.
As VPR supports determining an application-specific FPGA
size, FPGA size information is in general only available after
packing has been completed. The R-Layout pass reads the
architecture description to build the grid (R-Grid) and make
it available for the placement phase. In the placement phase,
VPR uses this information to place logic in low-power or high
performance regions. For this, the placement cost function has
been extended with a third term as shown below:

∆C = λ
∆Tcost

Tcost,prev
+ (1− λ)

∆Wcost

Wcost,prev
+ µ

∆Pcost

Pcost,prev
(1)

Tcost and Wcost are unmodified timing and wiring cost com-
ponents as previously used in VPR, Pcost is the newly added
power component. As originally the case for Tcost and Wcost,
a normalized difference of the values for new and old place-
ments is used for Pcost as well.

V. A POSTERIORI ASSIGNMENT

The bottom diagram in Fig. 1 shows the implementation
of the a posteriori region assignment mode. In this approach,
modes are assigned to regions after the design has been placed
using the standard VPR flow. For the placement phase, there
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Fig. 2. A priory region assignment: Fraction of CLBs in low power mode
for different region sizes and low power supply levels. The supply voltage in
high-performance regions is 1 V.

are two options to consider: Either all regions are considered
to be in low power mode when the design is placed. After
placement, the voltages of regions containing critical paths
are increased, until the paths meet the timing constraints.
Alternatively, the design is placed assuming all regions are
in high-performance mode. After the initial placement, the
voltage for each region is reduced until the design fails
to achieve timing closure. Experiments show that the latter
approach yields better results. Our implementation of the
algorithm largely follows the variant proposed by [11] for dual
power supply FPGAs.

Two new processing phases are introduced in Fig. 1:
Slack budget calculation and dynamic region assignment. In
slack budget calculation, all paths going through a region
are enumerated and their timing slacks are collected. The
minimum slack is then assigned as the slack budget of that
region. After determining the budgets of all regions, they are
sorted accordingly and the dynamic region allocation phase
is executed: VPR iterates through all regions, starting with
those with the highest slack budget. It assigns a lower voltage
to the region and recalculates the overall timing. If timing
closure is still achieved, the change is accepted and processing
continues with the next region. Otherwise, the change is
reverted before continuing with the next region. When all
regions are processed, the algorithm concludes with a final
timing analysis.

VI. STATIC ANALYSIS

To demonstrate static region approaches, we evaluate a
simple architecture supporting two power modes. For the
a priory strategy, the modes have been statically assigned
in an alternating pattern. The architecture specification is
based on the 40 nm k6 frac N10 40nm architecture shipped
with Verilog-to-Routing (VTR). It contains only basic logic
elements and no memory, allowing easier comparison. To
extend the architecture, we obtained delay values for various
supply voltages in a similar 45 nm Predictive Technology
Model (PTM) using COFFEE 2 [16] and HSPICE. Power
and delay values obtained with 1 V supply voltage were used
for the high performance power regions. For the low power
regions, varying power and delay values were evaluated. As
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Fig. 3. A posteriori region assignment: Fraction of CLBs in low power mode
for different region sizes and low power supply levels. The supply voltage in
high-performance regions is 1 V.

benchmarks for evaluation, we used the MCNC benchmarks
[17] used by VPR. To summarize the results on system-level,
we determine the amount of used CLBs which are in low-
power mode and compare this to the baseline architecture. The
result figures show averages for the evaluated benchmarks.

Fig. 2 depicts results for the a-priory strategy, showing that
between 30 % and 40 % of the CLBs have been placed into low
power regions. Larger region sizes, which need less hardware
resources in implementation, do not strongly affect the amount
of low-power CLBs in this evaluation. As the target frequency
was not set (best-effort), these results come with a decrease
of the maximum clock frequency of factor 1.1 at 0.95 V up
to 1.8 at 0.7 V. Design space exploration of real architectures
should evaluate more patterns for the regions and needs to
assess whether setting a fixed target frequency is necessary.

Unlike a priori assignment, a posteriori assignment will
not affect maximum application frequencies: The algorithm
essentially modifies the distribution of timing slacks, reducing
the slack of non-critical paths. For an exemplary evaluation,
we slightly modify the architecture to specify only one region
type with two possible voltage/power/delay combinations. The
high performance mode continues to operate at 1 V and the
low power mode uses varying voltage, power and delay. Fig. 3
shows the average amount of cells in low-power for the a
posteriori strategy. It illustrates that a large amount of CLBs
can be operated in low power mode, but results depend heavily
on the parameters chosen: A low-power supply voltage of
0.9 V will enable almost all CLBs to be in low-power mode.
At 0.75 V for most region sizes, less than 25 % of the CLBs are
placed in this mode. The other factor largely influencing the
results is region size: A finer granularity in voltage adjustments
allows for better results, with per-CLB voltage adjustment
yielding the best results. For practical FPGA design, such fine-
grain voltage selection will have to balanced with the need of
excessive additional resources.

VII. DYNAMIC CO-SIMULATION

Fig. 4 shows the co-simulation extensions to enable evalua-
tion of DVS schemes. The overall simulation setup realizes a
control loop, which can be used to evaluate the DVS controller
or a user provided model of external influences, named PVTA
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Fig. 4. The QuestaSim and VPR based co-simulation for dynamic, adaptive
voltage scaling systems.

Model. The left-hand side of the figure is part of the simu-
lated FPGA architecture and is modeled as HDL code using
QuestaSim. It consists of the DVS controller, which adjusts
the performance of regions dynamically, Memory which stores
characterizations of user application timing requirements in
each region, and the Characterizer which assesses the current
performance within a region. The simulation framework does
not dictate any concrete implementation of those components,
giving maximum flexibility to user supplied models. Slacks
for user applications in various regions are calculated using
VPR when placing the application.

The right-hand side of Fig. 4 is part of the simulation
environment, implemented in C++, and interfaces to the HDL
code using QuestaSim’s Foreign Language Interface (FLI).
It takes the requested voltage from the architecture’s DVS
Controller and passes it to a user-provided PVTA Model
written in LUA. The model calculates a location-dependent
timing degradation factor to adjust the delay of each CLB.
Using this information, a static timing analysis of the target
application can be performed in VPR. This allows to assess
the target application’s timing requirements under changing
operating conditions. The results are also forwarded to the
Characterizer, which then estimates the current delay in each
region.

For power analysis, model values are forwarded to the VPR
Power estimator, most notably the current voltage for a region.
Additionally, VPR’s power analysis was extended with region
support: It calculates per-region power for all primitive blocks.
As previously mentioned, we support using different tech files
for each region and point in time, enabling full flexibility
regarding simulation of DVS systems.

VIII. DYNAMIC ANALYSIS

In the following section, we will provide an example
showing how the simulation framework can be used for FPGA
architecture design. We introduce a DVS architecture, which
dynamically measures delays in FPGA regions and adjusts
the regions’ supply voltages to match the user applications’
required slacks in each region. To also demonstrate external
influences, we describe how to model process variation in
the framework. We limit the discussion to process variation
because of the limited space for description of the Process-,
Voltage- and Temperature Variation and Aging (PVTA) effects
and simulation models. The simulator can be used for voltage
variation, temperature variation and aging in the same way
given the respective models.

(a) Spatial (b) Random (c) Total

Fig. 5. Simulated intra-die process variation showing the transistor threshold
voltage Vth for a 24x24 grid. The spatially correlated part is shown in (a), the
uncorrelated part in (b) and (c) depicts the resulting total variation. Brighter
color indicates smaller Vth.

Process Variation Introduction

Process variation effects can be classified into certain cat-
egories [18], [19]: At first level, it can be categorized into
systematic variation and non-systematic, random variation.
Random variation can be further separated into inter-die vari-
ation and intra-die variation, where intra-die variation can be
distinguished as pure random variation or spatially correlated
variation. Systematic errors can be largely corrected during
manufacturing [18], so we’re not further considering them
in this demonstration. Inter-die variation can be modeled as
variation between the fabricated ICs later on, so we will
only model intra-die variation here. Pure random intra-die
variations are caused by random dopant fluctuations and line
edge roughness [18]. Spatially correlated variation occurs in
various processing steps, including lithography, etching and
chemical mechanical polishing. The effects are mainly caused
by these processes changing progressively across the chip [18].

Models for process variation are usually technology depen-
dent. As the required technology parameters are not always
available, this can make adaption of some models difficult.
Certain models also require detailed modeling of the circuit
for which process variation is analyzed, e.g. in SPICE. As a
primary aim of our simulator is to quickly evaluate different
architectures, we want to avoid this extended modeling here.
We therefore use the VARIUS process variation model [20], as
it requires few parameters and provides exemplary parameter
values which match the empirical study in [21]. The simulation
can be easily adapted to more advanced models such as
[22]–[25], when parameter values for these are available.
A detailed analysis of a single specific FPGA architecture
could alternatively provide detailed implementations of basic
building blocks such as LUTs and can use resulting advanced
models. Variation models offered as part of Process Design
Kits (PDKs) however often do not cover spatially correlated
variation.

The VARIUS model considers two main factors in process
variation, threshold voltage Vth and the effective gate length
Leff. Its authors note that variation in any parameter can be
written as:

∆P = ∆PD2D +∆PWID = ∆PD2D +∆Prand +∆Psys (2)

Where ∆PD2D is inter-die variation, ∆PWID intra-die variation



(a) Architecture (b) 24x24 Grid

Fig. 6. VPR’s k6 frac N10 40n flagship architecture. Only CLBs are needed
for the sample application, other blocks have been removed to improve clarity.

and ∆Prand and ∆Psys are the random and spatially correlated
components of intra-die variation. VARIUS describes ∆Prand
and ∆Psys as normal distributions and treats them as additive.
∆PD2D can also be modeled as an additive, chip-wide offset.
The spatial correlation between two points on the chip is then
modelled using the correlation

corr(Px⃗, Py⃗) = ρ(r) r = |x⃗− y⃗| (3)

and a spherical model for the correlation function ρ(r):

ρ =

{
1− 3r

2Φ + r3

2Φ3 (r ≤ Φ)

0 otherwise
(4)

The model for spatially correlated Leff is given as:

Leff = L0
eff

(
1 +

Vth − V 0
th

2V 0
th

)
(5)

Using this model and the authors’ parameter values Φ = 0.5,
σ/µ = 0.063 for random and systemic Vth, and σ/µ = 0.032
for random Leff, we obtained the variation maps for Vth in
Fig. 5. The maps were generated for a 24x24 grid, which
is the amount of FPGA CLBs used in this demonstration.
Our simplified analysis here assumes that the grid spans the
whole chip. If this is not the case, spatial correlation between
neighboring CLBs is qualitatively larger.

Target FPGA Architecture

In this demonstration, we again use a modified
k6 frac N10 40nm FPGA architecture. As our benchmark
application does not use any other blocks, we remove all but
the CLBs and Input- / Output- Blocks (IOBs) for clarity.
The resulting architecture is shown in Fig. 6a. We further
assume the FPGA architecture provides some power vs.
performance adjustment in 4x4 separate regions. Depending
on the technology, such performance adjustment can be
realized in different ways: Bulk technology enables power
supply voltage adjustment or body biasing, using the body
effect.

Vth = Vth0 + γ

(√
|2Vfp|+ VSB −

√
|2Vfp|

)
(6)

Eq. (6) shows how the threshold voltage is affected by sub-
strate voltage VSB [26]. The result depends on the technology
specific factors Vfp as well as γ, and is non-linear. Furthermore,

(a) Placement (b) Slack Factor

Fig. 7. User application placement and available slack in each region. (a)
shows how the benchmark application has been placed onto the FPGA and into
regions. (b) depicts the slack factor for each region. Brighter color indicates
a lower factor, i.e. less available slack in the critical path. Unused regions are
depicted in white color.

Silicon on Isolator (SOI) devices or other technology may re-
quire different modeling [27]. In the remaining demonstration,
we assume the dependency has been modeled so that a factor
can be used to linearly scale the threshold voltage.

For a system analysis, those transistor-level factors must be
transformed to variation in logic cell delay. We again follow
the VARIUS model

Tg ∝
V
(
1 + Vth/V

0
th

)
(V − Vth)

α (7)

and use their observation that this equation is nearly linear
regarding Vth in the relevant parameter range. This model is
based on the analytical expression of inverter delay. Whereas
more accurate delays could be obtained through SPICE sim-
ulation of the affected logic blocks, SPICE models usually
do not consider spatial variation. For this demonstration, we
therefore avoid technology specific SPICE analysis and use
the VARIUS model to derive the degradation factor.

FPGA User Application

As target application, we use the diffeq1 benchmark in-
cluded in VPR and set the FPGA size to 24x24 as shown
in Fig. 6b. VPR is then used to place the target application
as shown in Fig. 7a. This placement does not utilize CLBs
in two regions, so these can be powered off entirely. Based
on the initial placement and independent of any technology
factors, VPR then calculates the slack factor in each region: It
first finds the routing path c(r) of the placed application with
the minimum slack in each region. The slack factor for region
r is then calculated as

kslack,r =
slackc(r) + delayc(r)

delayc(r)
(8)

This factor describes how much a path can be slowed down
while still achieving timing closure. Fig. 7b shows the factors
resulting for this demonstration. In this case, the critical path
spans 7 regions, which therefore all have the same slack factor
of 1.17. The remaining regions have varying factors from 1.39
to 4.73.



(a) t0:Delay Factor (b) t1:Delay Factor (c) t1:Voltage

Fig. 8. Delay factors and region voltage at start and end of simulation. Unused
regions are depicted in white color. (a) and (b) show the current delay factors
at the respective point of time. Brighter color indicates a smaller factor, i.e.
delays in the region are smaller compared to the nominal case. (c) shows the
voltage factors used to achieve the delay factors in (b). Brighter color indicates
a lower factor, i.e. the threshold voltage in that region has been increased. At
the initial time t0, all region factors are 1.0.

Simulation Results

In a practical realization, those values could be stored
within the bitstream and provided to the target architecture.
In the simulation case, our framework will provide this value
to the region power controller written in VHDL or Verilog
and simulated in QuestaSim. The architecture then needs to
provide a way to characterize the actual delay in a region
relative to the normal delay. Various hardware implementations
for such characterizations have been presented in literature
[28]–[35]. For the simulation, we implement a simple timing
analysis for a fixed path (bottom left to top-right) in each
region. The simulation determines the expected delay of the
path under nominal conditions p(r, nom) and at specific time
points p(r, t) using the currently applied voltage adjustment
and process variation:

kdelay,r,t =
delayp(r,t)

delayp(r,nom)

(9)

This factor can be used to scale path delays within a region
to get the expected real delay. Whereas strictly speaking, this
estimation is only valid for the measured path, due to spatial
correlation other paths within a region are affected similarly.
For the demonstration application, Fig. 8a and Fig. 8b show
kdelay,r,t at the beginning and at the end of the simulation.
It can be seen that in the beginning, the measured delay
largely conforms to the process variation map of Fig. 5c.
After some time, the FPGA architecture’s DVS controller
(in this demonstration a simple proportional controller) has
adjusted the power supply in each region. It therefore made the
measured delay variation match the applications slack factor in
Fig. 7b. The adjustment in the voltage factor needed to achieve
this is shown in Fig. 8c. This result is mostly a combination of
the process variation map and the slack factor, as the voltage
adjustment has to both cancel the process variation and adapt
the local performance to application requirements.

The simulation can be used to further determine the power
savings for each region using the adapted VPR power esti-
mator. In addition, our framework can be used to validate
the assumption that the measured path is representative for
the whole region: By performing additional static timing

analysis for the target application at different time steps in
the simulation, the slack values of all paths can be validated.
The results for this demonstration are shown in Fig. 9, where
regions are numbered from bottom-left to top-right. Analysis
of the minimal slack in each region most importantly shows
that all paths still achieve timing closure. It can also be seen
that most critical paths have reduced slack, as expected. This
also applies for the averages in most regions, showing that all
paths are affected similarly. Another important observation is
the fact that some regions even provide larger slack values.
This is caused by the initial measurement being based on the
initial VPR placement, which can not include device specific
variation. In some cases, the device specific variation might
however provide better performance in some regions than
the worst case corner model that was used for this initial
placement. Another observation can be made that the slack
values of critical paths have not been reduced to zero. This is
largely caused by some paths traversing more critical regions:
For example, the worst path in region 3 could be scaled by
factor 4.73. The analysis assumes it is scaled by this factor in
all regions it traverses. However, the path also passes through
region 2, which has a more critical path and can only be
scaled by 1.59. The effect is also further explained by the
characterized paths not being identical to the application paths.

IX. CONCLUSION

In this publication, we presented VPR extensions to en-
able power estimation of more complex power management
schemes in FPGA architectures. We further introduced a
framework for the evaluation of DVS schemes and presented
an FPGA example architecture which compensates process
variation effects using local supply voltage variation.

Our framework enables quick evaluation of various DVS
schemes and design-space-exploration of dynamic power man-
agement FPGA architectures. Furthermore, easy integration
of other PVTA models allows to obtain technology specific
results with more specialized simulation models. For example,
we intend to use this framework in future work to evaluate var-
ious architectures with real technology power characterizations
derived from RFET semiconductor technologies.

0 1 2 3 4 5 6 7 8 9 10 12 13 14
0 ns

10 ns
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Fig. 9. Available slacks for each a region. Bars depict the mean over the slacks
of all paths in a region and error bars show the minimum and maximum slack
values. The nominal initial distribution after placement, ignoring the device
specific variation model, is shown as white bars. Black bars show the final
distribution, including the variation model and adjusted voltage factors at t1.
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