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A B S T R A C T

The description of complex river environments requires interdisciplinary approaches to collect and manage
manifold data types and sources. Deriving comprehensive knowledge from complex data sources is challenging
and necessitates not only knowledge of environmental science but also statistics and Software engineering.
This study introduces a relational database framed in an application called River Analyst for creating and
managing river data with open-source standards (Python3 and Django). We conceptualize data models of
river environments, which describe sediment characteristics and hydraulics related to hyporheic exchange.
River Analyst enabled us to derive novel insights for restoring rivers affected by so-called riverbed clogging,
notably, fine sediment infiltration in the hyporheic zone. The database analysis reveals that clogging is not
a dominant control process when the fraction of fine sediment exceeds 50%–55%. In conclusion, the new
Software holds promise for data-informed advancements in augmenting knowledge to restore ecologically
functional hydro-environments.
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1. Introduction

The analysis of data from natural water resources is experiencing
major improvements with new opportunities arising from information
management techniques (Wojda et al., 2010; Yi et al., 2018). Addition-
ally, advances in techniques for measuring ground truth and remote
sensing are generating vast amounts of data (Hernandez et al., 2012).
Computer models can use these data to simulate hydro-environmental
processes at almost any spatiotemporal scale, resulting in even greater
amounts of data. Such floods of information underscore a new era in
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which technological development and increased familiarity with hy-
droinformatics are crucial for analyzing and interpreting data (Abbott,
1991; Benson et al., 2010; Vitolo et al., 2015; Yi et al., 2018). Still,
data management and sharing are often complicated because of lacking
common designs, standards, and methods (Wojda et al., 2010; Plana
et al., 2019). More efforts are thus necessary to improve data manage-
ment in hydro-environmental research and engineering, both regionally
and globally (Rieger et al., 2004; Carrera-Hernández and Gaskin, 2008;
Horsburgh et al., 2016). For example, new tools are required to manage
and analyze rapidly growing river data originating from extensive field
surveys conducted by various entities. In addition, to improve scien-
tific data exchange, dataset management should be low-maintenance,
scalable (to include additional datasets), and transparent (Hilty et al.,
2006; Carrera-Hernández and Gaskin, 2008).

Relational databases enable systematic analyses of large and com-
plex environmental datasets, providing valuable overviews of system
parameters (Pokornỳ, 2006; Mooij et al., 2014). Pioneering research on

ater resources has already shown the relevance of relational databases
or understanding spatial patterns of modeled and observed data (Swain
t al., 2015). For instance, water resources web applications were de-
eloped to handle interactions with databases, such as to modify, store,
isualize, and analyze data (Swain et al., 2015). However, previous
tudies have primarily developed applications to handle hydrologi-
al data (e.g., Goodrich et al., 2011; Brooking and Hunter, 2013;
elipetrev et al., 2014), where little attention has been paid to the

tate of an environment defined by complex hydraulic, sedimentolog-
cal, and biotic parameters at multiple spatiotemporal scales. To this
nd, a relational database approach is introduced here to overcome
hallenges related to storing, organizing, and retrieving large amounts
f hydro-environmental information. To provide an easily accessible
nterface, we have used the Django web application framework (WAF)
n Python (Python Software Foundation, 2023) to generate a web
pplication (hereafter referred to as ‘‘app’’) that can be used online or
ocally to interact with any relational database. The development goals
ere to provide free and open-source software that reduces common
urdles of developing hydro-environmental database apps, such as
inding suitable software packages and database architectures (Swain
t al., 2016).

The creation of a database framework was also motivated by the
hallenge that the theory of using dimensionless parameters for inter-
ite comparison of measurement data (Yalin, 1971; Barenblatt, 1987,
996) is often limited in complex hydro-environments. For example, to
escribe and restore vertical connectivity of river networks, multiple
tudies focused on isolated considerations of specific parameters of
he so-called hyporheic zone (e.g., Huston and Fox, 2015; Dubuis and
e Cesare, 2023). The hyporheic zone represents the subsurface region

hat exchanges water and matter with surface water (Orghidan, 1959).
ish require a functional hyporheic zone with sufficient pore space,
oth for spawning and foraging for macrozoobenthos that thrive in
he shelter of coarse sediment (Boulton et al., 1998; Kondolf et al.,
006; Tonina and Buffington, 2009). The porous matrix of the hy-
orheic zone may become filled by fine sediments infiltrating into
he riverbed in response to hydro-sedimentological regime changes,
esulting in riverbed clogging, which can be exacerbated by anthro-
ogenic interventions, such as the construction of dams and land use
hanges leading to high non-natural fine sediment inputs. Thus, clog-
ing often causes a reduction in riverbed permeability (Jin et al., 2019)
nd interstitial dissolved oxygen (IDO) in the hyporheic zone (Greig
t al., 2007). In a comprehensive review of (dimensionless) parameters
o describe clogging of the hyporheic zone, Dubuis and De Cesare
2023) examined flume experiments and field data with multiple ap-
roaches to combine them through dimensional analysis. While Dubuis
nd De Cesare (2023) derive some meaning from a dimensionless
logging depth, they also find contradictory trends when using di-
ensionless numbers. For example, substrates with different sediment
2

ompositions result in conflicting magnitudes of the clogging depth
relative to the mean grain size diameter. The dimensionless clogging
depth reaches several multiples of the mean grain size for substrates
consisting of fine gravel, but it only reaches a few times the mean
grain size diameter for substrates consisting of coarse gravel and cob-
ble (Schälchli, 1993; Dubuis and De Cesare, 2023). Other studies used a
multiparameter approach to quantify clogging (MultiPAC) and vertical
hyporheic connectivity to derive characteristic grain sizes, porosity,
depth-explicit IDO, and depth-explicit hydraulic conductivity (Seitz,
2020; Negreiros et al., 2023a). Still, to the author’s best knowledge,
no study could derive coherent dimensionless parameters to describe
clogging. In this study, we hypothesized that sedimentological riverbed
clogging only occurs under environmental conditions dominated by
particularly coarse sediment. This hypothesis was inspired by previous
studies suggesting that sedimentary clogging can only occur in moun-
tainous hydro-environments where gravel and cobble constitute the
dominant mass of the riverbed (Einstein, 1968; Schälchli, 1992; Huston
and Fox, 2015; Wharton et al., 2017). With a new database framework
and its built-in routines to perform principal component analysis (PCA),
we investigated this hypothesis based on extensive data from 19 field
sites to overcome the incapacity of typical dimensional analysis (e.g.,
Barenblatt, 1987) to explain vertical connectivity disruptions in the
form of clogging.

2. Database and web app

2.1. Relational databases

Relational databases are designed to store, organize, and retrieve
large amounts of interlinked information, which is one of the major
challenges in processing rapidly growing data (Holt et al., 2015). A
relational database contains data in tabular form, with each row rep-
resenting a record and each column representing an attribute. Tables,
also referred to as data models, are linked to each other through
three relational rule types, the so-called foreign keys: one-to-one, one-
to-many, and many-to-many, indicating if one or many rows of a table
is/are linked with one or many rows of another table. Each row in a
data model has by default a primary key that is non-null and unique
in the data table, while foreign keys establish relationships between
two data models (Melton, 1996). A relational database is managed
through a database management system (DBMS) that uses structured
query language (SQL) by default (Severance, 2014). Specifically, SQL
is a database programming language that runs commands to create,
retrieve, update, and delete (CRUD) data from a database (Groff et al.,
2002).

2.2. The Django web application framework (WAF)

A web application (app) builds on request–response cycles between
a browser (user side, frontend) and a server (dynamic backend) where
the app is hosted with a hypertext transfer protocol (HTTP). Users send
requests to the server, which are processed by a controller and returned
to the user in the form of a response (i.e., a rendered page). HTTP
responses are presented to the user through hypertext markup language
(HTML) pages. Django is a powerful framework in Python for database
and web development based on object-relational mapping (ORM). A
Python framework is a collection of modules, libraries, and tools that
provides a predefined structure and a set of conventions for develop-
ing software applications. Thus, a web application framework (WAF)
constitutes a standardized way to build, deploy, and develop web apps
linked to databases. The Django WAF provides capabilities for web
development, database connectivity, and user authentication to build
an interface between a database and the user side (Dauzon et al., 2016).
Similarly to other Python libraries (e.g., NumPy; Harris et al., 2020),
Django is only wrapped in Python code and not natively written in
it, keeping the backend computationally efficient. In addition, Django

outperforms other WAFs (e.g., Ruby on Rails) regarding the ease of user
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Fig. 1. Django application architecture (in line with Bioco and Rocha, 2019).
interface development, maintainability, community support, and even
marketability (Plekhanova, 2009; Dauzon et al., 2016). The Django
WAF uses a three-layered architecture called model-view-controller
(MVC) to build web apps (Severance, 2009):

(i) Model: an object that communicates with the database.
(ii) View: a component that renders responses into visual elements

constituting the look of the app through HTML and style files
(e.g., cascading style sheets, CSS).

(iii) Controller: code that controls how request routing and opera-
tions occur in the app.

The MVC architecture enables running a request–response cycle
(Fig. 1) starting with the browser (user) sending an HTTP request to
the server, which can be a GET or POST request. A GET request only
looks up data through the app. A POST request makes changes to
the database within the app. Any request contains a URL to display
a page that is directed to the urls.py script of a Django app. The urls.py
script calls a view function corresponding to the URL invoked by a
views.py script. The views.py script contains both a controller agent for
database access and a view agent configuring visual elements from
HTML templates. views.py also provides routines to open a connection
with the database through the models.py script, which is closed at
the end of a request. Thus, the Django WAF has methods that wrap
SQL code to communicate with database entities, which are termed
Django models. Several DBMS can be used with Django, such as SQLite,
MySQL, and Oracle, among others. We used SQLite, as it is suitable for
small databases <200 TB, which is typical for data from rivers.

3. Software description & capacities

3.1. Database architecture

The design of a database depends on the nature of the data and
organizational needs (Holt et al., 2015). Designing a database involves
the use of data models to represent selected information of a sys-
tem (Webb et al., 2015). To represent complex and datatype-variable
hydro-environmental data, we used data models describing hydraulic,
morphological, and biochemical characteristics. To enhance data con-
sistency and redundancy, data normalization was performed by decom-
posing data into smaller, manageable tables and subsequently establish-
ing links between them through inter-table relationships (i.e., foreign
keys). Fig. 2 shows the relationships among the Django data mod-
els (i.e., database entities). The data model MeasPosition (abbrevia-
tion of ‘‘measurement position’’) characterizes a snapshot of hydro-
environmental data at an x–y location with a timestamp. Thus, every
measurement position can contain data on surface and/or subsurface
sediments, hydraulics, free-flowing water quality, ecology, and depth-
explicit riverbed characteristics. Examples of depth-explicit riverbed
3

characteristics are hydraulic conductivity 𝑘𝑓 and IDO (Seitz, 2020; Ne-
greiros et al., 2023a). The complete list of attributes with descriptions
and data types can be seen in the models.py script documented in the
user manual (River Analyst, 2023).

3.2. Structure and usage

River Analyst uses Python3 and HTML templates styled with CSS
and Javascript for backend and frontend development, respectively
(Fig. 3). The software can be hosted either locally on a personal
computer or publicly on the internet. Local hosting makes the app run
on a local computer (port 8888 by default), which opens automatically
in the default browser. Online hosting requires a proprietary server
that allows users to query and interact with the database through a
webpage. While version control platforms, such as GitHub and GitLab
are good solutions for centralized code version management, they are
unsuitable for large files or when a dynamic backend is required. Suit-
able dynamic backend solutions for hosting database files (*.sqlite3)
are, for example, the Amazon web services relational database service
(AWS RDS), Google cloud SQL, or a self-hosted server. We provide
an example for connecting River Analyst with a database hosted in
AWS RDS in the user manual, and more suitable hosting platforms for
deploying web apps are listed in the Supplementary Material.

The River Analyst app contains four interactive tabs representing
modules for querying, changing, managing, and analyzing data from
the database, notably the query, upload, admin, and analysis mod-
ules, respectively. An additional home module provides users with
generic database information and field methods. In addition, a suite
of algorithms for deriving sediment characteristics of the riverbed
is implemented and described below. The query module filters data
models and exports the tables to comma-separated value (CSV) or other
spreadsheet formats (e.g., .xlsx). The query also features georeferenced
point visualization of filtered (queried) measurement positions using
the scatter mapbox function of the Plotly Python library (Plotly Tech-
nologies Inc., 2022b). In addition, interactive plots of the available data
for a selected measurement position can be displayed through the query
tab, such as cumulative grain size distribution curves or depth profiles
of 𝑘𝑓 and IDO (Figure 1 in the Supplementary Material). The upload
module provides an option to read CSV-data with template-specific
formatting to append it to Django models, thus creating new rows in
the database tables. The admin module is the built-in Django admin-
istration page for database maintenance (cf. Plekhanova, 2009), such
as CRUD (create, retrieve, update, delete) operations corresponding to
queries and uploads with administrator rights. A history page listing
the changes made to an object shows the timestamp and username of
the admin who ran the CRUD operation. Also, user rights, groups, and
authentication are managed through the admin module. The analysis
module contains a built-in principal component analysis (PCA) tool.
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Fig. 2. River Analyst database entity relationship diagram (ERD).

Fig. 3. Software structure with its main constituents and definitions.
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Table 1
Output parameters and methods used to compute characteristics of sediment grain size distributions.

Parameter Equation Sources

Characteristic grain sizes 𝑑%,𝑐 a Linear interpolation

Fine sediment fractions FSF < 2 mm; FSF < 0.5 mm Cumulative percentages
Mean grain size 𝑑𝑚 = 1

𝑁

∑

𝑖 𝑑%,𝑖b

Standard deviation of grain sizes 𝜎𝑑 =
√

∑

𝑖(𝑑%,𝑖 − 𝑑𝑚)2∕𝑁b

Skewness; Kurtosis
∑

𝑖 (𝑑%,𝑖−𝑑𝑚 )3

(𝑁−1)⋅𝜎𝑑
; 𝑁 ⋅

∑

𝑖 (𝑑%,𝑖−𝑑𝑚 )4
∑

𝑖 (𝑑%,𝑖−𝑑2𝑚 )2

Geometric mean grain size 𝑑𝑔 =
√

𝑑84 ⋅ 𝑑16 Kondolf and Wolman (1993) and Yang (1996)

Geometric standard deviation 𝜎𝜙 =
√
∑

𝑘 𝑓𝑘(𝜙𝑘 −
∑

𝑘 𝑓𝑘𝜙𝑘)2c Frings et al. (2011) and Krumbein (1934)

Sorting coefficient 𝑆0 =
√

𝑑84∕𝑑16 Bunte and Abt (2001)

Fredle index for spawning gravel FI = 𝑆0∕𝑑𝑔 Lotspeich and Everest (1981)

Uniformity coefficient 𝐶𝑢 = 𝑑60∕𝑑10 DIN 18196 (DIN, 2006)

Curvature coefficient 𝐶𝑐 = 𝑑230∕(𝑑60 ⋅ 𝑑10) DIN 18196 (DIN, 2006)

Porosity 𝜂 Multiple equations from Carling and Reader (1982), Wu and Wang (2006),
Wooster et al. (2008) and Frings et al. (2011), see Supplementary Material
(Section 3)

Estimated hydraulic conductivity 𝑘𝑓,𝑒𝑠𝑡 from Kozeny–Carman equation, see Kozeny (1927), Carman (1956, 1937)
and Carrier III (2003), see Supplementary Material (Section 4)

a For %𝑐 ∈ {10, 16, 25, 30, 50, 60, 75, 84, 90}.
b 𝑑%,𝑖 denotes the interpolated grain size diameter for the 𝑖th cumulative size class, 𝑖 ∈ {1, 2, 3,… , 399, 400}, 𝑁 = 400, and the size classes %𝑖
were {0, 0.25%, 0.50%,… , 99.75%, 100%}.
c 𝑓𝑘 denotes the fraction content of sediment in the 𝑘th size class; 𝜙𝑘 is the characteristic sediment diameter for size class 𝑘 expressed on the
𝜙 scale.
3.3. Grain size analysis

The sedimentary attributes of a river environment are key to fluvial
sediment transport (Einstein, 1950), morphological conditions (Eaton
et al., 2004), and habitat suitability of rivers (Bovee, 1986; Kondolf and
Wolman, 1993; Stalnaker et al., 1995; Noack et al., 2013). Statistics
describing sediment characteristics compose the Surface and SubSur-
faceSed data models in our database (Fig. 2). Such characteristics
include, for instance, the grain size 𝑑% (diameter of which a % value
of a sample is finer), porosity (estimated), and sorting coefficient 𝑆𝑂.
To obtain these substrate parameters to populate (i.e., upload data to)
the database, we developed customized functions to analyze sediment
samples using the Dash Python library (Plotly Technologies Inc., 2022a)
and embedded them in an additional sediment module. A CSV template
in the code repository provides guidance for preparing the input files
(see also Figure 2 in the Supplementary Material), along with a video
tutorial featuring instructions on inserting parsing information for a
drag & drop data input (River Analyst, 2023). The sediment module
computes linearly interpolated grain size characteristics, such as cumu-
lative percentages (0 to 100%) with a step width of 0.25%, which also
enables deriving characteristic grain sizes (𝑑10, 𝑑16, 𝑑25, 𝑑30, 𝑑50, 𝑑60,
𝑑75, 𝑑84, or 𝑑90). Table 1 shows a complete list of the sediment-related
outputs and implemented calculation methods.

3.4. Principal component analysis (PCA)

Principal component analysis (PCA) is a variance-based method
to identify the directions of the highest variance in a dataset and
reveal data patterns by reducing dimensionality. In River Analyst, PCA
was implemented through the scikit-learn Python library (Pedregosa
et al., 2011). In contrast to traditional physics-based dimensional anal-
ysis (Barenblatt, 1987) of SI units of measured parameters, PCA uses
the statistical variance in data structures of measured parameters for
transforming them into a new set of parameters, the principal compo-
nents (PCs). Therefore, the PCs are linear combinations of measured
parameters (hereafter called features, in line with machine learning
terminology). The first PC is defined as the linear combination of
features and explains the largest amount of variance in the dataset.
Each subsequent PC is orthogonal to its preceding PC and explains
5

the next highest amount of variance. Thus, the total amount of data
variance is increasingly explained with a higher number of PCs, but
a too high number of PCs leads to unwanted overfitting. Overfitting
with too many PCs leads to adding more complexity (i.e., PCs) that
may not reflect the most meaningful patterns or variations in the data,
but instead capture noise or minor fluctuations.

Every PC is expressed as a function of loadings indicating the degree
to which each feature contributes to the general variance explained by
the PC. Thus, the magnitude of the loading represents a correlation
strength between features and PCs, where the sign indicates whether
the feature has a positive or negative contribution to the PC (Bro and
Smilde, 2014). The optimum number of PCs can be determined through
a heuristic method called ‘‘elbow’’ cutoff, which consists of plotting
the amount of variance explained by every PC against the number
of PCs. The resulting curve of variance explained versus the number
of PCs has a knick-point corresponding to an ‘‘elbow’’ suggesting an
optimum number of PCs. Adding more PCs beyond this point will
not significantly improve the variance explained but tend to result in
overfitted PCs.

Although normality is not a requirement for PCA, data standardiza-
tion (also referred to as normalization or feature scaling) plays a crucial
role in handling features with varying magnitudes and units. Unequal
absolute magnitudes can, for instance, lead to PCs that are dominated
by features with high absolute variances, regardless of their actual
contribution to the data structure. Therefore, standardization ensures
that the data structures have comparable features with a zero mean
and comparable minima and maxima through scaling with the feature’s
standard deviation. The equation to standardize each feature 𝑋 to its
standardized form 𝑋𝑛𝑜𝑟𝑚 is as follows (Spiegel, 1990):

𝑋𝑛𝑜𝑟𝑚 = (𝑋 − 𝜇) ∕𝜎 (1)

where 𝜇 is the arithmetic mean and 𝜎 is the standard deviation of a
feature.

Although PCA is based on statistics, it can potentially reveal valu-
able insights into physical processes. For instance, a PC strongly loaded
with nutrient concentrations and dissolved oxygen may be associated
with ecosystem metabolism rates and possibly eutrophication in the
water body. Analogously, a PC heavily loaded with features such as
turbidity and suspended sediment concentration may point to strong

effects of sediment erosion processes in the watershed.
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Fig. 4. Locations of investigated rivers and sites between 2018 and 2022. Map data: Landsat/Copernicus through Google Satellite. ©Google. † Also referred to as ‘‘Rommelsbach’’
in the past.
4. Test approach

4.1. Study data

This study builds on multiple, extensive field surveys of rivers in
Germany, conducted between 2018 and 2022 (cf. Supplementary Mate-
rial, and published data in Seitz, 2020; Negreiros et al., 2023a). Specif-
ically, the study sites were at the Rhine River (average discharges of
642.9 to 680.2 m3/s), small rivers of the Rhine Basin, notably the Upper
Wied (2.63 m3/s), tributaries of the Mosel River: Riveris (unknown dis-
charge), Östelbach (unknown discharge), and Prims (0.45 m3/s), tribu-
taries of the Glan River: Auersbach (6.1 m3/s) and Steinalp (1.01 m3/s),
one tributary of the Lahn River: Upper Gelbach (2.4 m3/s), small
tributaries of the Neckar River, notably, the Aich (1.3 m3/s), Eyach
(3.2 m3/s), Glatt (4.9 m3/s), Glems (1.1 m3/s), Lein (3.6 m3/s), Rems
(5.5 m3/s), Wieslauf (0.9 m3/s), Würm (4.7 m3/s), the Inn River
(101 m3/s), and a near-natural morphodynamic fish pass at the Inn
River (2 m3/s) near the city of Simbach am Inn (details of the sites
in Fig. 4, and the Supplementary Material Section 5). The surveys
included measurements of the surface sediment composition, hydrody-
namic acoustic Doppler velocimetry (ADV), and MultiPAC (Negreiros
et al., 2023a). MultiPAC yielded grain size measurements from frozen
sediment cores of the subsurface, and depth-explicit riverbed profiles
of IDO and so-called slurping rates (belonging to the 𝐾𝑓 data model).
Slurping rates represent flow rates of interstitial water when connected
to atmospheric pressure. Sediment samples (frozen cores and surface
samples) were dried and sieved in a lab to obtain grain size distribu-
tions that can be expressed with the Surface- and SubSurfaceSed data
models (cf. Fig. 2). A total of 221 Hydraulic, 2085 IDO (197 depth
profiles), 1979 slurping rates (from 195 depth profiles), 246 SubSur-
faceSed, and 77 SurfaceSed objects were created, where each object
represented a row of the data model (table). Note that multiple objects
(rows) belonged to a measurement position (MeasPosition object; see
Fig. 2).

4.2. Algorithmic implementation for riverbed data analysis

To investigate vertical connectivity in the riverbeds, we applied
PCA with features potentially describing vertical connectivity (i.e., hy-
porheic exchange) and its disruption through clogging. Specifically,
the queried features of interest for sedimentological riverbed clog-
ging (Dubuis and De Cesare, 2023; Negreiros et al., 2023a) were the
characteristic grain size 𝑑84, IDO, slurping rates (as a replacement
for the hydraulic conductivity 𝑘𝑓 ), the 𝜙-scale geometric standard
deviation of grain sizes 𝜎𝜙, and the amount of fine sediment expressed
as the fine sediment fraction smaller than 2 mm and 0.5 mm (FSF <
2 mm and FSF < 0.5 mm, respectively). Regarding surface hydraulics,
only measurements of water depth ℎ were available at every site
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for consideration in the PCA. A too-low amount of measurements of
free-surface hydrodynamics, such as flow velocity or turbulent kinetic
energy (Nikora and Goring, 1998; Kundu and Cohen, 2008), did not
allow for their consideration in the PCA, which is why these measure-
ments are only provided in the Supplementary Material (Section 6).
The biochemical parameter IDO was factored in because of its known
relevance in describing riverbed clogging in any form (Negreiros et al.,
2023a). Furthermore, we used a raw MultiPAC feature, the so-called
slurping rate as a proxy for riverbed permeability for water. In addition,
a back-calculation of riverbed porosity (𝜂) was not reliably possible due
to biases of available empirical equations based on grain sizes only.
Instead, 𝜎𝜙 served as a universal indicator of available pore space,
similar to porosity. High 𝜎𝜙 points to wide grain size distributions,
where fine grains fill the voids between coarse grains, and therefore
decrease pore space. The 𝜎𝜙 feature has a known physical dependence
on FSF < 2 mm (Frings et al., 2011), which represents redundancy
in the data structure. However, such redundancy is uncomplicated for
PCA because it effectively mitigates spurious correlation (Aggarwal
et al., 2015). Specifically, the orthogonal transformation performed in
PCA produces uncorrelated PCs that capture the maximum variance
in the data. The maximum-variance criterion prioritizes components
that explain the most significant information and discards less relevant
(i.e., redundant) information, thus reducing the influence of redundant
parameters (Aggarwal et al., 2015). Still, the involvement of redundant
parameters should be possibly small to avoid computing inefficiency
and hampering the interpretability of PCs.

A differentiation between fine and coarse sediment-dominated
riverbeds was of particular interest for testing the hypothesis of whether
sedimentological riverbed clogging only occurs under environmental
conditions dominated by particularly coarse sediment. Thus, additional
PCAs were performed to classify sites accordingly. The classification
was implemented as a function of a sediment size threshold value of FSF
< 2 mm of 50% (hereafter referred to as 𝜓𝐹𝑆𝐹 ), where a FSF < 2 mm
larger or smaller than 𝜓𝐹𝑆𝐹 corresponded to fine sediment-dominated
or coarse sediment-dominated riverbeds, respectively. Also, 𝜓𝐹𝑆𝐹 was
varied between FSF < 2 mm ranging from 35% to 65% (in 5% steps)
to assess a potential amount of fine sediment that leads to different
feature loadings of PCs. The variation not only served for testing the
hypothesis but also as a sensitivity analysis of 𝜓𝐹𝑆𝐹 .

Data was queried with River Analyst and post-processed in a Pandas
dataframe (McKinney, 2010) using measurement positions and vertical
riverbed depth as merging keys (not to be confused with foreign keys).
Before the PCA, the data was standardized according to Eq. (1). The
depth-explicit features IDO and slurping rate were depth-averaged
to enable comparisons with bulk sediment parameters that were not
measured over depth, such as grain size characteristics. To ensure
consistency in the averaging process, only rows with both IDO and
slurping rate measurements were considered.
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Fig. 5. Strip plots of the available features measured at the sites.
5. Results

5.1. Feature characteristics

The River Analyst database was populated with a total of 465
measurement positions. Querying the database for PCA yielded an
array of feature values from 186 measurement positions (Fig. 5). The
pre-standardization feature values of IDO, slurping rate, geometric
standard deviation 𝜎𝜙 of grain sizes, fine sediment fractions (FSF <
2 mm and FSF < 0.5 mm), characteristic grain size 𝑑84, and water
depth ℎ exhibited data structures that may be attributed to the absolute
discharge (Rhine), and absolute sediment size (e.g., FSF and 𝑑84 at the
Inn and Riveris versus Rhine (Knoblochsaue) and Glems). IDO ranged
from 0.2 to 17.2 mg/L, indicating the presence of both hypoxic (below
2 mg/L; Hawley et al., 2006) and supersaturated conditions (above
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9 mg/L; Roegner et al., 2011) in the interstitial water. The water
depths ranged from −0.5 to 0.7 m, where negative values represented
a water table below the terrain surface (i.e., measurements where
the sediments at the surface of the riverbed were not saturated, see
Figure 5 in the Supplementary Material). The slurping rate ranged
from 0.3 to 53.1 mL/s, the 𝑑84 from 0.5 to 194.9 mm, the geometric
standard deviation of grain sizes 𝜎𝜙 from 1.4 to 3.4, the FSF < 2 mm
from 5.8 to 93.5%, and the FSF < 0.5 mm from 0.5 to 88.6%. All
minima and maxima, means and standard deviations are provided in
the Supplementary Material, Table 2 and 3, respectively. The sampling
sites encompassed predominantly sand (0.063 to 2 mm), and gravel (2
to 64 mm) to cobble (64 to 256 mm) substrates (Wentworth, 1922).
The absolute maxima regarding IDO occurred at the morphodynamic
fish pass, ℎ (0.7 m) at the Rhine (Knoblochsaue), slurping rate and 𝑑84
at the Inn River, and 𝜎 , FSF < 2 mm, and FSF < 0.5 mm at the Rhine
𝜙
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Fig. 6. Cumulative explained variance resulting from PCAs explaining the global dataset, fine sediment-dominated subset, coarse sediment-dominated subset. The selected cut-off
point according to the ‘‘elbow’’ method is indicated with the dashed line.
(Knoblochsaue). Absolute minima occurred with respect to IDO at the
Rhine (Knoblochsaue), ℎ at the Rhine (Rastatter Rheinaue), slurping
rate at the fish pass, 𝑑84 and 𝜎𝜙 at the Rhine (Knoblochsaue), FSF <
2 mm at the Inn River, and FSF < 0.5 mm at the Würm River sites.
Histograms of the features are provided in the Supplementary Material
Section 6.

5.2. Principal component analysis (PCA)

5.2.1. Global dataset
The PCA of the standardized dataset provided insights into the

variance explained by the loadings of the PCs. The ‘‘elbow’’ method
yielded an optimum number of four PCs, explaining 86.3% of the total
variance of the dataset (Fig. 6). The PC loadings for each feature are
correlation strengths between features and PCs (Fig. 7). PC 1 (global),
accounting for 43.4% of the data variance, exhibited strong positive
loadings with fine sediment features (FSF < 2 mm and FSF < 0.5 mm
loadings >0.8, cf. Fig. 7) and pronounced negative loadings (−0.75)
with the characteristic grain size 𝑑84 and IDO. PC 2 (global), explaining
19.6% of the variance, showed a heavy positive loading (0.88) with the
geometric standard deviation of grain sizes (𝜎𝜙) and a negative loading
(−0.66) with the slurping rate, indicating a decrease in permeability
associated with wide grain size distributions and small pore space.
PC 3 (global) accounted for 14.1% of the dataset variance and dis-
played a significant negative loading (−0.93) with water depth ℎ while
having only small loadings (<0.22) with other features. PC 4 (global),
explaining 9.1% of the variance, exhibited primary loadings (between
0.37 and 0.44) with the slurping rate, FSF < 0.5 mm, and 𝑑84. Notably,
PC 4 (global) represented coarse substrate with high levels of very fine
sediment (FSF < 0.5 mm) and high slurping rates, deviating from the
expected physical causality that high fine sediment fractions reduce
riverbed permeability.

Unlike PC 1 (global), PC 4 (global) featured positively correlated
loadings of very fine sediment (FSF < 0.5 mm), slurping rates, and char-
acteristic grain size 𝑑84 with positive signs. The inverse relationships
between PC 1 (global) and PC 4 (global) are depicted in Fig. 8, which
illustrates the transformation of the dataset into PC coordinates of every
site-specific position. Thus, the scatter plots in Fig. 8 reveal site-specific
trends among the PCs, providing insights into the importance of each
PC at every site. A comparison of PC 1 (global), PC 2 (global), and PC 3
(global) across the sites identifies point clouds of positions where the
Inn and Rhine (Knoblochsaue) sites constituted prominent spikes in the
coordinate directions, suggesting insignificant statistical correlations
between these sites. Conversely, a comparison between PC 1 (global)
and PC 4 (global) shows clear positive trends observed at the sandy
sites at the Glems and the Rhine (Knoblochsaue), and evident negative
trends at all other sites, particularly the generally clogged Inn site.
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Fig. 7. Feature loadings resulting from the principal components analysis (PCA) of the
global dataset (see features in Section 4).

5.2.2. Fine and coarse sediment subsets
The strong contrasting trends between PC 1 and PC 4 among sites

primarily characterized by fine sediments and sites with considerable
coarse sediment sizes indicated that these two sedimentological envi-
ronments should be considered in separate PCAs. Based on a sediment
size threshold of 𝜓𝐹𝑆𝐹 = 50% (FSF < 2 mm), the resulting total
variances explained by four PCs for fine sediment and coarse sediment
environments were 91.3 and 85.2% (Fig. 6), respectively. PC 1 (fine)
and PC 1 (coarse) explained 38.0% and 40.1% of the variance in
each subset, respectively, followed by PC 2 (fine) and PC 2 (coarse)
explaining 24.1% and 19.6%, PC 3 (fine) and PC 3 (coarse) explaining
15.8% and 13.9%, and finally, PC 4 (fine) and PC 4 (coarse) explaining
13.4% and 11.5% of the variance in the subsets.

The differentiated PCAs yielded similar primary components (PC 1s)
with regard to fine sediment and 𝑑84 loadings, but very different
loadings regarding all other features (Fig. 9). Specifically, in the fine
sediment subset, PC 1 (fine) had a heavy negative 𝜎𝜙 loading (−0.85 in
Fig. 9a) making PC 1 (fine) embody particularly fine-grained positions
with narrow grain-size distributions. In contrast, in the coarse sediment
subset, PC 1 (coarse) had positive 𝜎𝜙 (0.54 in Fig. 9b) and heavily
negative slurping rate (−0.68) and IDO (−0.55) loadings, making PC 1
(coarse) represent coarse sediment positions with high fine sediment
share and low permeability. PC 2 (fine) was mainly loaded with the
water depth ℎ (0.82) and slurping rate (0.85). In contrast, PC 2 (coarse)
was heavily loaded with the 𝑑84 (0.76) and 𝜎𝜙 (0.79). PC 3 (fine) was
positively loaded with primarily the FSF < 0.5 mm (0.65) followed
by 𝑑84 and 𝜎𝜙 (both 0.40) and FSF < 2 mm (0.29), and negatively
loaded with IDO (−0.46) and the slurping rate (−0.27). In the coarse
sediment-dominated subset, PC 3 (coarse) was almost exclusively and
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Fig. 8. Pairwise scatter plots of global principal component (PC) coordinates resulting from the principal component analysis (PCA) of the positions, sorted by the measurement
sites.
Fig. 9. Feature loadings resulting from applying PCA to the (a) fine sediment-dominated and (b) coarse sediment-dominated subsets, defined by 𝜓𝐹𝑆𝐹 = 50% (FSF < 2 mm).
negatively loaded with the water depth ℎ (−0.94), and secondarily with
IDO (0.25). PC 4 (fine) was predominantly loaded with positive IDO
(0.78) and 𝑑84 (0.38), with weaker positive loadings (≤0.24) of all other
features. Also, PC 4 (coarse) was primarily but negatively loaded with
IDO (−0.64), and less importantly, with negative slurping rates and FSF
< 0.5 mm (both -0.35). Only 𝑑84 had a positive loading on PC 4 (coarse).

5.3. Variation of the sediment size threshold 𝜓𝐹𝑆𝐹

The characterization of fine and coarse sediment-dominated en-
vironments was a function of FSF < 2 mm variations in the form
of the sediment size threshold 𝜓𝐹𝑆𝐹 . To investigate the hypothesis
that clogging only occurred in environmental conditions dominated by
coarse sediment, the PC loadings of particular features can be expected
to positively correlate. Notably, for describing a riverbed with func-
tional vertical connectivity (i.e., a non-clogged riverbed state), the IDO,
water depth ℎ, and slurping rate loadings were expected to positively
correlate (i.e., equal loading sign) with each other. The water depth ℎ
and slurping rate loadings should correlate in the absence of clogging
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because increases in the hydraulic head (higher water depths) yield
higher slurping (outflowing) rates of interstitial water (Seitz, 2020).
For describing a clogged riverbed, the FSF < 0.5 mm, FSF < 2 mm,
and 𝜎𝜙 loadings were expected to positively correlate with each other.
Furthermore, the IDO and slurping rate loadings were expected to
exhibit opposing signs to the FSF < 2 mm, FSF < 0.5 mm, and 𝜎𝜙
loadings to characterize a clogged riverbed.

In a fine sediment-dominated environment defined by FSF < 2 mm
≥ 𝜓𝐹𝑆𝐹 , the PC 1 (fine) loadings of the vertical connectivity features
water depth ℎ and slurping rates (light blue lines in Fig. 10) displayed
correlational strength with the same sign for 𝜓𝐹𝑆𝐹 ≥ 40%. Only the
IDO loadings (dark blue line in Fig. 10), generally had different signs.
The loadings of PC 1 (fine) with the feature set indicating clogging
(red lines in Fig. 10) never showed a positive correlation between fine
sediment fractions and 𝜎𝜙. The loadings of PC 2 (fine) showed strong
agreement between the vertical connectivity features ℎ and slurping
rate. The clogging feature set did not clearly exhibit positive correlation
strength of PC 2 (fine) loadings for any 𝜓𝐹𝑆𝐹 . The vertical connectivity
and clogging feature set loadings of PC 3 (fine) displayed generally



Environmental Modelling and Software 172 (2024) 105916B. Negreiros et al.
Fig. 10. Feature loadings resulting from PCA applied to fine sediment-dominated subsets defined by 𝜓𝐹𝑆𝐹 . Positions with fine sediment dominance corresponded to FSF < 2 mm
larger than 𝜓𝐹𝑆𝐹 .
correlating loadings. For 𝜓𝐹𝑆𝐹 ≥ 50%, PC 4 (fine) had overall posi-
tively correlating loadings with the clogging and vertical connectivity
features, where both groups strictly had the same signs.

When an environment dominated by coarse sediments was defined
by FSF < 2 mm < 𝜓𝐹𝑆𝐹 , the PC 1 (coarse) loadings of both clogging
and vertical connectivity-indicating feature sets (red and blue lines,
respectively, in Fig. 11) generally showed positive correlation strength
with the same sign. Yet, the strength of the loadings correlation of the
clogging-indicating feature set weakened considerably for 𝜓𝐹𝑆𝐹 ≥ 55%.
PC 2 (coarse) was mostly loaded with opposing signs within the clog-
ging and vertical connectivity feature groups. The loadings of PC 3
(coarse) were significantly different at 𝜓𝐹𝑆𝐹 = 35%, with little change
for 𝜓𝐹𝑆𝐹 ≥ 40%, where the vertical connectivity-indicating features ℎ
and IDO exhibited clearly opposing loadings. The clogging-indicating
feature loadings of PC 3 (coarse) were weakly correlated regarding FSF
< 2 mm and 𝜎𝜙. PC 4 (coarse) was loaded with weakly correlating clog-
ging features for 𝜓𝐹𝑆𝐹 ≥ 50%, and negative-signed trends of vertical
connectivity features for 𝜓𝐹𝑆𝐹 ≤ 60%. Only for 𝜓𝐹𝑆𝐹 = 65%, all feature
loadings of PC 4 (coarse) switched to a positive sign.

6. Discussion

6.1. Insights from the database: drivers of riverbed clogging

Sedimentary riverbed clogging manifests in reduced pore space
and consequently low porosity (Frings et al., 2011; Huston and Fox,
2015) corresponding to high 𝜎𝜙, and reduced permeability of the
riverbed (Schälchli, 1992) with low correlation between the water
depth ℎ and slurping rates. Therefore, a fully clogged riverbed was
characterized by low IDO, low slurping rates, high 𝜎𝜙, and high fine
sediment fractions (i.e., FSF < 0.5 mm and FSF < 2 mm). Thus, a
system that is susceptible to clogging should be described by PCs loaded
with feature trends corresponding to clogging conditions. The higher
the importance of such PC, the higher is also the relevance of riverbed
clogging in the considered system.

The PCA of the global dataset produced two primary PCs that exhib-
ited positively associated loadings with clogging features. Specifically,
the primary important PC 1 (global) was heavily positively loaded with
fine sediment features and negatively loaded with the IDO and slurping
rate (Fig. 7). The only exception was a negative loading with 𝜎𝜙, which
should, however, be positively correlated with FSF < 0.5 mm and FSF
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< 2 mm to express clogging (Einstein, 1968; Schälchli, 1992; Huston
and Fox, 2015; Negreiros et al., 2023a). Such high and positive 𝜎𝜙
loading was observed in PC 2 (global) (𝜎𝜙 loading = 0.88), which was
negatively loaded with the slurping rate (−0.66) and slightly with IDO
(−0.08). The less important PC 3 (global) and PC 4 (global) had little
relevance to indicate clogging.

PCAs of riverbeds dominated by coarse sediments also yielded a
primary PC 1 (coarse) with similar, but compared with PC 1 (global),
more pronounced loadings that are descriptive of clogging (Fig. 9).
Specifically, PC 1 (coarse) was not only heavily positively loaded
with FSF < 0.5 mm and FSF < 2 mm (0.84 and 0.85, respectively),
but also with 𝜎𝜙 (0.54), while the feature set pointing to functional
vertical connectivity contributed purely with negative loadings (−0.23
to −0.68). However, PC 2, 3, and 4 (coarse) were not descriptive for
clogging conditions because neither 𝜎𝜙 and the fine sediment features,
nor the vertical connectivity features (IDO, ℎ, and slurping rate), had
the same signs, respectively. Thus, the important PC 1 (coarse and
global) and PC 2 (global) can be considered strong indicators of sed-
imentary riverbed clogging in environments where coarse (i.e., at least
fine gravel) and finer sediment fractions are present.

For the fine sediment-dominated subset, PC 1 (fine) was partially
loaded with features pointing to clogging (heavily negative 𝜎𝜙 against
positive FSF < 0.5 mm and FSF < 2 mm loadings), but the vertical
connectivity features of water depth ℎ and slurping rate had the same
sign and similar magnitudes. This observation was even more pro-
nounced regarding PC 2 (fine), which was heavily loaded with both
vertical connectivity features (ℎ and slurping rate). In particular, in
a permeable riverbed with functional vertical hyporheic connectivity,
the hydrostatic pressure exerted by the water depth ℎ increases the
interstitial water fluxes vertically. Thus, the heavily positive ℎ and
slurping rate loadings of PC 2 (fine) suggest that higher water depths
were associated with higher slurping rates in fine sediment-dominated
environments. Thus, both PC 1 (fine) and PC 2 (fine) suggest that
fine sediment deposition did not influence fine sediment environments
toward reducing riverbed permeability. Still, the IDO loadings were
not in line with the observed permeability-rich patterns of ℎ and the
slurping rate loadings of PC 1 (fine) and PC 2 (fine). This variability in
IDO may be detached from fine sediment controls because of upwelling
and downwelling effects in the riverbed, which, however, were not
quantified in the dataset. Only PC 3 (fine) can be considered a descrip-
tor of clogging with the feature set of FSF < 0.5 mm, FSF < 2 mm, and
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Fig. 11. Feature loadings resulting from PCA applied to coarse sediment-dominated subsets defined by 𝜓𝐹𝑆𝐹 . Positions with coarse sediment dominance corresponded to FSF <
2 mm smaller than 𝜓𝐹𝑆𝐹 .
𝜎𝜙 being inversely related to the slurping rate and IDO (Fig. 9a). Thus,
in fine sediment environments, PC 1 (fine) and PC 2 (fine) suggested
positive correlations describing high substrate permeability, and only
the less important PC 3 (fine) could be interpreted as an indicator of
clogging with weak correlations of feature loadings.

PC 1 (coarse) was the most important component driving riverbed
variability in coarse sediment environments and could be considered
a clogging descriptor. For fine sediment environments, a clogging
descriptor could only be observed in one of the least important PCs,
notably PC 3 (fine). These interpretations stemmed from 𝜓𝐹𝑆𝐹 = 50%
and thus were related to the definition of 𝜓𝐹𝑆𝐹 . For this reason, PC
loadings were examined as a function of 𝜓𝐹𝑆𝐹 ∈ [35%, 65%], mean-
ing that substrate processes in an environment were considered to
be dominated by fine sediment when its FSF < 2 mm was greater
than 𝜓𝐹𝑆𝐹 . Vice versa, processes in an environment were considered
to be dominated by coarse sediment when its FSF < 2 mm was smaller
than 𝜓𝐹𝑆𝐹 . The variations also express the sensitivity of the PCA
loadings to 𝜓𝐹𝑆𝐹 . The trends in the loadings of PCs 1–4 (fine) and
PCs 1–4 (coarse) generally confirmed the observations of environments
dominated by fine (Fig. 10) and coarse (Fig. 11) sediments, though
with refinements regarding the observations. For instance, the strong
magnitude of clogging-indicating loadings of PC 1 (coarse) weakened
above 𝜓𝐹𝑆𝐹 ≥ 55%, which points to less relevance of clogging mecha-
nisms when FSF < 2 mm exceeds 55%. PC 2 (coarse) was not associated
with clogging because the clogging and vertical connectivity-indicating
loadings presented contradictory within-set signs. Notably, 𝜎𝜙 loadings
of PC 2 (coarse) were negative, whereas the fine sediment feature
loadings were positive. Similar to PC 2 (coarse), PC 3 (coarse) and
PC 4 (coarse) could not be related to clogging (Fig. 11). In addition,
the relevance for PC 1 (fine) and PC 2 (fine) being indicators for the
absence of clogging was only provided for 𝜓𝐹𝑆𝐹 ≥ 50% (Fig. 10).
For 𝜓𝐹𝑆𝐹 ≥ 50% in PC 1 (fine), IDO loadings became negligible and
ℎ and slurping rate loadings have the same sign, which implies that
interstitial oxygen was not a function of fine sediment increases nor of
the permeability.

For clogging to be designated as a relevant phenomenon in the con-
sidered system, clogging patterns should be indicated by the dominant
PCs explaining most of the variance of the data. Those are primarily the
first and second PCs (Fig. 6). Thus, the two most important components,
PC 1 (global and coarse), can be considered indicators for clogging, in
particular, when the FSF < 2 mm was smaller than 55%. In contrast,
the next-important PC 2 (fine) represented an indicator for the absence
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of clogging when the FSF < 2 mm was larger than 40%, in particular,
because of non-clogged riverbeds reflecting the hydrostatic pressure
(expressed by the water depth ℎ) in the slurping rate. Evidence can be
seen in the nearly identical ℎ and slurping rate loadings of PC 2 (fine)
for FSF < 2 mm larger than 40% in Fig. 10. Thus, the most important
statistical descriptors of coarse and fine sediment environments can
be interpreted as pointers to riverbed clogging and the absence of
clogging characteristics, respectively. Accordingly, environments with
mixtures of coarse sediment with grain diameters greater than 2 mm
(i.e., gravel and coarser) and fine sediment (sand and finer) can be
expected to be affected by clogging. Therefore, it is expected that the
presence of clogging characteristics becomes less dominant when FSF <
2 mm exceeds approximately 50%–55%. In conclusion, this application
of River Analyst provided evidence that supports the hypothesis that
sedimentological riverbed clogging only occurs under environmental
conditions dominated by particularly coarse sediment with FSF < 2 mm
smaller than 50%–55%.

6.2. Consequences for river restoration

The sand-dominated sites at the Glems and Rhine (Knoblochsaue)
River (average FSF < 2 mm larger than 60.1%; Table 3 in the Supple-
mentary Material) had on average low slurping rates (3.1–8.9 mL/s;
Table 3 in the Supplementary Material) related to small pore space,
but their PC loadings still suggested functional vertical connectivity
(e.g., PC 1 and 2 (fine) in Fig. 10). These site characteristics are
typical for low-energy environments with fine sediment and wide grain
size distributions of lowland riverbeds (Boggs, 2009; Mooneyham and
Strom, 2018). In contrast, mountain rivers naturally manifest only a few
low-energy patches (e.g., slackwater units, cf. Wyrick and Pasternack,
2014), where fine sediment deposition can clog their generally coarse
sediment matrix. Mountain river sites (according to definitions in Wohl,
2000) with low sedimentological clogging defined by high IDO, high
slurping rates, and low fine sediment fractions were found in this study
at multiple positions of the fish pass (Inn), Eyach, and Riveris. In
contrast, the Inn River site embraced multiple high-clogging positions,
originating from segmentation by dams and other centuries-old river
training structures (Kunz et al., 2021), which artificially impose a
low-energy environment. Also, changes in the catchment can lead to
increased suspended sediment loads (Gurnell and Bertoldi, 2022), and
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therefore, contribute to turning gravel-dominated into fine sediment-
dominated rivers. Such influences generate unnatural vertical discon-
nectivity in the form of clogging that cannot be easily restored into
a high-energy, dynamic environment because the missing hydraulic
energy being converted into low-emission hydropower (Schleiss, 2017),
and morphodynamics coming to a quasi-standstill due to lacking coarse
sediment supply (Kondolf et al., 2006).

The insights from this study suggest that high content of sandy
material (FSF < 2 mm of more than 50%–55%), for example, recruited
from the alluvial plains of a river, characterize riverbeds with func-
tional vertical connectivity. To this end, river widening by removing
bank protections or terraforming could not only serve to immediately
increase local high-quality hydraulic habitat patches (Schwindt et al.,
2019) but also improve vertical connectivity by new sediment re-
cruitment. Yet, high fine sediment fractions may deteriorate spawning
gravel habitat quality (e.g., for salmonids), even when the fine sedi-
ment is recruited from the natural riverbanks (Kondolf and Wolman,
1993). Ultimately, river restoration to a pristine historic environmental
state is hardly feasible in light of legacies, which is why sustainable
river restoration gives particular importance to ecological function-
ality and morphodynamic connectivity (Wohl, 2019). However, the
scientific baseline for the restoration of ecologically functional river
environments through improving their connectivity still needs ample
enrichment to achieve restoration goals, as, for example, defined in the
European Water Framework Directive (WFD, 2000/60/EC, cf. Dale and
Beyeler, 2001; Wuijts et al., 2023). The River Analyst algorithms have
the potential to bolster insights from restoration science to accomplish
targeted ecological standards with data-driven evidence.

6.3. Database application and traditional sites comparisons

State-of-the-art techniques for comparing measurements between
sites and scaled experiments are based on dimensional analysis, which
reduces physical quantities (here: features) to dimensionless num-
bers (Barenblatt, 1987, 1996). However, dimensional analysis is only
meaningful for describing a (static) state of a specific environment, and
it cannot inherently differentiate between environments dominated by
different physical controls. For instance, any differentiation between
fine and coarse sediment-dominated environments was not possible,
which also explains why previous studies could not derive a dimen-
sionless description of riverbed clogging (Schälchli, 1993; Cui et al.,
2008; Dubuis and De Cesare, 2023). To this end, bulk dimensionless
numbers, such as a fine sediment Rouse number (Dubuis and De Cesare,
2023), or a permeability Reynolds number (Fries and Trowbridge,
2003; Huston and Fox, 2015; Voermans et al., 2018) cannot recognize
the environment and associated dominant physical processes to which
they are applied. For processes in environments dominated by even
finer, cohesive material, other physical quantities are relevant system
controls, such as capillary forces (Baumgartner and Liebscher, 1996),
but a dimensional analysis cannot inherently control for absolute
sediment sizes.

In contrast to dimensional analysis, the PCAs performed with the
River Analyst algorithms and database efficiently showed that weak
trends in data structures may be linked to the comparison of incom-
parable environments, which explains the incapacity of dimensional
analysis to describe clogging. Specifically, the database WAF facilitates
the examination of measurements in environments dominated by differ-
ent control conditions. The centralized database management system
with geospatial context enabled a workflow for identifying potential
patterns in the structure of measurement data, which can then be
verified with PCA. Although PCA can be applied on top of traditional
dimensional analysis, it would not change the statistical structure of
the data. Still, efficient data analysis and visualization including PCA
or similar unsupervised learning techniques, require expert knowledge
12

of environmental engineering, and, at the same time, proficiency in f
programming (e.g., Python and WAFs) and (SQL) database manage-
ment. In this light, the here-introduced River Analyst represents a novel
tool for environmental engineers and other experts with no to little
knowledge of Python and SQL to establish and manage river databases.
Only when code extensions or modifications of the data models (in the
models.pyscript) are needed, knowledge of the Django Python library
is required. The standard set of data models in River Analyst covers a
wide variety of hydro-environmental features, with the goal of being
generalizable. Other data attributes or a different conceptualization of
hydro-environmental features may be required to meet other demands
of data model simplicity or complexity (Morsy et al., 2017). For exam-
ple, future measurement technology may allow for observations with
higher spatial refinement and more dimensions (Pokornỳ, 2006), which
can be added to the River Analyst database schema.

The use of relational databases in groundwater hydrology has im-
proved the way how flow and solute transport are modeled (De Dreuzy
et al., 2006), and they made the monitoring of groundwater recharge
more efficient (Qiu et al., 2022). Similarly, water quality monitor-
ing (Copp et al., 2010; Chini and Stillwell, 2017), and water distribu-
tion networks (Hernadez et al., 2016; Pacheco et al., 2021) were im-
proved through structured hydrological databases. In contrast, database
schemes for river data have only been established for sparse individual
applications, such as for biochemical (Hartmann et al., 2014), dis-
charge (Peucker-Ehrenbrink, 2009), or channel geometry (Andreadis
et al., 2013) data. Yet, to leverage insights from multivariate surveys
on rivers (Petersen et al., 2001), generally applicable software tools
are required (Wohl et al., 2015), and River Analyst represents a vi-
able pathway toward transparent and integrated river management. In
addition, the featured PCAs addressing riverbed clogging and vertical
connectivity did not yet exploit the full capacity of River Analyst to
account for other biochemical and hydrodynamic parameters, such as
flow velocity or turbulent kinetic energy. Still, because River Analyst
and its database are a versatile open-source ecosystem, other statistical
techniques, and parameters can easily be implemented and examined to
augment the robustness of hydro-environmental analysis. The River An-
alyst database encompasses around twelve thousand hours of field and
post-processing work and is made freely available for users worldwide
in the spirit of open science.

7. Conclusions

A novel approach for managing hydro-environmental data with a
specialized database application framework leverages valuable insights
into hydro-environments that were previously unattainable through
traditional dimensional analysis. The flexibility of this framework,
notably River Analyst, allows for its adaptation to meet diverse research
data requirements, making it an unprecedented tool for efficiently
managing growing river datasets.

A principal component analysis (PCA) built on top of the new
database management algorithms demonstrates the capacity of data-
driven hydro-environmental assessments to inform river restoration.
Specifically, the results of the PCA provide compelling evidence that
riverbed clogging, a phenomenon that was previously unexplained by
dimensionless parameters, can be attributed to environmental factors
correlated with dominant grain sizes. The analysis provides first-time
statistical evidence that clogging occurs primarily in coarse sediment
environments when fine sediment (<2 mm) makes less than 50%–55%
f the total sediment mass, and in particular, in anthropogenically
orced low-energy environments. Conversely, sandy environments are
ittle affected by riverbed clogging and exhibit characteristics of func-
ional vertical connectivity. These insights suggest a paradigm shift for
estoring the vertical connectivity of river systems, with the prospect
f further data-informed advances for augmenting the knowledge of
cologically functional hydro-environments.

Dimensional analysis to compare findings across measurements

rom multiple sites, rivers, and scaled experiments, faces limitations
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in characterizing dynamic river environments with manifold physical
controls. In contrast, River Analyst, with its use of PCA and a cen-
tralized database management system, has been shown an effective
tool for discerning key parameters driving environmental processes, as
demonstrated in this study with the example of riverbed clogging.

Notation

Symbol Name Database name Unit
IDO Interstitial dissolved

oxygen
idoc_mgl mg L−1

ℎ Water depth wl_m m
𝑘𝑓 Hydraulic

conductivity
kf_ms m s−1

Slurp.
rate

Slurping rate slurp_rate_avg_mls mL s−1

𝑑𝑚 Mean grain size dm mm
𝑑𝑔 Geometric mean grain

size
dg mm

𝑑%,𝑐 Grain size of which
%𝑐 is finer†

d10, d16, d50,
d60, d84

mm

𝜎𝑑 Standard deviation of
grain sizes

std_grain –

𝜎𝜙 Geometric standard
deviation of grain
sizes in the 𝜙 scale

geom_std_grain –

𝐹𝐼 Fredle index fi –
𝑆0 Sorting coefficient so –
𝐶𝑢 Uniformity coefficient cu –
𝐶𝑐 Curvature coefficient cc –
FSF <
2 mm

Fine sediment fraction
smaller than 2 mm

per-
cent_finer_2mm

–

FSF <
0.5 mm

Fine sediment fraction
smaller than 0.5 mm

per-
cent_finer_0_5mm

–

𝜂 Porosity n –
𝑢 Streamwise flow

velocity
v_x_ms m s−1

𝑣 Lateral flow velocity v_y_ms m s−1

𝑤 Vertical flow velocity v_z_ms m s−1

𝑘𝑡 Turbulent kinetic
energy over 𝑢, 𝑣, and
𝑤

kt m2 s−2

𝑘𝑡,2𝑑 Turbulent kinetic
energy over 𝑢 and 𝑣

kt_2d m2 s−2

† For %𝑐 ∈ {10, 16, 25, 30, 50, 60, 75, 84, 90}.
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