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Abstract—The increasing share of distributed renewable gen-
eration and electrification poses challenges to the existing power
grid and its operation. To address these challenges, the concept
of an Energy Packet Grid (EP Grid) has been proposed that
uses selected internet design principles for power grids. This
paper builds upon the EP Grid architecture and explores the
shaping of power flows through a coordinated dispatch of energy
packets. It introduces parallel energy packet transfers to maintain
constant power over specific durations and to improve the
approximation of continuous load or supply curves. A scenario
manager is integrated into the architecture to coordinate specified
sequences of energy packet transfers. Measurements demonstrate
two scenarios of possible energy packet sequences.

Index Terms—energy packets, energy packet grid, energy
internet, power flow control, power electronic grid, microgrid

I. INTRODUCTION

The transition toward a decarbonized power system, char-
acterized by distributed renewable generation and growing
electrification of heat and transport sectors, presents challenges
to the conventional power grid and its operational framework.
Deployed power lines and grid equipment were not designed
to support the power flows arising from this structural change
[1], [2]. Additionally, the volatile nature of renewable sources
implies a shift from the control of the power supply to increas-
ingly necessary flexibility on the demand side [3]. Microgrids
and related concepts [4], [5] address these challenges by
local and autonomous control of connected participants, with
the possibility to operate in an islanded mode. While these
approaches reduce the control complexity in the future grid,
they lack a clear solution to coordinate the allocation of shared
operating equipment such as power lines and transformers. In
recent years, the concept of an Energy Internet, which applies
selected design principles of the Internet to power grids, has
gained renewed interest [6]–[12]. In [13]–[15], the authors
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propose a packetized energy management inspired by commu-
nication theory concepts applied to thermostats and electric
vehicle (EV) charging schemes. A more extensive approach
called the Energy Packet Grid (EP Grid) was presented in
[16] and [17], where in its final stage the majority of power
flows in the grid are composed of energy packets with discrete
power and duration. This approach allows to maintain the local
power balance through pre-arranged power flows, while also
respecting the limits of the grid equipment and the precise
routing of power flows.

This paper further develops the envisioned architecture
introduced in [16] by detailing the possibility to shape power
flows in the EP Grid through a coordinated dispatch of energy
packets. These power flows can be designed to maintain a
constant power over specific durations, despite variations in
their composition from different packets. In addition, parallel
energy packet (EP) transfers from one or multiple devices
are introduced and implemented to improve the approximation
of desired continuous load or supply curves. To demonstrate
these capabilities, a scenario manager is integrated into the
architecture to coordinate specified sequences of EP transfers.

II. POWER FLOWS IN THE EP GRID

The proposed EP Grid [16] is based on two main concepts:
energy packets and the cell concept. Energy packets represent
discrete units with predefined power shapes, enabling actors
in the EP Grid to organize energy transports efficiently. This
packet-based operation leverages the multiplexing gain to op-
timize resource utilization while respecting operational limits
and facilitating the scheduling of future power flows, as well
as energy management. Inspired by the idea of the internet of
creating a network of networks, the power grid is divided into
smaller sub-networks known as EP cells. These self-organized
EP cells can be configured to operate with DC or asynchronous
AC voltage, independent of adjacent EP cells. This design
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Fig. 1: Architecture of an EP device based on [16]
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Fig. 2: Power curves for an EP transfer with communication
latency

principle offers the advantages of a more decoupled grid and
enables the integration of existing infrastructure.

Participants of an EP cell, called EP devices, collaboratively
manage currents and the power balance in the EP cell, with
at least one device responsible for maintaining the EP cell
voltage. The architecture of an EP device is depicted in Fig.
1. Each EP device is equipped with communication interfaces
and power electronics, that allow it to assume the role of a
voltage or current controller in its EP cell. The communication
architecture between EP devices can be realized using multiple
technologies.

The communication plane is used to agree upon an EP trans-
fer between two participants, together with its required pa-
rameters. For a trapezoidal power curve, these are the total
packet energy WEP, ramping time tr, and the stationary power
level PEP. The total energy exchanged is defined by the time
integral of the power curve WEP =

∫ t0+tEP

t0
pEP(τ)dτ where

tEP is the total packet duration including ramping phases. Fig.
2 shows power curves for an example EP transfer. In this
example, a communication latency of tdel is included. In order
to satisfy the power equilibrium

∑
i pi = 0 in the EP cell, the

negative sum of the two power curves p∆ = −(p1+p2) needs
to be supplied by another EP device, e.g. the EP cell voltage
controller.

A key aspect of the EP-based operation is the necessity of
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Fig. 3: Power curves for chained packet sequences

energy storage in the EP devices if they act as an interface
for loads or sources with continuous power flows. While the
continuous character of some electrical appliances can be
controlled to act in a discrete manner, e.g. heat pumps or water
heaters that turn on and off as required, this is not possible
in all cases. The energy storage has to provide the power and
energy mismatch between the discrete energy packet power
levels pEP and the connected continuous power demand pcont:

Wstorage =

∫ t0+tseq

t0

[∑
i

pEP,i(τ)− pcont(τ)
]
dτ (1)

with
tseq =

∑
i

tEP,i . (2)

This mismatch can be reduced with two mechanisms. First,
by allowing multiple packet transfers in parallel, a continu-
ous power curve can be better approximated by requesting
additional packets as required. The second mechanism con-
sists of consecutive packet transfers arranged in a chained
sequence with overlapping ramping phases, in order to achieve
a continuous power flow for an EP device. Both concepts are
shown in Fig. 3. A second sequence with short ramping phases
is shown in Fig. 4. This sequence highlights the ability of
an EP device to engage in simultaneous EP transfers with
multiple other EP devices and thus to shape its total power
exchange as required. Also visible is the option to initially
negotiate a longer transfer for the base demand and subse-
quently request additional packets if necessary. By employing
parallel EP transfers, it becomes possible to reduce the power
and duration of planned EP transfers, aligning them more
accurately with the continuous demand or supply connected to
the device. These abilities are achieved while preserving the
benefits of observing equipment limits, possible multiplexing
gains, and power flow routing capabilities.

III. IMPLEMENTATION OF COORDINATED ENERGY PACKET
TRANSFERS

The coordinated transfers of energy packets are imple-
mented using three defined interfaces in the communication
plane. First, two participants within an EP cell need to agree
upon a subsequent energy transfer. Second, for the central
coordination of multiple transfers used in this paper, a man-
aging instance is integrated as a higher control layer that can
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Fig. 4: Power curves for concurrent packet transfers
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instruct each EP device to start a transfer. Finally, within each
EP device, the negotiated transfer parameters have to be passed
to the power electronics to physically perform the EP transfer
in the energy plane.

The inter-device communication is achieved using the al-
ready developed Simple Energy Packet Transfer (SEPT) pro-
tocol [16]. It allows participants within the same EP cell to
transfer energy packets to each other according to present and
projected power supply and demand. An additional software
component termed Line Manager is introduced to ensure
that parallel EP transfers do not exceed power line limits.
The SEPT messaging sequence is shown in Fig. 5. The
two participants of an EP transfer are called the initiator
and responder and the initiator can either be absorbing or
providing power. The EP transfer starts after a command
from the central coordinator in phase (1) and consists of
four subsequent phases: (2) energy reservation phase, (3) line
capacity reservation phase, (4) energy transfer phase, and (5)

Coordinator Line Manager

DC Bus

EP Device 2 EP Device 3EP Device 1

iDC,1 iDC,2 iDC,3

Ethernet

3AC

JSON

Fig. 6: EP cell network and electrical topology

confirmation phase. During phase 2, the initiator and responder
agree upon an EP shape with the parameters described in
section II. Upon the approval of the Line Manager in phase
3, the energy packet is transferred in phase 4. The SEPT
protocol is implemented in a client application running on
the PC of each EP device. This client sends and receives
the SEPT messages over TCP. It is able to manage multiple
transfers in parallel and communicates the resulting summed
power setpoint pset(t) =

∑
i pEP,i(t) to the power electronics.

In this work, a central coordinator is responsible for in-
structing EP devices within the EP cell to start EP trans-
fers. In the envisioned EP grid, individual participants would
autonomously determine when to initiate a transfer. This
decision could be based on energy storage levels, present
and future power supply and demand or other signals such
as a dynamic electricity price, but this is outside the scope
of this paper. In order to emulate possible packet sequences
resulting from this operation in a predictable manner, the
EP devices are configured to receive the initiation message
from the central coordinator instead. This message includes the
intended peer for the transfer, as well as the transfer parameters
the device communicates with its peer. This allows to construct
a predefined sequence of EP transfers in the cell that results
in the desired power flows. The scenario schedule is stored
as a JSON configuration file, where each EP transfer has
an associated starting time.b The central coordinator follows
this schedule to send the initialization messages to the SEPT
clients in phase 1 of Fig. 5 as soon as the specified time is
reached. Note that Fig. 5 only shows the sequence of messages
resulting from one initialization message. During a scenario,
the coordinator may initiate multiple transfers on the same
device in parallel.

To ensure effective communication between the SEPT client
and the low-level control of the power electronics within each
device, a dedicated protocol was developed. This protocol
enables the exchange of power setpoints and measurement
values with a FreeRTOS real-time operating system running
on the signal processing platform responsible for controlling
the power electronics over an Ethernet connection.

Two modes of energy packets are possible when determin-
ing the setpoints for the low-level control. In the first mode,
the voltage within the EP cell is assumed to be constant at
its operating value vop. The required current for a negotiated
power level pEP can then be calculated as i∗EP = pEP

vop
. As

a disadvantage, the energy content of the transferred packet
would differ from the negotiated amount in case the voltage
in the EP cell varies. Therefore, the second mode calculates
the current setpoints based on the instantaneous measured
voltage in the EP cell. This results in predictable amounts
of transferred energy but complicates the task of the Line
Manager as the resulting currents iEP are unknown in this
mode. A detailed comparison as well as a proposed mixed-
mode is presented in [18].

Finally, the determined setpoints are tracked by a PI con-
troller with additional feed-forward paths that drives a Dual
Active Bridge (DAB) as power stage as explained in Sec. IV.
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Fig. 8: Dual Active Bridge

One possible network topology and electrical interconnection
of an EP cell is shown in Fig. 6.

IV. HARDWARE AND LOW-LEVEL CONTROL OF AN
ENERGY PACKET DEVICE

This section presents the hardware realization of an EP de-
vice as defined in section II that is used for the measurements.
Additionally, the low-level control for the power electronic
modules is described. The hardware realization is discussed
in detail in [17]. Each EP device contains a computer and a
signal processing platform. This platform is a System-on-Chip
based on a Xilinx Zynq™-7030 that consists of two ARM
cores and an FPGA. One core runs a FreeRTOS instance that
handles the network connectivity, while the second core runs
the controls, the global state machine and error handling. The
FPGA interfaces the power electronic modules and further
periphery. The first module shown in Fig. 7 is a two-level
IGBT converter used to control a constant internal DC voltage
vDC,int. The second module is a Dual Active Bridge shown in
Fig. 8, connected to the internal DC link. It provides galvanic
isolation and can control either the secondary DC voltage vDC

or current iDC. The complete realized EP device is depicted
in Fig. 9.

The control structure of the AC/DC Active Front End,
described in detail in [17], is given in Fig. 10. It assumes
an existing AC grid that can be used to arbitrarily inject or
withdraw power. The main control objective is the regulation
of the internal DC link voltage vDC,int, which is performed by
a PI controller in the rotating dq-reference frame. The required
currents are transformed into the stationary αβ-coordinate
system using a synchronous reference frame phase-locked loop

Fig. 9: Complete EP device
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Fig. 10: Control structure of the AC/DC converter with DC
link voltage control when connected to an existing AC grid

(SRF-PLL) and then controlled by dampened proportional-
resonant (PR) controllers.

The control of the Dual Active Bridge operating in the
current-control mode is based on the control approach de-
scribed in [19]. Its structure is depicted in Fig. 11. Since
the subordinate angle calculation already provides accurate
open-loop control, the main part of the setpoint i∗DC is fed
forward. An integral controller is added to mitigate remaining
control deviations. In order to compensate for the computa-
tion, modulation and measurement delay, the input for this
controller is delayed by the same amount of time. The sum
of the feedforward signal and controller output is passed to
a limiter that determines the maximum allowable requested
current depending on primary and secondary side voltages
vDC,int and vDC.
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V. MEASUREMENTS OF ENERGY PACKET SEQUENCES

For the measurements, the network and electrical configu-
ration given in Fig. 6 is used. The laboratory setup is shown
in Fig. 12. Two of the EP devices are realized as described
in section IV, while the third is replaced by a DC power
supply providing a constant DC voltage of vDC = 600V.
Each EP device runs a SEPT client. Both the Line Manager
and the central coordinator run as separate applications on
EP device 1. Since no setpoints need to be transferred to the
power supply, its associated SEPT client can run on one of
the other computers. When it participates in an EP transfer,
it will provide the required current in order to maintain
the DC voltage. All messages are exchanged over the local
laboratory network. The Line Manager and the SEPT clients
are configured to accept all requested transfers so that the
scenario schedule is executed as planned.

The AC/DC converter in each device is connected to a
common three-phase AC grid shown in gray in Fig. 6. The
connected DAB is configured to control its current iDC,x into
the DC EP cell. Through the AC connection, the EP devices
can exchange power with the EP cell. This allows arbitrary
power curves within the operational limits.
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Fig. 13: Measurements for chained EP transfer sequences

To start the EP transfers according to a defined scenario, the
coordinator is instructed to initiate the sequence as defined
in a configuration file. Fig. 13 shows measurements for a
scenario, where adjacent EP transfers are chained such that
a continuous power flow is achieved. The upper plot shows
measurements captured on the signal processing platform,
where the signals sampled with fs = 50 kHz are averaged
over a 4ms window. The lower plot shows measurements of
the same event obtained with an oscilloscope. At t = 5 s, the
first EP transfer between devices 1 and 2 with iEP = 5A
enters its downward ramping phase that lasts tr = 2 s. At the
same time, another transfer with the same ramping slope and
stationary power is initiated between devices 1 and 3, such
that device 1 continues to output the same power. At t = 6 s,
this transfer is again replaced and the simultaneous ramping
results in a linear transition into the lower stationary power of
this transfer. The total energy transferred in this sequence is
Wseq =

∫ t0+tseq
t0

∑
i pEP,i(τ)dτ = 27 kJ = 7.5Wh.

Measurements for a second scenario are shown in Fig. 14. In
this case, the focus is on transferring multiple parallel energy
packets from one device. The ramping phases are set to tr =
1ms, resulting in almost rectangular power curves. At t = 2 s,
devices 1 and 2 start an EP transfer with a duration of tEP =
10 s and a stationary current of iEP = 2.5A. At t = 6 s, device
1 increases its power by initiating a second transfer with a
current of iEP = 5A. At t = 8 s, the power supplied by device
1 is yet again increased to a total of iDC,1 = 10A with a third
transfer to device 3 with a current of iEP = 2.5A. The energy
transferred by this sequence is Wseq = 55 kJ = 15.3Wh.
In this measurement, the impact of communication delays is
visible due to short ramping phases. Both at t = 3 s and t =
9 s, the voltage controller compensates for the mismatch in
the currents supplied and drawn by devices 1 and 2. In the
presented measurements, the DC bus voltage is constant at
vDC = 600V for all EP devices. If this voltage instead varies,
the controlled currents iDC,x will also be adjusted during the
transfer to maintain the negotiated power flow.
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VI. CONCLUSION

This paper explores the concept of coordinated energy
packet transfers in the Energy Packet Grid and its potential
for shaping power flows and improving power flow control
in future grids with distributed energy resources and flexible
demand. The coordinated dispatch enables continuous power
levels over different transfers and the approximation of contin-
uous power flows. A central coordinator and necessary inter-
faces are implemented in this work and the approach is verified
through experimental measurements, which demonstrate the
desired power flow patterns. In this way, the paper serves as
a foundation for further exploration and development in the
field based on the presented architecture and concepts.
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