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## Abstract

We investigate electromagnetic scattering phenomena by further developing and using the T-matrix method. Capitalizing on the analytical properties of spherical or cylindrical wave solutions to expand electromagnetic fields in a basis adapted to the localized nature of a scatterer, we can efficiently study the interaction between scatterers in finite, disordered or infinite, periodic arrangements. Thereby, we can describe a wide variety of artificial photonic materials used for applications such as sensing, imaging, or photonic computing. The chosen T-matrix method approach simplifies the analysis by separating the shape and material properties of the scatterers from their arrangement and lattice structure. Besides providing a solid theoretical framework to obtain analytical insights into these photonic materials, our approach is also an extraordinary computational tool that allows performing parameter studies or bridging of different length scales efficiently.

However, especially for periodic structures that we emphasize in this thesis to some extent, the success of the T-matrix method sensitively hinges on efficient expressions to calculate the arising lattice sums. Using Ewald's method, we derive expressions that can consider complex unit cells, i.e., unit cells containing multiple scatterers, in one-, two-, and three-dimensional lattices. These expressions converge orders of magnitude faster and are numerically more robust than direct summation approaches.

The lattice sums and functions related to the T-matrix method are implemented in a novel open-source program treams, which provides a holistic framework for various computations using T-matrices in the spherical and cylindrical basis and, additionally, an S-matrix description in the plane wave basis. Combining these different basis sets unlocks the opportunity to explore a wide range of applications. Furthermore, treams fully supports chiral material parameters.

Besides the implementation, we additionally present the application of this newly developed computational tool to selected problems. We outline its use in large parameter studies to design helicity-preserving cavities that enhance chiral signals, for the multiscale modeling of molecular materials, and for the homogenization of artificial photonic materials made from periodically arranged constituents. Moreover, in connection with additional methods to compute the focusing with high-aperture lenses, we show how this framework can be used for highly specialized applications in multi-photon direct laser writing. Other applications of the presented methods include the simulation of moiré lattices, the investigation of anti-reflective coatings for solar cells, the analytical investigation of metasurface properties, the inverse design of bound states in the continuum, or the simulation of self-assembled plasmonic nanostructures.

Many major accomplishments were already achieved while developing this framework and applying it to selected contemporary challenges in computational nanophotonics. However, many more aspects remain to be explored, among which the description of nonlinear photonic materials would be one example. Also, translating the current framework to other physical systems covered by similar equations would be a fascinating research endeavor.

## Zusammenfassung

Wir untersuchen elektromagnetische Streuphänomene, indem wir die T-Matrix-Methode weiterentwickeln und anwenden. Wir profitieren dabei von den analytischen Eigenschaften der zugrundeliegenden sphärischen oder zylindrischen Wellen, um die Wechselwirkung zwischen Streuern in endlichen, ungeordneten und unendlichen, periodischen Anordnungen zu berechnen. Dadurch können wir künstliche photonische Materialien, die für Anwendung wie Sensoren, Bildgebung, oder dem optische Rechnen verwendet werden, abbilden. Die gewählte T-Matrix-Methode vereinfacht die Analyse, indem die Form und Materialeigenschaften der Streuer von ihrer Anordnung und der Gitterstruktur getrennt werden. Neben der Bereitstellung eines fundierten theoretischen Rahmens, um analytische Erkenntnisse zu gewinnen, sind die hier entwickelten Methoden ein außergewöhnliches Rechenwerkzeug, um Parameterstudien oder die Multi-Skalen-Modellierung effizient durchzuführen.

Der Erfolg der T-Matrix-Methode, gerade für periodische Strukturen, die wir in dieser These besonders unterstreichen, hängt jedoch von effizienten Ausdrücken für die auftretenden Gittersummen ab. Unter Verwendung der Ewaldschen Methode leiten wir Ausdrücke für komplexe Einheitszellen, d.h. Einheitszellen die mehrere Streuer enthalten, in ein-, zwei- und dreidimensionalen Gittern her. Diese Ausdrücke konvergieren um Größenordnungen schneller und sind numerisch stabiler als direkte Summen.

Alle entwickelten Funktionen sind in einem neuen quelloffenen Programm, treams, implementiert, das ein umfassendes Programmiergerüst für Berechnungen mit T-Matrizen in der sphärischen und zylindrischen Basis und zusätzlich in der S-Matrix-Beschreibung in der Ebene-Wellen-Basis bereitstellt. Die Kombination dieser verschiedenen Basen eröffnet die Möglichkeit, eine große Auswahl an Anwendung zu untersuchen. Des Weiteren werden chirale Materialparameter von treams vollständig unterstützt.

Neben der Implementierung stellen wir auch die Anwendung dieses neuen Programms auf ausgewählte Probleme vor. Wir skizzieren die Verwendung von treams in großen Parameterstudien für den Entwurf von helizitätserhaltenden Resonatoren zur Verstärkung chiraler Signale, für die Multi-Skalen-Modellierung molekularer Materialien und für die Homogenisierung von künstlichen photonischen Materialien aus periodisch angeordneten Elementarzellen. Außerdem zeigen wir, wie diese Methode für spezifische Anwendungen im Multiphotonen-Direct-Laser-Writing in Verbindung mit Verfahren zur Berechnung der Fokussierung mit Linsen großer numerische Apertur verwendet werden kann. Andere Anwendungen der vorgestellten Methoden beinhalten die Simulation von Moirégittern, die Untersuchung antireflektierender Beschichtungen für Solarzellen, die analytische Untersuchung der Eigenschaften von Metaoberfächen, das inverse Design von gebunden Zuständen im Kontinuum oder die Simulation von selbst-assemblierten Nanostrukturen.

Viele wesentliche Ergebnisse wurden bereits in der Entwicklung dieses Rahmens und seiner Anwendung auf ausgewählte Probleme in der Nanophotonik erreicht. Jedoch verbleiben viele Aspekte zur weiteren Untersuchung, z. B. die Beschreibung nichtlinearer photonischer Materialien. Zudem wäre seine Übertragung auf andere physikalische Systeme, die von ähnlichen Gleichungen beschrieben werden, ein faszinierendes Forschungsvorhaben.
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## 1 | Introduction

Artificial photonic materials offer unprecedented possibilities to shape the interaction of light and matter. Thereby, unique novel optical properties can be achieved. These properties emerge from the precisely tailored designs of individual constituents of these artificial materials in combination with the interaction of the constituents in bulks - often in periodic arrangements - on the macroscopic scale. The properties of artificial photonic materials can be used in many applications, such as fishnet structures with a negative refractive index for optical cloaking and lensing [1], Huygens' metasurfaces fulfilling the Kerker condition for near-zero reflectivity [2], or topological photonic insulators for backscattering free mode guiding [3]. Novel research directions study further inclusion of non-local effects [4] or of time-varying materials [5]. These developments can be used, for example, to achieve high-throughput optical computing [6] or to implement the concept of a photonic lab on a chip [7].

These advancements are based on the complementary developments in different scientific fields. Here, physics is traditionally described by its two branches experimental and theoretical physics. Novel experimental approaches, for example, to fabricate photonic structures with higher precision, smaller features, or from previously unused materials, can realize innovative designs to implement concepts previously explored only theoretically. Conversely, unique and unusual properties of materials require the development of new theoretical models to describe them. However, the development of more complex theoretical models and the ever-increasing possibilities of structures that can be realized experimentally require ultimately computational tools for their exploration. Facilitated by more powerful computers, the new branch of computational physics becomes more important. Sophisticated computational methods based on theoretical models allow the prediction of the physical properties of novel photonic materials.

The development of fabrication methods for artificial materials is under active research. Depending on the type of materials, additive methods can be used, such as direct laser writing [8], or self-assembly methods, for example, to fabricate metal-organic frameworks [9] or DNA-origami structures [10]. However, the prediction and theoretical analysis of the properties of artificial materials fabricated with such methods can pose a computational challenge. These challenges include the presence of different physically relevant length scales, that have to be bridged, or many different design parameters, that have to be explored. Currently widely used methods to solve electromagnetic scattering, such as finite difference schemes, finite-element methods, or Fourier modal methods, can reach their limitations [11]. For example, largely different length scales in the structure require different scales of discretization to be simulated accurately and, simultaneously, must stay practically feasible. Also, changing parameters, such as the lattice constant, can require completely new calculations. Moreover, high demands on the computing infrastructure can also create challenges due to their resource requirements which increases energy consumption and cost. Therefore, novel approaches to simulate electromagnetic scattering
become necessary. Specialized simulation approaches can be used to respond to these challenges. One such approach is the transition matrix (T-matrix) method [12].

In essence, the T-matrix is an efficient way to encode the scattering response from an object under arbitrary direction or polarization of the illumination by using basis sets tailored to the scattering problem. The interaction between multiple particles can be solved analytically. The T-matrix method has several benefits. Its central object of interest, the matrix itself, is a very compact description of the scattering properties of a single object. Thereby, it is efficient for solving systems involving many scatterers. Moreover, by computing the interaction analytically, the required computational effort is reduced offering also an opportunity for gradient-based optimizations. The separation of the single scatterer properties from the interaction calculations is beneficial to accommodate different length scales. It also allows the separation of lattice and scatterer effects in photonic materials.

In this thesis, we explore the application of the T-matrix method for various problems in the field of artificial photonic materials. We not only apply the T-matrix for finite structures, but particularly for infinite, periodic arrays. As it turns out, the efficient application of the T-matrix calculation in the presence of periodic boundary conditions needs highly specialized expressions to calculate lattice sums. We package T-matrix method functions and efficient lattice sums in a holistic software framework. From the outset, we also include the possibility to describe scattering in the presence of electromagnetically chiral materials to further increase the range of applications. We use the derived methods to simulate artificial materials and structures and analyze their properties. Furthermore, we explore these methods in combination with other matrix-based approaches to study the printing process of artificial materials.

The structure of this thesis can be approximately described as the transition from theoretical and mathematical methods to numerical and computational topics, which, finally, are used in several applications. The foundation of thesis is the scattering theory and its application which is described in Chapter 2. We begin with Maxwell's equations and the associated constitutive relations. With several applications involving electromagnetic chirality in mind, we emphasize on formulating the solutions to Maxwell's equations correspondingly, which means that we benefit from using modes of well-defined helicity. We continue by describing the T-matrix method. We formulate the calculation of the interaction for aperiodic clusters of scatterers and in the presence of periodic boundary conditions. Thereby, we cover a wide range of potential applications in the field of artificial photonic materials. Furthermore, we describe related matrix-based methods for stratified media that can be combined with the T-matrix approach, such as S-matrices and transfer matrices. Furthermore, we explain simulation methods for high numerical aperture lenses.

Although the T-matrix method equations for the interaction between scatterers in periodically repeated unit cells can be written down quite concisely, the calculation of the interaction is a computational challenge caused by a particular type of lattice sums, which appears. These sums for lattices are the focus of Chapter 3. We develop a unified method to derive exponentially convergent series for two types of solutions: spherical waves and cylindrical waves. These waves constitute the basis sets for which we formulated the Tmatrices in the preceding chapter. An emphasis in the derivation, which is a significant complication, is put on complex unit cells, i.e., unit cells containing more than one object. The derived lattice sums are then comprehensively validated.

Chapter 4 gives an overview of the structure and the capabilities of the developed software package treams. This software, which is now published as an open-source package, provides a comprehensive framework for T-matrix and S-matrix computations. It combines the T-matrix method, using spherical and cylindrical wave solutions, with the exponentially convergent lattice sums. Thereby, it can - in addition to applying the T-matrix method to finite clusters - solve multi-scattering equations in the presence of periodic boundary conditions. Moreover, all functionality is designed to include modes of well-defined helicity and, therefore, chiral media can be included in the computations without restrictions. The introduction of treams is concluded with several examples to validate the accuracy and a discussion of actions to ensure the quality of the code.

Based on this computational framework, we study several applications in Chapter 5. We investigate helicity-preserving cavities for the enhancement of optical rotation signals. Such sensing schemes can distinguish molecules with different handedness, which is crucial, for example, in biomedical applications. Furthermore, we study different setups for direct laser writing in special conditions: The printing process in birefringent media and the presence and influence of inhomogeneities on the printing process are investigated. Furthermore, we study molecular arrays. By combining the derived methods with quantum-chemical simulations of individual molecules, the properties of such novel artificial materials can be calculated ab-initio. We also investigate a connection of the T-matrix method to the homogenization, i.e., the description of photonic materials by effective material parameters. The range of applications highlights the versatility of the approach to solve electromagnetic scattering as described in this thesis and implemented in treams.

The concluding Chapter 6 summarizes the results of the thesis. Furthermore, we give a brief overview on other applications of treams that are not covered in detail in this thesis. Finally, we provide an outlook on future research directions based on the results of this thesis.

## 2 | Electromagnetic scattering

The mathematical description of electromagnetic phenomena in classical physics is based on Maxwell's equations. Those equations precisely describe the properties and behavior of electromagnetic fields and their interaction with matter from the ultraviolet and the visible down to static frequencies. Excluding quantum effects at extremely small distances and highest energies, Maxwell's equations have great predictive power. They are, therefore, not only used to explain natural phenomena but also to engineer novel designs for a myriad of applications.

In our thesis, we focus on scattering processes based on general and widely applicable methods. These methods are used to explore in Chapter 5 a small subset of applications. The core concept in the theoretical description of scattering processes are wave solutions to Maxwell's equations, which we introduce in Section 2.1. As a starting point, Maxwell's equations in media are postulated and the involved fields are defined. On their own, however, Maxwell's equations do not completely constrain the solutions. So, they must be combined with suitable constitutive relations. For the particular choice of constitutive relations used in this thesis in combination with Maxwell's equations, we obtain the Helmholtz wave equation in a homogeneous medium. We make extensive use of the solution theory for the vector Helmholtz equation to arrive at several solution sets for Maxwell's equations used in the remainder of the thesis. These solution sets are important, as arbitrary solutions to Maxwell's equations can always be written as a superposition of the elements of these solution sets.

The solutions we introduce are particularly useful in combination with the concept of Tmatrices [12] described in Section 2.2, which are a cornerstone to calculate the scattering response from structures of interest in the following chapters. In essence, the T-matrix describes how an incident field, expanded in a suitable solution set, on an object is scattered. The scattered field is equally expanded in a suitable basis set. The amplitudes of the expansion are expressed in vectors, and the T-matrix connects them in a matrix-vector product. Such basic description offers efficient methods to calculate the interaction in multi-scattering scenarios for both, aperiodic and periodic cases. To explain this in a sufficient detail, we introduce different methods to compute T-matrices for a wide range of scattering objects and, furthermore, describe several transformations that can be applied to T-matrices, such as rotations, translations, or the change between different basis sets.

We give an outline of the method to compute the lattice sums that arise when performing multi-scattering calculations with periodic boundary conditions in Section 2.3. The general idea underlying the so-called Ewald method [13] is explained and an overview of known results for various cases is given. However, a more detailed discussion of our novel and unified approach is the content of Chapter 3 .

In the final section of this chapter, Section 2.4, we also introduce the methods used to study the optical response from stratified media in combination with plane wave expansions, which are based on scattering matrices (S-matrices). Additionally, for focus
calculations with Richards and Wolf integrals [14] in anisotropic media, we use methods based on transfer matrices.

### 2.1 Electromagnetic wave solutions

Maxwell's equations as stated in Subsection 2.1.1 describe electromagnetic fields in different settings. We set the focus on time-harmonic waves propagating in the absence of free charges and currents. These waves are a result of imposing certain restrictions onto the materials involved - mainly the condition to respond linearly to electromagnetic fields - by the choice of constitutive relations made in Subsection 2.1.2. The combination of Maxwell's equations and the constitutive relations leads to the Helmholtz wave equation. which we solve in spherical, cylindrical, and Cartesian coordinates in Subsection 2.1.3 resulting in vector spherical, cylindrical, and plane waves, respectively [15].

### 2.1.1 Maxwell's equations

Due to their relevance throughout numerous fields and branches of physics, mathematics, and engineering, Maxwell's equations have been stated in various ways. Here, we use one of the most common starting points: the electromagnetic equations in real space and time-domain (16, 17]

$$
\begin{align*}
\nabla \cdot \boldsymbol{D}(\boldsymbol{r}, t) & =\rho_{\mathrm{ext}}(\boldsymbol{r}, t)  \tag{2.1a}\\
\nabla \cdot \boldsymbol{B}(\boldsymbol{r}, t) & =0  \tag{2.1b}\\
\nabla \times \boldsymbol{E}(\boldsymbol{r}, t) & =-\frac{\partial}{\partial t} \boldsymbol{B}(\boldsymbol{r}, t)  \tag{2.1c}\\
\nabla \times \boldsymbol{H}(\boldsymbol{r}, t) & =\boldsymbol{j}_{\mathrm{ext}}(\boldsymbol{r}, t)+\frac{\partial}{\partial t} \boldsymbol{D}(\boldsymbol{r}, t), \tag{2.1d}
\end{align*}
$$

with the electric displacement $\boldsymbol{D}(\boldsymbol{r}, t)$, the magnetic flux density $\boldsymbol{B}(\boldsymbol{r}, t)$, the electric field $\boldsymbol{E}(\boldsymbol{r}, t)$, and the magnetic field $\boldsymbol{H}(\boldsymbol{r}, t)$. In this, so-called macroscopic, formulation the microscopic charges and currents of matter are included into the definition of the fields and only the external charges are explicitly included. While the microscopic charges give rise to the material properties that are finally expressed as constitutive relations, external charges $\rho_{\text {ext }}(\boldsymbol{r}, t)$ and currents $\boldsymbol{j}_{\text {ext }}(\boldsymbol{r}, t)$ are assumed to be absent in all scenarios considered in the remainder of this thesis.

Next, we want to express these time-domain equations in frequency-domain. In essence, we can write, while assuming a linear response, an arbitrary field in time domain as a superposition of time harmonic solutions that each differ in frequency, and the following Maxwell's equations capture the spatial behavior of the amplitudes of these time-harmonic solutions. Each time-dependent vector field is expressed by its Fourier transform as defined in Appendix A. Then, we arrive at Maxwell's equations in Fourier domain

$$
\begin{align*}
\nabla \cdot \tilde{\boldsymbol{D}}\left(\boldsymbol{r}, k_{0}\right) & =0  \tag{2.2a}\\
\nabla \cdot \tilde{\boldsymbol{B}}\left(\boldsymbol{r}, k_{0}\right) & =0  \tag{2.2b}\\
\nabla \times \tilde{\boldsymbol{E}}\left(\boldsymbol{r}, k_{0}\right) & =\mathrm{i} c k_{0} \tilde{\boldsymbol{B}}\left(\boldsymbol{r}, k_{0}\right)  \tag{2.2c}\\
\nabla \times \tilde{\boldsymbol{H}}\left(\boldsymbol{r}, k_{0}\right) & =-\mathrm{i} c k_{0} \tilde{\boldsymbol{D}}\left(\boldsymbol{r}, k_{0}\right) . \tag{2.2~d}
\end{align*}
$$

We use the vacuum wave number $k_{0}=\frac{\omega}{c}$, where $c$ is the speed of light in vacuum, instead of the angular frequency $\omega$ as variable. This simplifies the implementation later because an explicit assumption of the units of length and time can be omitted. As a last modification, we normalize all fields such that they have the same units as the electric field, namely $\mathcal{H}\left(\boldsymbol{r}, k_{0}\right)=Z_{0} \tilde{\boldsymbol{H}}\left(\boldsymbol{r}, k_{0}\right), \mathcal{D}\left(\boldsymbol{r}, k_{0}\right)=\frac{1}{\epsilon_{0}} \tilde{\boldsymbol{D}}\left(\boldsymbol{r}, k_{0}\right)$, and $\boldsymbol{\mathcal { B }}\left(\boldsymbol{r}, k_{0}\right)=c \tilde{\boldsymbol{B}}\left(\boldsymbol{r}, k_{0}\right)$ for which we use, in addition to $c$, the free space impedance $Z_{0}$, and the vacuum permittivity $\epsilon_{0}$. For a uniform notation, we also introduce $\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)=\tilde{\boldsymbol{E}}\left(\boldsymbol{r}, k_{0}\right)$ although the electric field definition remains unmodified. Now, in a stretch of notation where the divergence and curl operators act on each half of the six-component vectors, the Maxwell equations can be written concisely as

$$
\begin{align*}
& \nabla \cdot\binom{\mathcal{D}\left(\boldsymbol{r}, k_{0}\right)}{\mathcal{B}\left(\boldsymbol{r}, k_{0}\right)}=0  \tag{2.3a}\\
& \nabla \times\binom{\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)}{\mathcal{H}\left(\boldsymbol{r}, k_{0}\right)}=k_{0}\left(\begin{array}{cc}
0 & \mathrm{i} \\
-\mathrm{i} & 0
\end{array}\right)\binom{\mathcal{D}\left(\boldsymbol{r}, k_{0}\right)}{\boldsymbol{\mathcal { B }}\left(\boldsymbol{r}, k_{0}\right)} . \tag{2.3b}
\end{align*}
$$

The first equation mostly enforces transversality of the displacement field in the absence of sources and of the magnetic flux density. The second equation expresses a connection between the different electromagnetic fields and is the source of dynamically evolving fields. At this point, however, it gets necessary to introduce an additional relation between these fields to complete this otherwise under-determined set of equations.

### 2.1.2 Constitutive relations for bi-anisotropic and chiral media

The constitutive relations provide exactly that relation, which, in general, can be any functional $\{\mathcal{D}, \mathcal{B}\}=F[\{\mathcal{E}, \mathcal{H}\}]$. However, for many realistic materials additional restrictions can be imposed that greatly simplify this functional [17]. We return to the time-domain formulation for a brief period to make these restrictions apparent.

We begin with requiring a linear relation between those fields. As it turns out, this is a reasonable assumption for many optical systems when the amplitudes of the fields are not excessively large. For sufficiently low field strengths, a linear approximation is usually possible. Typically, non-linear effects such as higher harmonic generation or the Kerr effect appear under strong fields [18]. We also require locality and time-invariant materials to arrive at [17]

$$
\begin{align*}
& \frac{1}{\epsilon_{0}} \boldsymbol{D}(\boldsymbol{r}, t)=\boldsymbol{E}(\boldsymbol{r}, t)+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime}\left[\mathbf{R}_{\mathrm{ee}}\left(\boldsymbol{r}, t-t^{\prime}\right) \boldsymbol{E}\left(\boldsymbol{r}, t^{\prime}\right)+\mathbf{R}_{\mathrm{em}}\left(\boldsymbol{r}, t-t^{\prime}\right) Z_{0} \boldsymbol{H}\left(\boldsymbol{r}, t^{\prime}\right)\right]  \tag{2.4}\\
& c_{0} \boldsymbol{B}(\boldsymbol{r}, t)=Z_{0} \boldsymbol{H}(\boldsymbol{r}, t)+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime}\left[\mathbf{R}_{\mathrm{me}}\left(\boldsymbol{r}, t-t^{\prime}\right) \boldsymbol{E}\left(\boldsymbol{r}, t^{\prime}\right)+\mathbf{R}_{\mathrm{mm}}\left(\boldsymbol{r}, t-t^{\prime}\right) Z_{0} \boldsymbol{H}\left(\boldsymbol{r}, t^{\prime}\right)\right] \tag{2.5}
\end{align*}
$$

where we introduced four response functions $\mathbf{R}_{\mathrm{ee}}\left(\boldsymbol{r}, t-t^{\prime}\right), \mathbf{R}_{\mathrm{em}}\left(\boldsymbol{r}, t-t^{\prime}\right), \mathbf{R}_{\mathrm{me}}\left(\boldsymbol{r}, t-t^{\prime}\right)$, and $\mathbf{R}_{\mathrm{mm}}\left(\boldsymbol{r}, t-t^{\prime}\right)$ that are, in general, matrix-valued. Additionally, temporal causality requires that the response functions are zero for $t^{\prime}>t$. Applying the convolution theorem, these integrals become simple multiplications after a Fourier transformation to the frequency domain. Thus, these relations can be written compactly as

$$
\binom{\boldsymbol{\mathcal { D }}\left(\boldsymbol{r}, k_{0}\right)}{\boldsymbol{\mathcal { B }}\left(\boldsymbol{r}, k_{0}\right)}=\left(\begin{array}{cc}
\boldsymbol{\epsilon}\left(\boldsymbol{r}, k_{0}\right) & \boldsymbol{\chi}\left(\boldsymbol{r}, k_{0}\right)+\mathrm{i} \boldsymbol{\kappa}\left(\boldsymbol{r}, k_{0}\right)  \tag{2.6}\\
\boldsymbol{\chi}^{\top}\left(\boldsymbol{r}, k_{0}\right)-\mathrm{i} \boldsymbol{\kappa}^{\top}\left(\boldsymbol{r}, k_{0}\right) & \boldsymbol{\mu}\left(\boldsymbol{r}, k_{0}\right)
\end{array}\right)\binom{\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)}{\boldsymbol{\mathcal { H }}\left(\boldsymbol{r}, k_{0}\right)},
$$

where we use again the normalized fields introduced in the previous section. The electricelectric and the magnetic-magnetic couplings are expressed with the relative permittivity $\boldsymbol{\epsilon}\left(\boldsymbol{r}, k_{0}\right)$ and the relative permeability $\boldsymbol{\mu}\left(\boldsymbol{r}, k_{0}\right)$, respectively. The electric-magnetic and the magnetic-electric coupling are already decomposed into the non-reciprocity parameter $\boldsymbol{\chi}\left(\boldsymbol{r}, k_{0}\right)$ and the chirality parameter $\boldsymbol{\kappa}\left(\boldsymbol{r}, k_{0}\right)$. As the name suggests, reciprocal materials, which are inarguably an important class of matter, have a vanishing non-reciprocity parameter [17]. The entire six-by-six matrix, as defined here, is unitless. It is called bi-anisotropic tensor and, likewise, materials where no substantial further simplifications can be made are bi-anisotropic materials.

Further simplifications of Eq. (2.6) can be made depending on the symmetries and properties of the material. If the off-diagonal blocks vanish, a material is called anisotropic. Certain cases of scattering in the presence of anisotropic material parameters are discussed in Section 2.4 with an application in Section 5.2. Alternatively, if we impose spatial isotropy, all four material parameters become scalar functions. For non-vanishing offdiagonals, the material is called bi-isotropic. An important class of materials in this thesis are isotropic chiral materials, where the constitutive relations become

$$
\binom{\mathcal{D}\left(\boldsymbol{r}, k_{0}\right)}{\boldsymbol{\mathcal { B }}\left(\boldsymbol{r}, k_{0}\right)}=\left(\begin{array}{cc}
\epsilon\left(\boldsymbol{r}, k_{0}\right) & \mathrm{i} \kappa\left(\boldsymbol{r}, k_{0}\right)  \tag{2.7}\\
-\mathrm{i} \kappa\left(\boldsymbol{r}, k_{0}\right) & \mu\left(\boldsymbol{r}, k_{0}\right)
\end{array}\right)\binom{\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)}{\boldsymbol{\mathcal { H }}\left(\boldsymbol{r}, k_{0}\right)} .
$$

The combination of Maxwell's equations in frequency domain with these constitutive relations now forms a fully determined set of equations. In the following, we discuss the Helmholtz wave equation that, as we show subsequently, is closely related to the connection of Eqs. (2.3) and (2.7) in the case of homogeneous media, i.e., if the material parameters are independent of the spatial coordinate $\boldsymbol{r}$. Thus, we can use the solutions of the Helmholtz wave equation to construct solutions to Maxwell's equations.

### 2.1.3 Solutions to the Helmholtz wave equation and their application to Maxwell's equations

In this section, we introduce the scalar and vector Helmholtz equation. The solutions to this equation are later used to construct solutions for Maxwell's equations. The Helmholtz wave equation can be written as (15]

$$
\begin{equation*}
\left(\nabla^{2}-k^{2}\right) f(\boldsymbol{r}, k)=\operatorname{div} \operatorname{grad} f(\boldsymbol{r}, k)-k^{2} f(\boldsymbol{r}, k)=0 \tag{2.8}
\end{equation*}
$$

for a scalar field $f(\boldsymbol{r}, k)$ and wave number $k$. For a vector field $\boldsymbol{f}(\boldsymbol{r}, k)$, it is written as

$$
\begin{equation*}
\left(\nabla^{2}-k^{2}\right) \boldsymbol{f}(\boldsymbol{r}, k)=\operatorname{grad} \operatorname{div} \boldsymbol{f}(\boldsymbol{r}, k)-\operatorname{curl} \operatorname{curl} \boldsymbol{f}(\boldsymbol{r}, k)-k^{2} \boldsymbol{f}(\boldsymbol{r}, k)=0 \tag{2.9}
\end{equation*}
$$

The operator $\nabla^{2}$ is the scalar or vector Laplacian, respectively. A vast knowledge on the solutions of the scalar Helmholtz equation has been developed; separable solutions in eleven systems of coordinates are known [15]. From those cases, we use the solutions in Cartesian, cylindrical, and spherical coordinates. The definition and used convention of the coordinates are given in Appendix B. The first set of solutions are plane waves

$$
\begin{equation*}
f_{\hat{\boldsymbol{k}}}(\boldsymbol{r}, k)=\mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{r}} \tag{2.10}
\end{equation*}
$$

where the wave vector $\boldsymbol{k}=k \hat{\boldsymbol{k}}$ fulfills $\boldsymbol{k}^{2}=k^{2}$ and $\boldsymbol{k} \boldsymbol{r}=\boldsymbol{k} \cdot \boldsymbol{r}$ is the scalar product. Second, we have cylindrical waves

$$
\begin{equation*}
f_{k_{z} m}^{(n)}(\boldsymbol{r}, k)=Z_{m}^{(n)}\left(k_{\rho} \rho\right) \mathrm{e}^{\mathrm{i} m \varphi+\mathrm{i} k_{z} z} \tag{2.11}
\end{equation*}
$$

with $Z_{m}^{(n)}(\cdot)$ the Bessel functions of first $(n=1)$ and second ( $n=2$ ) kind or the Hankel functions of first $(n=3)$ and second $(n=4)$ kind [19]. The radial part of the wave vector is defined by $k_{\rho}=\sqrt{k^{2}-k_{z}^{2}}$ and $m \in \mathbb{Z}$. Here and in the remainder of the thesis, we select the branch with the complex phase in $[0, \pi)$ for the square root. Third, there are spherical waves

$$
\begin{equation*}
f_{l m}^{(n)}(\boldsymbol{r}, k)=z_{l}^{(n)}(k r) Y_{l m}(\theta, \varphi) \tag{2.12}
\end{equation*}
$$

with spherical Bessel or Hankel functions of first and second kind $z_{l}^{(n)}(\cdot)$ indexed analogously to their cylindrical counterparts and the spherical harmonics $Y_{l m}(\theta, \varphi)$. Multiple conventions for the definition of the spherical harmonics exist: See Appendix $G$ for the convention used in this thesis. The modes are indexed by $l \in \mathbb{N}_{0}$ and $m \in\{-l,-l+1, \ldots, l\}$.

In six of the coordinate systems with separable solutions, particularly for the cylindrical, spherical, and Cartesian coordinates, it is possible to construct solutions to the vector equation from the scalar solutions by a general procedure [15]. From the scalar solution $f_{\nu}(\boldsymbol{r}, k)$, where we use $\nu$ as a general index into the set of solutions, we obtain three vector solutions by

$$
\begin{align*}
\boldsymbol{L}_{\nu}(\boldsymbol{r}, k) & =\nabla f_{\nu}(\boldsymbol{r}, k),  \tag{2.13a}\\
\boldsymbol{M}_{\nu}(\boldsymbol{r}, k) & =\nabla \times\left[\boldsymbol{v} f_{\nu}(\boldsymbol{r}, k)\right],  \tag{2.13b}\\
\boldsymbol{N}_{\nu}(\boldsymbol{r}, k) & =\frac{\nabla}{k} \times \boldsymbol{M}_{\nu}(\boldsymbol{r}, k), \tag{2.13c}
\end{align*}
$$

where $\boldsymbol{v}$ is a pilot vector that depends on the choice of the coordinate system. In Cartesian and cylindrical coordinates, we use $\boldsymbol{v}=\hat{\boldsymbol{z}}$ and in spherical coordinates $\boldsymbol{v}=\boldsymbol{r}$. The three solutions can be associated with three different polarizations. The solutions $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ and $\boldsymbol{N}_{\nu}(\boldsymbol{r}, k)$ are divergence-free and, thus, are transverse fields, whereas $\boldsymbol{L}_{\nu}(\boldsymbol{r}, k)$ is longitudinal. Therefore, since we work with Maxwell's equations in the absence of sources, the focus is set on the solutions $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ and $\boldsymbol{N}_{\nu}(\boldsymbol{r}, k)$.

We note that the solutions $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ are orthogonal to the pilot vector $\boldsymbol{v}$. This means that in Cartesian and cylindrical coordinates the solutions are orthogonal to the z -direction. In spherical coordinates, the solutions are orthogonal to the radial direction. Later, when expanding the electric field in these waves, the solutions $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ are called transverse electric (TE) and the solutions $\boldsymbol{N}_{\nu}(\boldsymbol{r}, k)$ are called transverse magnetic (TM) [16]. However, the reference for that nomenclature differs between Cartesian and cylindrical waves on the one hand and spherical waves on the other hand.

Another property we can assess directly from the definition in Eqs. (2.13a) to (2.13c) together with the scalar solutions is their parity. The scalar plane waves in Eq. (2.10) change the direction of propagation under parity as does the $k_{z}$ component of the cylindrical waves. Moreover, the scalar cylindrical waves in Eq. (2.11) obtain a factor $(-1)^{m}$ under parity due to the transformation $\varphi \rightarrow \varphi+\pi$, and the scalar spherical waves inherit the parity $(-1)^{l}$ from the transformation properties of the spherical waves. The vector
solutions, therefore, also have simple transformations under parity: The waves $\boldsymbol{L}_{\nu}(\boldsymbol{r}, k)$ and $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ get an additional factor -1 under the parity transformation in comparison to the scalar solution transformation, while the solutions $\boldsymbol{N}_{\nu}(\boldsymbol{r}, k)$ do not. Due to these simple transformation properties under the parity operation, we refer to the basis consisting of $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ and $\boldsymbol{N}_{\nu}(\boldsymbol{r}, k)$ as parity basis.

The Helmholtz wave equation is a linear differential equation. Therefore, linear combinations of solutions are themselves solutions of the Helmholtz equation. This property can be used to obtain solutions of well-defined helicity. The helicity operator is the projection of the spin onto the linear momentum. For the functions defined in real space and frequency domain, the representation of the operator is $\frac{\nabla \times}{k}$ [20]. Using the definitions of the transverse solutions in Eqs. (2.13b) and (2.13c) in combination with Eq. (2.9), we find that by applying the helicity operator on one of the transverse solutions $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ or $\boldsymbol{N}_{\nu}(\boldsymbol{r}, k)$ generates the other. So, solutions that are eigenfunctions of the helicity operator with eigenvalues $\pm 1$ are readily defined by

$$
\begin{equation*}
\boldsymbol{A}_{\nu \pm}(\boldsymbol{r}, k)=\frac{\boldsymbol{N}_{\nu}(\boldsymbol{r}, k) \pm \boldsymbol{M}_{\nu}(\boldsymbol{r}, k)}{\sqrt{2}} . \tag{2.14}
\end{equation*}
$$

As a result, we have two sets of solutions for the Helmholtz equation that will be used later on: the helicity basis and the parity basis. We finish these more abstract discussions of the solutions and will shortly derive the concrete definitions of the functions of the parity basis.

## Vector plane waves

The vector plane waves with a wave vector expressed by its Cartesian components $\boldsymbol{k}=$ $k_{x} \hat{\boldsymbol{x}}+k_{y} \hat{\boldsymbol{y}}+k_{z} \hat{\boldsymbol{z}}=k \hat{\boldsymbol{k}}$ are given by

$$
\begin{align*}
& \boldsymbol{M}_{\hat{\boldsymbol{k}}}(\boldsymbol{r}, k)=\mathrm{i} \frac{k_{y} \hat{\boldsymbol{x}}-k_{x} \hat{\boldsymbol{y}}}{k_{\rho}} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{r}}=-\mathrm{i} \hat{\boldsymbol{\varphi}}_{\boldsymbol{k}} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{r}}  \tag{2.15a}\\
& \boldsymbol{N}_{\hat{\boldsymbol{k}}}(\boldsymbol{r}, k)=\frac{-k_{x} k_{z} \hat{\boldsymbol{x}}-k_{y} k_{z} \hat{\boldsymbol{y}}+k_{\rho}^{2} \hat{\boldsymbol{z}}}{k_{\rho} k} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{r}}=-\hat{\boldsymbol{\theta}}_{\boldsymbol{k}} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{r}} . \tag{2.15b}
\end{align*}
$$

The expression is normalized by dividing through $k_{\rho}=\sqrt{k_{x}^{2}+k_{y}^{2}}$. That normalization makes the functions unitless, and it also allows us to write those functions efficiently by using the unit vectors of the spherical coordinates. Note, however, that for complex-valued components, these modes are not normalized to unit strength. Furthermore, we define these functions for $k_{x}=0=k_{y}$, thus, $\hat{\boldsymbol{k}}= \pm \hat{\boldsymbol{z}}$ by

$$
\begin{align*}
\boldsymbol{M}_{ \pm \hat{\boldsymbol{z}}}(\boldsymbol{r}, k) & =-\mathrm{i} \hat{\boldsymbol{y}} \mathrm{e}^{\mathrm{i} k_{z} z}  \tag{2.16a}\\
\boldsymbol{N}_{ \pm \hat{\boldsymbol{z}}}(\boldsymbol{r}, k) & =\mp \hat{\boldsymbol{x}} \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{z} z}, \tag{2.16b}
\end{align*}
$$

which corresponds to applying first the limit $k_{y} \rightarrow 0^{+}$and then $k_{x} \rightarrow 0^{+}$. These parity modes can be seen, as mentioned above, as TE and TM modes with respect to the x -yplane or, equivalently, as the s- and p-polarized modes. The waves of well-defined helicity derived from these modes are circularly polarized for real-valued wave vectors.

An alternative indexing of these modes is useful in the presence of periodic boundaries in two directions. Instead of the three components of the normalized wave vector $\hat{\boldsymbol{k}}$, we


Figure 2.1: Visualization of vector cylindrical waves on a cylindrical surface. The fields $\operatorname{Re}\left(\boldsymbol{A}_{k_{z} m s}^{(3)}(\boldsymbol{r}, k)\right)$ are shown for $k_{z}=\pi$ and $k_{z}=2 \pi$ and non-negative values of $m$. We set $k=5$, thus, the two shown cases illustrate the fields for purely real and purely imaginary values of $k_{\rho}$ and evaluate the fields at the cylinder radius $\rho=0.2$. Each column corresponds to one helicity. The cones show the direction of the electric field. The color scale from white to dark red indicates the normalized strength of the electric field. The fields for negative values of $m$ are related to the shown fields by symmetry.
define two components, e.g., for periodicity in the x -y-plane $\boldsymbol{k}_{\|}=k_{x} \hat{\boldsymbol{x}}+k_{y} \hat{\boldsymbol{y}}$. Then, the remaining third component is given by $k_{z}=d \sqrt{k^{2}-k_{x}^{2}-k_{y}^{2}}$ where $d= \pm 1$ specifies the principle direction of propagation. Hence, we can also use $\boldsymbol{M}_{\boldsymbol{k}_{\|}, d}(\boldsymbol{r}, k)$ and $\boldsymbol{N}_{\boldsymbol{k}_{\|}, d}(\boldsymbol{r}, k)$ to uniquely define a plane wave mode. To avoid confusion with the index for positive and negative helicity, we use the notation $d=\uparrow$ for $d=1$ and $d=\downarrow$ for $d=-1$.

## Vector cylindrical waves

The second set of solutions used in this thesis are vector cylindrical waves. They are given by

$$
\begin{align*}
& \boldsymbol{M}_{k_{z} m}^{(n)}(\boldsymbol{r}, k)=\left(\mathrm{i} m \frac{Z_{m}^{(n)}\left(k_{\rho} \rho\right)}{k_{\rho} \rho} \hat{\boldsymbol{\rho}}-Z_{m}^{(n)^{\prime}}\left(k_{\rho} \rho\right) \hat{\boldsymbol{\varphi}}\right) \mathrm{e}^{\mathrm{i} m \varphi+\mathrm{i} k_{z} z}  \tag{2.17a}\\
& \boldsymbol{N}_{k_{z} m}^{(n)}(\boldsymbol{r}, k)=\left(\mathrm{i} \frac{k_{z}}{k} Z_{m}^{(n)^{\prime}}\left(k_{\rho} \rho\right) \hat{\boldsymbol{\rho}}-m \frac{k_{z}}{k} \frac{Z_{m}^{(n)}\left(k_{\rho} \rho\right)}{k_{\rho} \rho} \hat{\boldsymbol{\varphi}}+\frac{k_{\rho}}{k} Z_{m}^{(n)}\left(k_{\rho} \rho\right) \hat{\boldsymbol{z}}\right) \mathrm{e}^{\mathrm{i} m \varphi+\mathrm{i} k_{z} z}, \tag{2.17b}
\end{align*}
$$

where we applied again a normalization by dividing through $k_{\rho}$. Like in the case of vector plane waves, this normalization makes the modes unitless. Furthermore, it results in the following expressions for $k_{\rho}=0$

$$
\begin{align*}
& \boldsymbol{M}_{k_{z} m}^{(n)}(\boldsymbol{r}, k)=\left\{\begin{array}{ll} 
\begin{cases}\mathrm{i} \hat{\rho} \mp \hat{\varphi} \\
2 & \mathrm{e}^{\mathrm{i} k_{z} z \pm \mathrm{i} \varphi}=\frac{\mathrm{i} \hat{\boldsymbol{x}} \mp \hat{\boldsymbol{y}}}{2} \mathrm{e}^{\mathrm{i} k_{z} z} \\
0 & m= \pm 1 \\
0 & \text { otherwise }\end{cases} \\
\boldsymbol{N}_{k_{z} m}^{(n)}(\boldsymbol{r}, k)= \begin{cases}\frac{ \pm \mathrm{i} \hat{\rho}-\hat{\varphi}}{2} \mathrm{e}^{\mathrm{i} k_{z} z \pm i \varphi}= \pm \frac{\mathrm{i} \hat{\boldsymbol{x}} \mp \hat{\mathrm{y}}}{2} \mathrm{e}^{\mathrm{i} k_{z} z} & m= \pm 1 \text { and } k_{z}=k \\
-\frac{\mathrm{i} \hat{\rho}-\hat{\varphi}}{2} \mathrm{e}^{\mathrm{i} k_{z} z \pm \mathrm{i} \varphi}=\mp \frac{\mathrm{i} \hat{x} \mp \hat{y}}{2} \mathrm{e}^{\mathrm{i} k_{z} z} & m= \pm 1 \text { and } k_{z}=-k, \\
0 & \text { otherwise }\end{cases}
\end{array} .\right. \tag{2.18a}
\end{align*}
$$

which are well-defined limits of the general expressions above. Note that in this limiting case, the modes $\boldsymbol{M}_{k_{z} m}^{(n)}(\boldsymbol{r}, k)$ and $\boldsymbol{N}_{k_{z} m}^{(n)}(\boldsymbol{r}, k)$ become degenerate. When we now change to the modes of well-defined helicity, we find the following pattern: For positive helicity only the modes with $m= \pm 1$ and $k_{z}= \pm k$, i.e., positive linear and angular momentum are non-zero and the modes $m=\mp 1$ and $k_{z}=\mp k$ vanish. For negative helicity the opposite pattern occurs. This property is expected but useful to verify.

Most often, we use the vector cylindrical waves with $n=1$, which we call regular due to them being finite in the whole space of $\boldsymbol{r} \in \mathbb{R}^{3}$, and the waves with $n=3$ that fulfill the radiation condition, which we call singular. As an example, we illustrate the vector cylindrical waves of well-defined helicity for a small set of values in Fig. 2.1, namely we show non-negative values of $m$ for two cases: purely real values and purely imaginary values of $k_{\rho}$. The negative values of $m$ can be obtained by symmetry. Essentially, taking the mirror image where the z -axis lies in the mirror plane, flips $m$ and helicity.

## Vector spherical waves

Finally, there are the vector spherical waves. Instead of directly applying the definitions of Eqs. (2.13a) to (2.13c) onto Eq. (2.12), we define the vector spherical harmonics first. They can be directly derived from the (scalar) spherical harmonics $Y_{l m}(\theta, \varphi)$ by [16]

$$
\begin{align*}
\boldsymbol{X}_{l m}(\theta, \varphi) & =\frac{\nabla \times \boldsymbol{r}}{\sqrt{l(l+1)}} Y_{l m}(\theta, \varphi) \\
& =\underbrace{\sqrt{\frac{(2 l+1)}{4 \pi l(l+1)} \frac{(l-m)!}{(l+m)!}}}_{=N_{l m}}\left(\mathrm{i} \pi l_{l m}(\cos \theta) \hat{\boldsymbol{\theta}}-\tau_{l m}(\cos \theta) \hat{\boldsymbol{\varphi}}\right) \mathrm{e}^{\mathrm{i} m \varphi}  \tag{2.19a}\\
\boldsymbol{Y}_{l m}(\theta, \varphi) & =\hat{\boldsymbol{r}} \times \boldsymbol{X}_{l m}(\theta, \varphi)=N_{l m}\left(\tau_{l m}(\cos \theta) \hat{\boldsymbol{\theta}}+\mathrm{i} \pi_{l m}(\cos \theta) \hat{\boldsymbol{\varphi}}\right) \mathrm{e}^{\mathrm{i} m \varphi}  \tag{2.19b}\\
\boldsymbol{Z}_{l m}(\theta, \varphi) & =\mathrm{i} \hat{\boldsymbol{r}} Y_{l m}(\theta, \varphi), \tag{2.19c}
\end{align*}
$$

with the angular functions $\pi_{l m}(\cos \theta)=m \frac{P_{l}^{m}(\cos \theta)}{\sin \theta}$ and $\tau_{l m}(\cos \theta)=\frac{\partial P_{l}^{m}(\cos \theta)}{\partial \theta}$. The functions $P_{l}^{m}(\cdot)$ are the associated Legendre polynomials defined in Appendix C. We also define the normalization factor $N_{l m}$ for later use. The operator $\boldsymbol{r} \times \nabla$ is proportional to the angular momentum operator. The vector spherical harmonics constitute an orthonormal set by obeying [16]

$$
\begin{equation*}
\int_{0}^{\pi} \mathrm{d} \theta \sin \theta \int_{0}^{2 \pi} \mathrm{~d} \varphi \boldsymbol{X}_{l^{\prime} m^{\prime}}{ }^{*}(\theta, \varphi) \boldsymbol{X}_{l m}(\theta, \varphi)=\delta_{l l^{\prime}} \delta_{m m^{\prime}} \tag{2.20}
\end{equation*}
$$



Figure 2.2: Visualization of vector spherical waves on a spherical surface. The dipolar $(l=1)$ and quadrupolar $(l=2)$ orders of $\operatorname{Re}\left(\boldsymbol{A}_{l m s}^{(3)}(\boldsymbol{r}, k)\right)$ are shown for nonnegative values of $m$ in each row. Each column corresponds to one helicity. The cones show the direction of the electric field. The color scale from white to dark red indicates the normalized strength of the electric field. The fields for negative values of $m$ are related to the shown fields bymmetry.
and

$$
\begin{align*}
& \int_{0}^{\pi} \mathrm{d} \theta \sin \theta \int_{0}^{2 \pi} \mathrm{~d} \varphi \boldsymbol{Y}_{l^{\prime} \prime^{\prime}}{ }^{*}(\theta, \varphi) \boldsymbol{X}_{l m}(\theta, \varphi)=0  \tag{2.21}\\
& \int_{0}^{\pi} \mathrm{d} \theta \sin \theta \int_{0}^{2 \pi} \mathrm{~d} \varphi \boldsymbol{Z}_{l^{\prime} m^{\prime}}{ }^{*}(\theta, \varphi) \boldsymbol{X}_{l m}(\theta, \varphi)=0 \tag{2.22}
\end{align*}
$$

as well as the analogous relations for $\boldsymbol{Y}_{l m}(\theta, \varphi)$ and $\boldsymbol{Z}_{l m}(\theta, \varphi)$. With these functions, the vector spherical waves can be written as

$$
\begin{align*}
\boldsymbol{M}_{l m}^{(n)}(\boldsymbol{r}, k) & =\boldsymbol{X}_{l m}(\theta, \varphi) z_{l}^{(n)}(k r)  \tag{2.23a}\\
\boldsymbol{N}_{l m}^{(n)}(\boldsymbol{r}, k) & =\boldsymbol{Y}_{l m}(\theta, \varphi)\left(\frac{z_{l}^{(n)}(k r)}{k r}+z_{l}^{(n)^{\prime}}(k r)\right)+\sqrt{l(l+1)} \boldsymbol{Z}_{l m}(\theta, \varphi) \frac{z_{l}^{(n)}(k r)}{k r} .
\end{align*}
$$

These functions $\boldsymbol{M}_{l m}^{(n)}(\boldsymbol{r}, k)$ and $\boldsymbol{N}_{l m}^{(n)}(\boldsymbol{r}, k)$ are zero for $l=0$, which mathematically expresses the absence of electromagnetic monopole waves. The lowest non-zero multipole order is the dipolar order. Again, we use mostly the regular and singular modes with $n=1$ and $n=3$ later. The singular modes fulfill the radiation condition in three dimensions [16].

Similarly to the vector cylindrical waves, visualizations of the vector spherical waves of well-defined helicity are shown in Fig. 2.2. We show the dipolar and quadrupolar fields for non-negative values of $m$, as the negative values can be obtained by mirror symmetry again. With the vector plane, cylindrical, and spherical waves defined, we have completed the foundation works on defining the solutions with which we will work in the following. These are, however, solutions to the Helmholtz equation. We now make the connection to Maxwell's equations in the presence of isotropic chiral constitutive relations.

## Wave solutions to Maxwell's equations

We first insert the constitutive relation Eq. (2.7) into the final form of Maxwell's equations we arrived at in Eq. (2.3) to eliminate the fields $\mathcal{D}\left(\boldsymbol{r}, k_{0}\right)$ and $\boldsymbol{\mathcal { B }}\left(\boldsymbol{r}, k_{0}\right)$ from them. Equation (2.3b) then becomes

$$
\nabla \times\binom{\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)}{\mathcal{H}\left(\boldsymbol{r}, k_{0}\right)}=k_{0}\left(\begin{array}{cc}
\kappa\left(k_{0}\right) & \mathrm{i} \mu\left(k_{0}\right)  \tag{2.24}\\
-\mathrm{i} \epsilon\left(k_{0}\right) & \kappa\left(k_{0}\right)
\end{array}\right)\binom{\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)}{\boldsymbol{\mathcal { H }}\left(\boldsymbol{r}, k_{0}\right)}
$$

and, as long as the determinant of the bi-isotropic tensor is non-zero, namely $\epsilon\left(k_{0}\right) \mu\left(k_{0}\right) \neq$ $\kappa^{2}\left(k_{0}\right)$, Eq. (2.3a) can be converted to

$$
\begin{equation*}
\nabla \cdot\binom{\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)}{\boldsymbol{\mathcal { H }}\left(\boldsymbol{r}, k_{0}\right)}=0 . \tag{2.25}
\end{equation*}
$$

For practical applications, the vanishing determinant is not an issue since the chirality parameter is usually orders of magnitude smaller than the permittivity.

Equations (2.24) and (2.25) do not mix solutions with different $k_{0}$, which is a result of both, Maxwell's equations and the constitutive relations, being linear. Thus, we can solve these equations for each $k_{0}$ separately. Furthermore, in time-domain, the fields are observable quantities and, thus, have to be real valued, which relates the positive and negative frequency fields. It also connects real and imaginary parts of the material
parameters, such as the permittivity, which are known as Kramers-Kronig relations [16]. Based on these observations, we can restrict all further discussions to monochromatic, positive frequency fields, which changes $k_{0}$ from being the conjugated variable of the time $t$ in the Fourier transform to a parameter. We indicate this change by separating it with a semi-colon. The electric field is then given by

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{r}, t)=\operatorname{Re}\left(\boldsymbol{\mathcal { E }}\left(\boldsymbol{r} ; k_{0}\right) \mathrm{e}^{-\mathrm{i} c k_{0} t}\right) . \tag{2.26}
\end{equation*}
$$

The replacement

$$
\begin{equation*}
\mathcal{E}\left(\boldsymbol{r}, k_{0}^{\prime}\right)=\frac{1}{2 c}\left(\delta\left(k_{0}-k_{0}^{\prime}\right) \mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)+\delta\left(k_{0}+k_{0}^{\prime}\right) \mathcal{E}^{*}\left(\boldsymbol{r} ; k_{0}\right)\right) \tag{2.27}
\end{equation*}
$$

can always recover the original Fourier transform for the monochromatic field and can be tested by applying Eq. (A.1) to Eq. (2.27), which results in Eq. (2.26). However, using $\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)$ is often more convenient than using $\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)$ because the delta distributions do not need to be carried explicitly.

If we assume an achiral material for the moment, we set the chirality parameter to zero. Then, the typical approach to find a solution is: First, apply the curl twice in Eq. (2.24) to eliminate one of the fields $\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)$ or $\mathcal{H}\left(\boldsymbol{r} ; k_{0}\right)$, and, second, use Eq. (2.25) to arrive at Eq. (2.9) with the wave number in the medium $k\left(k_{0}\right)=\sqrt{\epsilon\left(k_{0}\right) \mu\left(k_{0}\right)} k_{0}$. Once we arrived at that point, we can immediately use all results of the Helmholtz equation to express the fields either in parity modes $\boldsymbol{M}_{\nu}(\boldsymbol{r}, k)$ and $\boldsymbol{N}_{\nu}(\boldsymbol{r}, k)$ or modes of well-defined helicity $\boldsymbol{A}_{\nu \pm}\left(\boldsymbol{r}, k_{ \pm}\right)$in a Cartesian, spherical, or cylindrical basis, respectively.

The presence of chiral matter makes this approach less straightforward, because applying the curl twice no longer eliminates one of the two remaining fields. Therefore, we try to find fields different from $\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)$ and $\boldsymbol{\mathcal { B }}\left(\boldsymbol{r} ; k_{0}\right)$ that diagonalize Eq. (2.24). From a straightforward calculation of the eigenvectors of the matrix in Eq. (2.24), we find

$$
\begin{equation*}
\mathcal{G}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right)=\frac{\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right) \pm \mathrm{i} Z\left(k_{0}\right) \mathcal{H}\left(\boldsymbol{r} ; k_{0}\right)}{\sqrt{2}} \tag{2.28}
\end{equation*}
$$

which are also known as Riemann-Silberstein vectors or Beltrami fields [21, 22], and $Z\left(k_{0}\right)=\sqrt{\frac{\mu\left(k_{0}\right)}{\epsilon\left(k_{0}\right)}}$ is the relative impedance. The corresponding eigenvalues are $\pm n_{ \pm}\left(k_{0}\right)=$ $\pm \sqrt{\epsilon\left(k_{0}\right) \mu\left(k_{0}\right)}+\kappa\left(k_{0}\right)$. As the variable name suggests, these eigenvalues correspond to two different refractive indices and, so, two different wave numbers $k_{ \pm}\left(k_{0}\right)=k_{0} n_{ \pm}\left(k_{0}\right)$. Thereby, we have two separate equations

$$
\begin{equation*}
\nabla \times \mathcal{G}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right)= \pm k_{ \pm}\left(k_{0}\right) \mathcal{G}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right) . \tag{2.29}
\end{equation*}
$$

Now, it is possible to apply the curl twice as in the achiral case and, in combination with the vanishing divergence of $\mathcal{G}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right)$, we arrive again at the Helmholtz equation. Thus, we know that these fields are solutions of the Helmholtz equation. Equation (2.29), however, is stricter than the Helmholtz equation. In fact, it requires fields of pure helicity as solutions and we can expand $\mathcal{G}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right)$ as

$$
\begin{equation*}
\boldsymbol{\mathcal { G }}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right)=\sqrt{2} \sum_{\nu} a_{\nu \pm} \boldsymbol{A}_{\nu \pm}\left(\boldsymbol{r}, k_{ \pm}\left(k_{0}\right)\right), \tag{2.30}
\end{equation*}
$$



Figure 2.3: Artistic illustration of the scattering process described with spherical and cylindrical T-matrices. Panel (a) shows the vector spherical waves in blue scattered from a finite size gray object. The incident field in light color gets scattered to a dark spherical wave. In panel (b), the vector cylindrical waves are shown in red. The scatterer is an elongated object with a periodic shape along its axis. The actual shape of the fields are shown in Figs. 2.1 and 2.2.
with the expansion coefficients $a_{\nu \pm}$. Returning to a description of the electromagnetic waves as electric and magnetic fields, this leads to the expansions

$$
\begin{equation*}
\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)=\sum_{s= \pm 1} \sum_{\nu} a_{\nu s} \boldsymbol{A}_{\nu S}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) \tag{2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}\left(\boldsymbol{r} ; k_{0}\right)=-\frac{\mathrm{i}}{Z\left(k_{0}\right)} \sum_{s= \pm 1} \sum_{\nu} s a_{\nu s} \boldsymbol{A}_{\nu s}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) \tag{2.32}
\end{equation*}
$$

These general solutions (the expansion in terms of the displacement field and the magnetic flux density are given in Appendix D) of Maxwell's equations together with the concrete solutions for the Helmholtz equation in Cartesian, cylindrical, and spherical coordinates provide now many possible starting points to solve various scattering problems. For this purpose, the next questions revolve around how to include scatterers with different material properties - up to now the solution is only applicable for homogeneous spaces and how to treat multiple scattering and interaction between different particles.

### 2.2 The T-matrix method for vector spherical and cylindrical waves

A very successful approach to efficiently compute the scattering response of an individual scatterer and of clusters of particles is the T-matrix method [23]. Originally, it was developed using vector spherical waves [12]. However, the method can be applied equally well using vector cylindrical waves [24]. We start with outlining several methods, analytical
and numerical, to obtain the T-matrix. Then, we proceed from single object T-matrices to multi-scattering scenarios in the presence and absence of periodic boundaries. Finally, we give an overview over regularly used transformations that can be applied to perform various actions on the T-matrix.

Generally, the T-matrix method relies on the separation of the total electric field $\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)=\mathcal{E}_{\text {inc }}\left(\boldsymbol{r} ; k_{0}\right)+\mathcal{E}_{\text {sca }}\left(\boldsymbol{r} ; k_{0}\right)$ outside the considered scatterer into an incident and a scattered part. By using suitable functions for the incident and scattered field, namely the regular and singular fields of the vector spherical and cylindrical waves, this separation can be written conveniently as

$$
\begin{align*}
& \mathcal{E}_{\text {inc }}\left(\boldsymbol{r} ; k_{0}\right)=\sum_{s= \pm 1} \sum_{\nu} a_{\nu s} \boldsymbol{A}_{\nu s}^{(1)}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right)  \tag{2.33}\\
& \boldsymbol{\mathcal { E }}_{\text {sca }}\left(\boldsymbol{r} ; k_{0}\right)=\sum_{s= \pm 1} \sum_{\nu} p_{\nu s} \boldsymbol{A}_{\nu s}^{(3)}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right), \tag{2.34}
\end{align*}
$$

where the expansion coefficients of the incident field are $a_{\nu s}$ and those of the scattered field are $p_{\nu s}$. Note that in comparison to the previous section the general index $\nu$ now only includes the combination $l$ and $m$ or $k_{z}$ and $m$ and not the parameter $n$ any more. We can expand the incident field in regular modes only because they are the only fields finite at the origin for vector spherical and cylindrical waves. The scattered field has to fulfill the radiation condition [16], so only the singular modes can contribute. While we define the T-matrix here only in the helicity basis, it can be also defined using the parity modes. However, we restrict the discussion to helicity modes for brevity.

If we now consider an isolated scatterer placed at the origin of the coordinate system, the electric field around the scatterer can be expanded in those modes. As long as the scatterer responds linearly to the incident field, the relation between the incident and scattered field coefficients can be written as

$$
\begin{equation*}
p_{\nu s}=\sum_{s^{\prime}= \pm 1} \sum_{\nu^{\prime}} T_{\nu s \nu^{\prime} s^{\prime}} a_{\nu^{\prime} s^{\prime}} \tag{2.35}
\end{equation*}
$$

where the coefficients $T_{\nu s \nu^{\prime} s^{\prime}}$ encode the transition from incident mode $\nu^{\prime}$ with helicity $s^{\prime}$ to the scattered mode $\nu$ with helicity $s$. In general, it gets necessary to truncate the inclusion of the modes $\nu$ and $\nu^{\prime}$ for a numerical evaluation. It turns the infinitely large space of solutions into a finite set. Then, the expression above can be written as a matrix equation

$$
\begin{equation*}
p=\mathbf{T} a \tag{2.36}
\end{equation*}
$$

It needs to be clarified, when such a truncation is justified. In the case of vector spherical waves, the scatterer is required to have a finite size. Then, for a sufficiently large truncation order, the error introduced by omitting all higher multipole orders is negligible. Extremely tiny objects, like molecules or truly nanoparticles, can effectively be described by a dipolar approximation. The objects are simply too small to probe the spatial variation of the incident field. For many practical problems in the field of nanooptics, the expansion can be truncated at order four or five. In case of the vector cylindrical waves, the scatterer must be finite in the x - y -plane. In the z -direction, it is highly beneficial for the scattering structure to have a periodicity. Then, the at least discrete translation symmetry along
the z -direction implies that only those values of $k_{z}$ couple that differ in multiples of the reciprocal lattice. Otherwise, all modes from a continuous spectrum of values of $k_{z}$ couple with each other. Thus, we assume that if we apply the T-matrix method using the vector cylindrical waves, the scatterer is periodic in the z-direction. As a result, we can truncate $k_{z}$ to a finite number of diffraction orders that mainly contribute to the field. All higher diffraction orders are then highly evanescent and can be neglected for scattering calculations. An exemplary structure of a general object described by a Tmatrix are shown in Fig. 2.3 in panels (a) and (b) for vector spherical and cylindrical waves, respectively.

### 2.2.1 Computing T-matrices for arbitrarily shaped scatterers

While the calculation of the scattering response by the T-matrix is a simple matrix multiplication, we still need to describe how the T-matrix coefficients can be obtained. We discuss two methods. First, we describe how to calculate analytically the scattering from spheres and cylinders consisting of chiral materials and having potentially several concentric shells. For simple spheres, these coefficients are known as Mie coefficients [25]. Second, we describe one possible method to calculate the T-matrix of arbitrarily shaped particles using finite-element calculations. Note that a range of other methods exists to calculate T-matrix coefficients, such as the extended boundary condition method [12, 26], also known as null-field method, or the method of distributed dipoles [27]. The T-matrix of molecules can be obtained from quantum-chemical simulations by relating the resulting polarizability matrices with the T-matrix entries [P7]. We also want to remark that one can parametrize the possible values of the T-matrix of a general isotropic object using Mie angles [28].

## Analytical solutions for multi-layered spheres and cylinders

The most general cases solved here are multi-layered spheres in the vector spherical wave basis and multi-layered infinitely long cylinders in the vector cylindrical wave basis. First, we fix the wave number $k_{0}$, which we omit as argument to the material parameters for a conciser notation. In both cases, we have the inner core with radius $r_{1}$ and $\rho_{1}$ made of a material with parameters $\epsilon_{1}, \mu_{1}$, and $\kappa_{1}$. Here, the field has to be expanded in regular modes only, because the field has to be finite in the center. Then, an arbitrary finite number of $N-1$ concentric shells with radii $r_{i}$ or $\rho_{i}$ and $\epsilon_{i}, \mu_{i}$, and $\kappa_{i}$ for $i \in\{2, \ldots, N\}$ can follow. Finally, the embedding medium is characterized by the material parameters $\epsilon_{N+1}, \mu_{N+1}$, and $\kappa_{N+1}$.

Now, we impose the condition that at each of the $N$ interfaces the tangential components of $\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)$ and $\mathcal{H}\left(\boldsymbol{r} ; k_{0}\right)$ are continuous. For spheres, this leads to [29-31]

$$
\begin{align*}
\hat{\boldsymbol{r}} \times\left.\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)\right|_{r=r_{i}-0} & =\hat{\boldsymbol{r}} \times\left.\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)\right|_{r=r_{i}+0}  \tag{2.37a}\\
\hat{\boldsymbol{r}} \times\left.\mathcal{H}\left(\boldsymbol{r}, k_{0}\right)\right|_{r=r_{i}-0} & =\hat{\boldsymbol{r}} \times\left.\boldsymbol{\mathcal { H }}\left(\boldsymbol{r}, k_{0}\right)\right|_{r=r_{i}+0} \tag{2.37b}
\end{align*}
$$

and for cylinders to 31

$$
\begin{align*}
\hat{\boldsymbol{\rho}} \times\left.\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)\right|_{\rho=\rho_{i}-0} & =\hat{\boldsymbol{\rho}} \times\left.\mathcal{E}\left(\boldsymbol{r}, k_{0}\right)\right|_{\rho=\rho_{i}+0}  \tag{2.38a}\\
\hat{\boldsymbol{\rho}} \times\left.\mathcal{H}\left(\boldsymbol{r}, k_{0}\right)\right|_{\rho=\rho_{i}-0} & =\hat{\boldsymbol{\rho}} \times\left.\mathcal{H}\left(\boldsymbol{r}, k_{0}\right)\right|_{\rho=\rho_{i}+0} . \tag{2.38b}
\end{align*}
$$

We can now project onto individual coefficients of the expansions in Eqs. (2.33) and (2.34). For spheres this is done by multiplying with $\boldsymbol{X}_{l m}^{*}(\theta, \varphi)$ or $\boldsymbol{Y}_{l m}^{*}(\theta, \varphi)$ and integrating over the angles as shown in Eqs. (2.20) to (2.22). For the cylinder, we multiply with either $\hat{\boldsymbol{\varphi}} \mathrm{e}^{-\mathrm{i}\left(m \varphi+k_{z} z\right)}$ or $\hat{\boldsymbol{z}} \mathrm{e}^{-\mathrm{i}\left(m \varphi+k_{z} z\right)}$ and integrate over $\varphi$ and $z$. This then leads to equations of the structure

$$
\left(\begin{array}{ll}
\boldsymbol{\Psi}_{\nu, i+1, i}^{(1)} & \boldsymbol{\Psi}_{\nu, i+1, i}^{(3)}  \tag{2.39}\\
\boldsymbol{\Xi}_{\nu, i+1, i}^{(1)} & \boldsymbol{\Xi}_{\nu, i+1, i}^{(3)}
\end{array}\right)\left(\begin{array}{l}
a_{\nu,-, i+1} \\
a_{\nu,+, i+1} \\
p_{\nu,-, i+1} \\
p_{\nu,+, i+1}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{\Psi}_{\nu, i, i}^{(1)} & \mathbf{\Psi}_{\nu, i, i}^{(3)} \\
\boldsymbol{\Xi}_{\nu, i, i}^{(1)} & \boldsymbol{\Xi}_{\nu, i, i}^{(3)}
\end{array}\right)\left(\begin{array}{l}
a_{\nu,-, i} \\
a_{\nu,+, i} \\
p_{\nu,-, i} \\
p_{\nu,+, i}
\end{array}\right)
$$

where the matrices $\boldsymbol{\Psi}_{\dot{j}}^{(n)}$ are a result from applying Eqs. (2.37a) and (2.38a), and $\boldsymbol{\Xi}_{\nu, j, i}^{(n)}$ come from Eqs. (2.37b) and (2.38b), the index $j$ refers to the material parameters and the index $i$ to the radius. For the spherical waves and the sphere, the matrices are

$$
\mathbf{\Psi}_{l, j, i}^{(n)}=\mathbf{\Psi}_{l}^{(n)}\left(x_{-}, x_{+}\right)=\left(\begin{array}{cc}
-z_{l}^{(n)}\left(x_{-}\right) & z_{l}^{(n)}\left(x_{+}\right)  \tag{2.40}\\
\frac{\left(x_{-} z_{l}^{(n)}\left(x_{-}\right)\right)^{\prime}}{x_{-}} & \frac{\left(x_{+} z_{l}^{(n)}\left(x_{+}\right)\right)^{\prime}}{x_{+}}
\end{array}\right)
$$

and

$$
\boldsymbol{\Xi}_{l, j, i}^{(n)}=\boldsymbol{\Xi}_{l}^{(n)}\left(x_{-}, x_{+}\right)=\frac{1}{Z_{j}}\left(\begin{array}{cc}
z_{l}^{(n)}\left(x_{-}\right) & z_{l}^{(n)}\left(x_{+}\right)  \tag{2.41}\\
-\frac{\left(x_{-} z_{l}^{(n)}\left(x_{-}\right)\right)^{\prime}}{x_{-}} & \frac{\left(x_{+} z_{l}^{(n)}\left(x_{+}\right)\right)^{\prime}}{x_{+}}
\end{array}\right)
$$

with $l$ replacing $\nu$. For the sphere, the coefficients are the same for all values of $m$. The argument $x_{ \pm}$is a shorthand for the size parameter $k_{ \pm} r_{i}$, with $k_{ \pm}$depending on the material parameters $\epsilon_{j}, \mu_{j}$, and $\kappa_{j}$. For the cylindrical waves and the cylinder, we have

$$
\mathbf{\Psi}_{k_{z} m, j, i}^{(n)}=\boldsymbol{\Psi}_{k_{z} m}^{(n)}\left(x_{-}, x_{+}\right)=\left(\begin{array}{cc}
-\frac{k_{\rho,-}}{k_{-}} Z_{m}^{(n)}\left(x_{-}\right) & -\frac{k_{\rho,+}}{k_{+}} Z_{m}^{(n)}\left(x_{+}\right)  \tag{2.42}\\
-\frac{k_{z}}{k_{-}} \frac{m Z_{m}^{(n)}\left(x_{-}\right)}{x_{-}}+Z_{m}^{(n)^{\prime}}\left(x_{-}\right) & -\frac{k_{z}}{k_{+}} \frac{m Z_{m}^{(n)}\left(x_{+}\right)}{x_{+}}-Z_{m}^{(n)^{\prime}}\left(x_{+}\right)
\end{array}\right)
$$

and

$$
\boldsymbol{\Xi}_{k_{z} m, j, i}^{(n)}=\boldsymbol{\Xi}_{k_{z} m}^{(n)}\left(x_{-}, x_{+}\right)=\frac{1}{Z_{j}}\left(\begin{array}{cc}
\frac{k_{\rho,-}}{k_{-}} Z_{m}^{(n)}\left(x_{-}\right) & -\frac{k_{\rho,+}}{k_{+}} Z_{m}^{(n)}\left(x_{+}\right)  \tag{2.43}\\
\frac{k_{z}}{k_{-}} \frac{m Z_{m}^{(n)}\left(x_{-}\right)}{x_{-}}-Z_{m}^{(n)^{\prime}}\left(x_{-}\right) & -\frac{k_{z}}{k_{+}} \frac{m Z_{m}^{(n)}\left(x_{+}\right)}{x_{+}}-Z_{m}^{(n)^{\prime}}\left(x_{+}\right)
\end{array}\right)
$$

where $x_{ \pm}=k_{\rho_{ \pm}} \rho_{i}$. As a next step, we can invert the left-hand-side in Eq. (2.39) for all interfaces to obtain the matrix

$$
\mathbf{M}_{\nu, N}=\left(\begin{array}{ll}
\boldsymbol{\Psi}_{\nu, N+1, N}^{(1)} & \boldsymbol{\Psi}_{\nu, N+1, N}^{(3)}  \tag{2.44}\\
\boldsymbol{\Xi}_{\nu, N+1, N}^{(1)} & \boldsymbol{\Xi}_{\nu, N+1, N}^{(3)}
\end{array}\right)^{-1}\left(\begin{array}{ll}
\boldsymbol{\Psi}_{\nu, N, N}^{(1)} & \boldsymbol{\Psi}_{\nu, N, N}^{(3)} \\
\boldsymbol{\Xi}_{\nu, N, N}^{(1)} & \boldsymbol{\Xi}_{\nu, N, N}^{(3)}
\end{array}\right)
$$

This matrix has a quite compact form for spheres and in the case of $k_{z}=0$ also for cylinders. These expressions are given in Appendix E. With these matrices and the
requirement that in the innermost material, i.e., the core of the particle, the singular fields must vanish to have physically plausible finite field values, we get

$$
\left(\begin{array}{l}
a_{\nu,-, N+1}  \tag{2.45}\\
a_{\nu,+, N+1} \\
p_{\nu,-, N+1} \\
p_{\nu,+, N+1}
\end{array}\right)=\mathbf{M}_{\nu, N} \ldots \mathbf{M}_{\nu, 2}\left(\begin{array}{ll}
\mathbf{\Psi}_{\nu, 2,1}^{(1)} & \mathbf{\Psi}_{\nu, 2,1}^{(3)} \\
\boldsymbol{\Xi}_{\nu, 2,1}^{(1)} & \boldsymbol{\Xi}_{\nu, 2,1}^{(3)}
\end{array}\right)^{-1}\binom{\mathbf{\Psi}_{\nu, 1,1}^{(1)}}{\boldsymbol{\Xi}_{\nu, 1,1}^{(1)}}\binom{a_{\nu,-, 1}}{a_{\nu,+, 1}} .
$$

The four-by-two matrix on the right-hand side can be separated in two parts: the upper two-by-two matrix relates the incident fields to the internal fields and the lower part relates the scattered with the internal fields. After eliminating the internal fields from these equations, we obtain the T-matrix coefficients for each of the modes.

## Numerical solutions

For other shapes than multi-layered spheres or cylinders, it is usually necessary to calculate the T-matrix numerically. A range of methods exists for this purpose: the discrete dipoles method [27], the extended boundary condition method [12, 26], or solving the scattering with a full wave solver and decomposing the incident and scattered fields into vector spherical or cylindrical waves [32, 33].

We use mostly the method of solving the scattering problem with general purpose Maxwell solvers, usually based on the finite-element method. However, it is also possible to use finite difference methods. In principle, the object is illuminated with multiple incident fields that can be decomposed into vector spherical or cylindrical wave coefficients $\boldsymbol{a}_{i}$ and then, after solving the scattering problem for that illumination, the scattered field is also decomposed resulting in the corresponding expansion coefficients $\boldsymbol{p}_{i}$. After $N$ illuminations, we obtain the linear system of equations

$$
\left(\begin{array}{llll}
\boldsymbol{p}_{1} & \boldsymbol{p}_{2} & \cdots & \boldsymbol{p}_{N}
\end{array}\right)=\mathbf{T}\left(\begin{array}{llll}
\boldsymbol{a}_{1} & \boldsymbol{a}_{2} & \cdots & \boldsymbol{a}_{N} \tag{2.46}
\end{array}\right),
$$

that can then be solved for the unknown matrix $\mathbf{T}$. For an equal number $N$ of illuminations to the dimension of $\mathbf{T}$, this is just the inversion of the matrix consisting of the incident field illuminations. Therefore, the illuminations have to be chosen such that the coefficient vectors are linearly independent. However, it can be beneficial to use a larger number of illuminations [33]. Then, the overdetermined system can be solved, e.g., by the method of least squares. Most often, the illumination is chosen to be plane waves [33] or spherical waves [32]. The former are useful because they have rather simple and analytical expansion coefficients and their implementation is typically included natively in general purpose Maxwell solvers. The latter are less frequently available as direct implementations in general purpose Maxwell solvers, but offer the advantage that every incident spherical wave mode can be excited separately. Hence, the matrix containing the incident field coefficients becomes a unit matrix and the step of matrix inversion can be omitted.

The decomposition of the scattered fields is conceptually most simple using a spherical or cylindrical surface enclosing the scatterer completely for spherical and cylindrical waves, respectively. Then, the properties of the vector spherical harmonics in Eqs. (2.20) to (2.22) leads to

$$
\begin{equation*}
\frac{1}{\sqrt{2}} \boldsymbol{\Psi}_{l}^{(3)}\left(x_{-}, x_{+}\right)\binom{p_{l m,+}}{p_{l m,-}}=\binom{\int \mathrm{d} \Omega \boldsymbol{X}_{l m}^{*}(\theta, \varphi) \mathcal{E}_{\text {sca }}\left(\boldsymbol{r} ; k_{0}\right)}{\int \mathrm{d} \Omega \boldsymbol{Y}_{l m}^{*}(\theta, \varphi) \mathcal{E}_{\mathrm{sca}}\left(\boldsymbol{r} ; k_{0}\right)}, \tag{2.47}
\end{equation*}
$$



Figure 2.4: Geometry of two particles described by T-matrices in a periodic arrangement. For the two particles with red outlines, the individual circumscribing circles are shown as dotted lines. In a local description the expansion is valid in the domain outside of these circles. The dashed circle marks the domain of validity for a global T-matrix, describing both particles as a combined object. Note that in a periodic arrangement it is possible that for a small lattice pitch the description of scattering in a global description is not valid due to overlapping circumscribing spheres. However, the local description can still be used in the computation. For spherical and cylindrical waves, this two-dimensional figure generalizes two three dimensions by replacing the circumscribing circles with spheres or cylinders, respectively.
where the matrix on the left-hand side is defined in Eq. (2.40). The same procedure, but as in the analytical solution with suitable projectors for cylindrical waves, leads to

$$
\begin{equation*}
\frac{1}{\sqrt{2}} \boldsymbol{\Psi}_{k_{z} m}^{(3)}\left(x_{-}, x_{+}\right)\binom{p_{k_{z} m,+}}{p_{k_{z} m,-}}=\frac{1}{2 \pi a_{z}}\binom{\int \mathrm{~d} \Omega \hat{\boldsymbol{z}} \hat{\mathrm{e}}^{-\mathrm{i}\left(m \varphi+k_{z} z\right)} \mathcal{E}_{\text {sca }}\left(\boldsymbol{r} ; k_{0}\right)}{\int \mathrm{d} \Omega \hat{\boldsymbol{\varphi}} \mathrm{e}^{\mathrm{i}\left(m \varphi+k_{z} z\right)} \mathcal{E}_{\mathrm{sca}}\left(\boldsymbol{r} ; k_{0}\right)} \tag{2.48}
\end{equation*}
$$

using the matrix from Eq. (2.42). However, this simple approach is numerically less stable than more sophisticated methods and it requires large computational domains in cases where the circumscribing sphere or cylinder is much larger than the object itself. Then, it is useful to apply other methods [34]. However, this simple approach is useful for chiral embedding materials where two different wave numbers have to be considered.

### 2.2.2 Multi-scattering in clusters with and without periodic boundaries

Up to now, the T-matrix method is limited to single objects, but many phenomena in physics appear due to the interaction of multiple objects. Moreover, if periodic boundary conditions are considered, the interaction between objects in different unit cells of the lattice has to be included. When using the vector spherical or cylindrical waves, these interactions can be computed analytically, which comes with several benefits. First, the evaluation of the analytic formulas can be very efficient. In the case of periodicity, however, it will only be efficient after the substantial manipulations derived in Chapter 3. Second, it is possible to separate the object properties from the arrangement properties to a large extent and, thereby, analyze them separately. Third, it becomes quite simple to bridge different length scales. Finally, the analytic formulas can also be differentiated to perform gradient based optimizations [35].

Initially, we consider a system without periodic boundaries. We start by considering $N$ particles described by T -matrices $\mathbf{T}_{i}$ at the positions $\boldsymbol{r}_{i}$ with $i \in\{i, \ldots, N\}$. An example for two particles is shown in Fig. 2.4, the grayed-out part of the figure only applies to periodic boundaries. Each particle is illuminated by the field $\boldsymbol{a}_{i}$, and we want to solve for the scattered fields $\boldsymbol{p}_{i}$. Considering Eq. (2.36) as a starting point, the illumination on particle $i$ does not only consists of the external illumination but additionally includes the scattered fields from all other particles [23]

$$
\begin{equation*}
\boldsymbol{p}_{i}=\mathbf{T}_{i}\left(\boldsymbol{a}_{i}+\sum_{j \neq i} \mathbf{C}^{(3)}\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right) \boldsymbol{p}_{j}\right) . \tag{2.49}
\end{equation*}
$$

The scattered field at $\boldsymbol{r}_{j}$ is expanded into a regular field incident on $\boldsymbol{r}_{i}$ by the matrix $\mathbf{C}^{(3)}\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right)=\mathbf{C}_{i j}^{(3)}$. For vector spherical waves, this matrix contains the coefficients $A_{l l^{\prime}, l m}^{(3)}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, k_{ \pm}\right)$and $B_{l^{\prime} m^{\prime}, l m}^{(3)}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, k_{ \pm}\right)$that relate the fields (see Appendix $\mathbb{F}$ ) 26, 36, 37

$$
\begin{equation*}
\boldsymbol{A}_{l m \pm}^{(3)}\left(\boldsymbol{r}, k_{ \pm}\right)=\sum_{l^{\prime}=1}^{\infty} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}}\left(A_{l^{\prime} m^{\prime}, l m}^{(3)}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, k_{ \pm}\right) \pm B_{l^{\prime} m^{\prime}, l m}^{(3)}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, k_{ \pm}\right)\right) \boldsymbol{A}_{l^{\prime} m^{\prime} \pm}^{(1)}\left(\boldsymbol{r}^{\prime}, k_{ \pm}\right) \tag{2.50}
\end{equation*}
$$

at two positions for $\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|>\left|\boldsymbol{r}^{\prime}\right|$. Note that the fields of well-defined helicity are not mixed by this operation. However, parity modes generally get mixed. In the vector cylindrical wave basis the translation formula has with

$$
\begin{equation*}
\boldsymbol{A}_{k_{z} m \pm}^{(3)}\left(\boldsymbol{r}, k_{ \pm}\right)=\sum_{m^{\prime}=-\infty}^{\infty} H_{m-m^{\prime}}^{(3)}\left(\sqrt{k_{ \pm}^{2}-k_{z}^{2}} \rho_{\boldsymbol{r}-\boldsymbol{r}^{\prime}}\right) \mathrm{e}^{\mathrm{i}\left(m-m^{\prime}\right) \varphi_{\boldsymbol{r}-\boldsymbol{r}^{\prime}} \mathrm{i} k_{z}\left(z-z^{\prime}\right)} \boldsymbol{A}_{k_{z} m^{\prime} \pm}^{(1)}\left(\boldsymbol{r}^{\prime}, k_{ \pm}\right) \tag{2.51}
\end{equation*}
$$

for $\rho_{r-\boldsymbol{r}^{\prime}}>\rho_{\boldsymbol{r}^{\prime}}$ also a quite simple form. With the knowledge of Eqs. (2.50) and (2.51), the system of equations in Eq. (2.49) can be directly solved by

$$
\begin{equation*}
p_{\text {local }}=\underbrace{\left[\mathbb{1}-\mathbf{T}_{\text {diag }} \mathbf{C}^{(3)}\right]^{-1} \mathbf{T}_{\text {diag }}}_{\mathbf{T}_{\text {local }}} \boldsymbol{a}_{\text {local }} \tag{2.52}
\end{equation*}
$$

where $\boldsymbol{p}_{\text {local }}$ and $\boldsymbol{a}_{\text {local }}$ are vectors containing all coefficients from $\boldsymbol{p}_{i}$ and $\boldsymbol{a}_{i}$, respectively, ordered by particle index $i$, and $\mathbf{T}_{\text {diag }}$ is a block-diagonal matrix that holds the individual T-matrices ordered accordingly. The matrix $\mathbf{C}^{(3)}$ consists block-wise of the matrices $\mathbf{C}_{i j}^{(3)}$ on the off-diagonals and has zeros in the blocks of the diagonal. That simply expresses the fact that each particle does not generate a scattered field that acts as an illumination on itself. By defining the matrix $\mathbf{T}_{\text {local }}$, the structure of Eq. (2.52) becomes similar to Eq. (2.36). The difference is mainly that the combination of all objects described by the local T-matrix is given in a vector wave basis with not only one but multiple origins. We see in this expression that the interaction with the other particles modifies the T-matrix of each individual object, and we speak of a renormalization. The incident field has to be expanded separately at each origin into $\boldsymbol{a}_{\text {local }}$, and the total scattered field is obtained by
a combination of the contributions from all particle positions defined by the coefficients $\boldsymbol{p}_{\text {local }}$. The local description is valid in the domain outside the dotted lines in Fig. 2.4.

It is possible to convert the local description of the cluster of particles into a global description, i.e., all fields are defined with respect to a single origin. This can be achieved by the translation coefficients [26, 36, 37]

$$
\begin{equation*}
\boldsymbol{A}_{l m \pm}^{(n)}\left(\boldsymbol{r}, k_{ \pm}\right)=\sum_{l^{\prime}=1}^{\infty} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}}\left(A_{l^{\prime} m^{\prime}, l m}^{(1)}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, k_{ \pm}\right) \pm B_{l^{\prime} m^{\prime}, l m}^{(1)}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, k_{ \pm}\right)\right) \boldsymbol{A}_{l^{\prime} m^{\prime} \pm}^{(n)}\left(\boldsymbol{r}^{\prime}, k_{ \pm}\right) \tag{2.53}
\end{equation*}
$$

and 24]

$$
\begin{equation*}
\boldsymbol{A}_{k_{z} m \pm}^{(n)}\left(\boldsymbol{r}, k_{ \pm}\right)=\sum_{m^{\prime}=-\infty}^{\infty} J_{m-m^{\prime}}\left(\sqrt{k_{ \pm}^{2}-k_{z}^{2}} \rho_{\boldsymbol{r}-\boldsymbol{r}^{\prime}}\right) \mathrm{e}^{\mathrm{i}\left(m-m^{\prime}\right) \varphi_{r-\boldsymbol{r}^{\prime}} \mathrm{i} k_{z}\left(z-z^{\prime}\right)} \boldsymbol{A}_{k_{z} m^{\prime} \pm}^{(n)}\left(\boldsymbol{r}^{\prime}, k_{ \pm}\right), \tag{2.54}
\end{equation*}
$$

with $n \in\{1,3\}$, which are the same as those in Eqs. (2.50) and (2.51) but with the (spherical) Hankel functions of the first kind replaced with (spherical) Bessel functions. For $n=3$, these expressions are only valid for $\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|<\left|\boldsymbol{r}^{\prime}\right|$ or $\rho_{\boldsymbol{r}-\boldsymbol{r}^{\prime}}<\rho_{\boldsymbol{r}^{\prime}}$, respectively. Then, the global incident field $\boldsymbol{a}$ defined at $\boldsymbol{r}_{0}=0$ can be expanded as

$$
\boldsymbol{a}_{\text {local }}=\left(\begin{array}{c}
\mathbf{C}_{10}^{(1)}  \tag{2.55}\\
\mathbf{C}_{20}^{(1)} \\
\vdots \\
\mathbf{C}_{N 0}^{(1)}
\end{array}\right) \boldsymbol{a}
$$

and the global scattered field is obtained by

$$
\boldsymbol{p}=\left(\begin{array}{llll}
\mathbf{C}_{01}^{(1)} & \mathbf{C}_{02}^{(1)} & \ldots & \mathbf{C}_{0 N}^{(1)} \tag{2.56}
\end{array}\right) p_{\text {local }} .
$$

Finally, the global matrix of the cluster is

$$
\mathbf{T}=\left(\begin{array}{llll}
\mathbf{C}_{01}^{(1)} & \mathbf{C}_{02}^{(1)} & \ldots & \mathbf{C}_{0 N}^{(1)}
\end{array}\right) \mathbf{T}_{\text {local }}\left(\begin{array}{c}
\mathbf{C}_{10}^{(1)}  \tag{2.57}\\
\mathbf{C}_{20}^{(1)} \\
\ldots \\
\mathbf{C}_{N 0}^{(1)}
\end{array}\right)
$$

Describing a cluster in the local and global basis has different benefits and downsides 38]. Typically, the trade-off is between a lower multipolar order required to describe the individual scatterers, but having to expand the field around multiple positions and a larger multipolar order for the, in total, larger spatial extent of the cluster, but having to expand the field only around the point $\boldsymbol{r}_{0}=0$. Furthermore, the domain where the local field expansion is valid is larger in comparison to the valid domain of global field expansion. The difference is illustrated by the larger radius of the dashed line in Fig. 2.4 in comparison to the dotted lines. Thus, the field between the particles is only correctly described in the local description.

Now, we want to consider periodic boundaries. We index the particles with two indices: the $N$ positions for all particles in one unit cell with letters $i, j \in\{1, \ldots, N\}$ and the different lattice sites with their lattice vectors $\boldsymbol{R}$. The lattice vectors are elements of the set $\Lambda=\left\{\sum_{i=1}^{d} n_{i} \boldsymbol{u}_{i} \mid n_{i} \in \mathbb{Z}\right\}$ that defines the lattice with basis vectors $\boldsymbol{u}_{i}$ spanning one unit cell. A lattice can extend in $d \in\{1,2,3\}$ spatial dimensions. In the case of vector cylindrical waves that are assumed to be inherently periodic along the $z$-axis the lattice dimension has to be $d \leq 2$.

We choose the unit cell at $\boldsymbol{R}=0$ to be the reference unit cell. Then, we can change Eq. (2.49) to

$$
\begin{equation*}
\boldsymbol{p}_{i, 0}=\mathbf{T}_{i}\left(\boldsymbol{a}_{i, 0}+\sum_{j=1}^{N} \sum_{\boldsymbol{R} \in \Lambda}^{\prime} \mathbf{C}^{(3)}\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{j}-\boldsymbol{R}\right) \boldsymbol{p}_{j, \boldsymbol{R}}\right) \tag{2.58}
\end{equation*}
$$

for the inclusion of periodicity in the T-matrix calculation [39]. It is now required to sum over all particles in all unit cells, with the exception of the selected particle $i$ in the reference unit cell. This exclusion of the term where $\boldsymbol{r}_{i}-\boldsymbol{r}_{j}-\boldsymbol{R}=0$ is indicated by the prime next to the lattice sum. To bring this expression into a manageable form, we now have to assume a common wave vector tangential to the lattice $\boldsymbol{k}_{\|}$. The tangential wave vector describes the phase difference between different unit cells, namely $\boldsymbol{a}_{i, \boldsymbol{R}}=\boldsymbol{a}_{i, 0} \mathrm{e}^{\mathrm{i} \boldsymbol{\boldsymbol { k } _ { \| } \boldsymbol { R }}}$ and $\boldsymbol{p}_{i, \boldsymbol{R}}=\boldsymbol{p}_{i, 0} \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}$. This is nothing else than the Bloch theorem that we impose here. With this assumption, we can write the equation as

$$
\begin{equation*}
\boldsymbol{p}_{i, 0}=\mathbf{T}_{i}(\boldsymbol{a}_{i, 0}+\sum_{j=1}^{N} \underbrace{\left.\sum_{\boldsymbol{R} \in \Lambda}^{\prime} \mathbf{C}^{(3)}\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{j}-\boldsymbol{R}\right) \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}} \boldsymbol{p}_{j, 0}\right)}_{=\tilde{\mathbf{C}}_{i j}^{(3)}} \tag{2.59}
\end{equation*}
$$

that expresses the scattered and incident fields only in quantities from the reference unit cell. The general layout of the scattering with periodic boundary conditions is shown in Fig. 2.4 where the grayed-out part shows the neighboring unit cells. It can be seen that with such periodic boundary conditions complex unit cells, i.e., unit cells with more than one particle, can sometimes only be described in a local basis, because the domains where the global T-matrix description is valid overlap between adjacent unit cells. The trade-off here is in the more complex lattice sums required for complex unit cells and which we derive in Chapter 3. We define the expansion coefficients of the scattered fields as incident fields in a lattice with an added tilde to the variable name. This lets us write the final multi-scattering in an analogous fashion to Eq. (2.52)

$$
\begin{equation*}
\tilde{p}_{\text {local }}=\underbrace{\left[\mathbb{1}-\mathbf{T}_{\text {diag }} \tilde{\mathbf{C}}^{(3)}\right]^{-1} \mathbf{T}_{\text {diag }}}_{\tilde{\mathbf{T}}_{\text {local }}} \tilde{\boldsymbol{a}}_{\text {local }} \tag{2.60}
\end{equation*}
$$

where we find the local T-matrix renormalized by the lattice interaction. The result are scattered field coefficients in the reference unit cell. As a reminder that the total scattered field is only obtained after summing up the scattered fields of all unit cells, we also add a tilde to the variable name. We do so similarly for the incident field, because it has to fulfill the same phase relation among the unit cells defined by $\boldsymbol{k}_{\|}$. But, unlike for the scattered
field, when evaluating the incident field, it is not necessary to include the lattice explicitly. Furthermore, it is possible to expand the scattered fields in the lattice back into regular fields in the reference unit cell by $\tilde{\mathbf{C}}^{(3)} \tilde{\boldsymbol{p}}_{\text {local }}$. This expansion is useful when evaluating the scattered fields after solving the scattering problem for a particular illumination.

Up to now, we always implicitly assumed that the term in brackets can be inverted, which is, indeed, usually the case. However, finding eigenvectors of that term with vanishing or very small eigenvalues indicates long lived lattice modes. This is an aspect that can be exploited when discussing resonances sustained in certain photonic materials.
In summary, with Eqs. (2.52) and (2.60) we have expressions to solve the scattering problem without and with periodic boundary conditions. In the first case, the analytically known translation coefficients make calculations for a cluster of particles very efficient, and with Eq. (2.57) we can describe it as if it were a single object. In the latter case, the efficiency of the method mainly relies on the efficiency of the lattice sum that is necessary to calculate the translation coefficients. Finding and implementing such efficient expressions for all possible lattice dimensions is one of the major results of this thesis. We elaborate on them in more detail in the following chapter. The lattice sums constitute the basis to the physical insights gained in the various applications that are discussed in the final chapter of the thesis. .

While the T-matrix provides a very efficient description of the scattering process, we also want to mention the S-matrix. We use it with the vector plane wave expansion, but it can in principle also be used for vector spherical and cylindrical waves. The S-matrix relates incoming and outgoing fields expanded in a helicity basis by $\boldsymbol{A}_{\nu, \pm}^{(3)}\left(\boldsymbol{r}, k_{ \pm}\left(k_{0}\right)\right)$ and $\boldsymbol{A}_{\nu, \pm}^{(4)}\left(\boldsymbol{r}, k_{ \pm}\left(k_{0}\right)\right)$. It is defined as

$$
\begin{align*}
\mathcal{E}_{\text {in }}\left(\boldsymbol{r} ; k_{0}\right) & =\sum_{s= \pm 1} \sum_{\nu} \frac{a_{\nu s}}{2} \boldsymbol{A}_{\nu s}^{(4)}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right)  \tag{2.61}\\
\boldsymbol{\mathcal { E }}_{\text {out }}\left(\boldsymbol{r} ; k_{0}\right) & =\sum_{s= \pm 1} \sum_{\nu} \frac{a_{\nu s}+2 p_{\nu s}}{2} \boldsymbol{A}_{\nu s}^{(3)}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) . \tag{2.62}
\end{align*}
$$

Thus, the S-matrix is $\mathbf{S}=\mathbb{1}+2 \mathbf{T}$. Another option is to separate the regular part and irregular part as

$$
\begin{align*}
\mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{r} ; k_{0}\right) & =\sum_{s= \pm 1} \sum_{\nu}\left(a_{\nu s}+p_{\nu s}\right) \boldsymbol{A}_{\nu s}^{(1)}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right)  \tag{2.63}\\
\mathcal{E}_{\mathrm{irr}}\left(\boldsymbol{r} ; k_{0}\right) & =\sum_{s= \pm 1} \sum_{\nu} \mathrm{i} p_{\nu s} \boldsymbol{A}_{\nu s}^{(2)}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) \tag{2.64}
\end{align*}
$$

where the transition is described by the reactance matrix $\mathbf{K}$. Its relation to the T- and S-matrix is given by [40]

$$
\begin{equation*}
\mathbf{K}=-\mathrm{i} \frac{\mathbf{T}}{\mathbb{1}+\mathbf{T}}=\mathrm{i} \frac{\mathbb{1}-\mathbf{S}}{\mathbb{1}+\mathbf{S}} . \tag{2.65}
\end{equation*}
$$

In both cases, the matrix in the numerator and the inverse matrix of the denominator commute, so the order of their action does not need to be specified. Although in principle equal, each of these matrices are a useful representation of the scattering process depending on the exact task at hand [40].

### 2.2.3 Rotations, translations, and other transformations

In the previous sections, we discussed different basis sets, T-matrices and S-matrices that are based on the solutions to Maxwell's equations and how to calculate the interaction between multiple objects represented by those matrices. However, the analytical expressions for the different wave functions allow a range of further applications enlarging the range of scattering scenarios that can be solved.

## Rotations

We discuss arbitrary rotations of vector spherical waves and rotations about the z-axis for vector cylindrical and plane waves. For vector spherical waves, applying a rotation about the Euler angles $\alpha, \beta, \gamma$ in the zyz-convention, is expressed by the Wigner-D-matrices [41] as

$$
\begin{equation*}
\mathbf{R}(\alpha, \beta, \gamma) \boldsymbol{A}_{l m s}^{(n)}\left(\mathbf{R}^{-1}(\alpha, \beta, \gamma) \boldsymbol{r}, k\right)=\sum_{m^{\prime}=-l}^{l} D_{m m^{\prime}}^{l}(\alpha, \beta, \gamma) \boldsymbol{A}_{l m^{\prime} s}^{(n)}(\boldsymbol{r}, k) \tag{2.66}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}(\alpha, \beta, \gamma)=\mathbf{R}_{z}(\alpha) \mathbf{R}_{y}(\beta) \mathbf{R}_{z}(\gamma) \tag{2.67}
\end{equation*}
$$

with

$$
\mathbf{R}_{z}(\alpha)=\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0  \tag{2.68}\\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right) \quad \text { and } \quad \mathbf{R}_{y}(\beta)=\left(\begin{array}{ccc}
\cos \beta & 0 & \sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{array}\right)
$$

These rotations are taken to be in an active sense, namely, we rotate the waves and not the coordinate frame. However, with the chosen Euler angle convention, we can switch to the passive transformation by reversing the order of the angles applied. For vector cylindrical waves, the rotation by $\beta$ about the z-axis is done with

$$
\begin{equation*}
\mathbf{R}_{z}(\beta) \boldsymbol{A}_{k_{z} m s}^{(n)}\left(\mathbf{R}_{z}^{-1}(\beta) \boldsymbol{r}, k\right)=\mathrm{e}^{-\mathrm{i} m \beta} \boldsymbol{A}_{k_{z} m s}^{(n)}(\boldsymbol{r}, k), \tag{2.69}
\end{equation*}
$$

and for vector plane waves, we use

$$
\begin{equation*}
\mathbf{R}_{z}(\beta) \boldsymbol{A}_{\hat{\boldsymbol{k}} s}\left(\mathbf{R}_{z}^{-1}(\beta) \boldsymbol{r}, k\right)=\boldsymbol{A}_{\mathbf{R}_{z}(\beta) \hat{\boldsymbol{k}} s}(\boldsymbol{r}, k) \tag{2.70}
\end{equation*}
$$

to change the direction of the wave vector and polarizations accordingly.

## Translations

Translations for vector spherical and cylindrical fields are given by Eqs. (2.53) and (2.54), where one stays within the same type of mode, namely, regular fields are translated to regular fields and singular fields are translated to singular fields. The translation formula for plane waves is simply the multiplication

$$
\begin{equation*}
\boldsymbol{A}_{\hat{\boldsymbol{k}} s}(\boldsymbol{r}+\boldsymbol{R}, k)=\mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{R}} \boldsymbol{A}_{\hat{\boldsymbol{k}} s}(\boldsymbol{r}, k) \tag{2.71}
\end{equation*}
$$

by the corresponding phase factor.

## Regular field expansions

The transformations so far only concerned transformations within the same type of solution, for example, spherical waves are rotated to other spherical waves. However, an important part is also the connection of different basis sets, which we summarize here. First, we have the relation

$$
\binom{\boldsymbol{M}_{\hat{k}}(\boldsymbol{r}, k)}{\boldsymbol{N}_{\hat{\boldsymbol{k}}}(\boldsymbol{r}, k)}=\sum_{l=1}^{\infty} \sum_{m=-l}^{l} 4 \mathrm{i}^{l-1} N_{l m} \mathrm{e}^{-\mathrm{i} m \varphi_{\boldsymbol{k}}}\left(\begin{array}{ll}
\tau_{l m}\left(\theta_{\boldsymbol{k}}\right) & \pi_{l m}\left(\theta_{\boldsymbol{k}}\right)  \tag{2.72}\\
\pi_{l m}\left(\theta_{\boldsymbol{k}}\right) & \tau_{l m}\left(\theta_{\boldsymbol{k}}\right)
\end{array}\right)\binom{\boldsymbol{M}_{l m}^{(1)}(\boldsymbol{r}, k)}{\boldsymbol{N}_{l m}^{(1)}(\boldsymbol{r}, k)}
$$

of vector plane waves and vector spherical waves [P3, 23] that can be derived by combining the expansion of plane waves propagating in the z -direction [16] with the rotation operators [42] defined above. Next, we have the relation of vector cylindrical and plane waves,

$$
\begin{equation*}
\binom{\boldsymbol{M}_{\hat{k}}(\boldsymbol{r}, k)}{\boldsymbol{N}_{\hat{\boldsymbol{k}}}(\boldsymbol{r}, k)}=\sum_{m=-\infty}^{\infty} \mathrm{i}^{m} \mathrm{e}^{-\mathrm{i} m \varphi_{k}}\binom{\boldsymbol{M}_{k_{z} m}^{(1)}(\boldsymbol{r}, k)}{\boldsymbol{N}_{k_{z} m}^{(1)}(\boldsymbol{r}, k)}, \tag{2.73}
\end{equation*}
$$

which is a direct result of applying Eqs. (2.13b) and (2.13c) to the plane wave expansion in cylindrical coordinates (see Appendix G). With these results, it becomes straightforward to obtain

$$
\binom{\boldsymbol{M}_{k_{z m}}^{(1)}(\boldsymbol{r}, k)}{\boldsymbol{N}_{k_{z} m}^{(1)}(\boldsymbol{r}, k)}=\sum_{l=m}^{\infty} 4 \mathrm{i}^{i-m-1} N_{l m}\left(\begin{array}{ll}
\tau_{l m}\left(\theta_{k}\right) & \pi_{l m}\left(\theta_{\boldsymbol{k}}\right)  \tag{2.74}\\
\pi_{l m}\left(\theta_{\boldsymbol{k}}\right) & \tau_{l m}\left(\theta_{\boldsymbol{k}}\right)
\end{array}\right)\binom{\boldsymbol{M}_{l m}^{(1)}(\boldsymbol{r}, k)}{\boldsymbol{N}_{l m}^{(1)}(\boldsymbol{r}, k)}
$$

by comparison of the coefficients for the expansion of vector plane waves in vector spherical and cylindrical waves [43].

## Basis change of periodic scattered waves

In the following, we derive transformations to connect different basis sets in the presence of periodic boundary conditions. More precisely, we transform scattered wave solutions in different lattices into basis sets suited for the respective periodicity as discussed earlier. For example, a chain of spherical wave solutions can be transformed to scattered cylindrical waves. Such a change of basis comes with the benefit that evaluations of the field and other quantities become more efficient. However, the trade-off comes by a changed domain of validity as shown in Fig. 2.5. Note that this change can also be used to overcome limitations that are specific to only some basis sets.

We begin with integral representations of the scattered waves into plane waves. Such relations can be derived with the plane wave expansions of the scalar spherical and cylindrical waves (see Appendix $G$ ) and applying Eqs. (2.13b) and (2.13c). As a result, we get

$$
\begin{align*}
\boldsymbol{M}_{l m}^{(3)}(\boldsymbol{r}, k) & =\frac{1}{2 \pi \mathrm{i}^{l}} \iint_{\mathbb{R}^{2}} \frac{\mathrm{~d} k_{x} \mathrm{~d} k_{y}}{k^{2} \gamma_{x y}} \boldsymbol{X}_{l m}\left(\theta_{\boldsymbol{k}}, \varphi_{\boldsymbol{k}}\right) \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y+k_{z} z\right)}  \tag{2.75a}\\
& =\frac{1}{2 \pi \mathrm{i}^{l}} \iint_{\mathbb{R}^{2}} \frac{\mathrm{~d} k_{x} \mathrm{~d} k_{z}}{k^{2} \gamma_{x z}} \boldsymbol{X}_{l m}\left(\theta_{\boldsymbol{k}}, \varphi_{\boldsymbol{k}}\right) \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y+k_{z} z\right)} \tag{2.75b}
\end{align*}
$$



Figure 2.5: Domains of validity for different expansions. In all three panels, the outline of a particle is shown as solid red line with the center point marked and a circumscribing circle shown as dotted black line. A periodic arrangement is indicated in the vertical direction. This periodic arrangement is enclosed by two straight dashed lines. Two different domains are marked: The dotted area outside the circles but between the dashed lines and the hatched area inside the circles but outside of the dashed lines. Although the cross-section in all three panels looks identical, they correspond to the following three transitions as indicated by the gray lines:
(a) from spherical to cylindrical waves, where the paper plane corresponds to the $\mathrm{x}-\mathrm{z}-\mathrm{pl}$ lane with the x -direction along the horizontal,
(b) from cylindrical to plane waves, where the paper plane corresponds to the $\mathrm{x}-\mathrm{y}$-plane with the y -direction along the horizontal, and
(c) from spherical to plane waves, where the paper plane corresponds to the $x-z$-plane (or another plane spanned by the z-axis and a lattice vector) with the $z$-direction along the horizontal.
Hence, in the first and third case, the dotted circles are cross-sections of the circumscribing spheres and in the second case the cross-sections of the circumscribing cylinders. The vector spherical and cylindrical waves, respectively, are valid outside the dotted circles. After the transition to cylindrical waves in case one and plane waves in cases two and three the domain of validity is bounded by the dashed straight lines. Thus, due to the transition, the valid domain changes as follows: The dotted area is excluded after the transition but the hatched area gets added to the valid domain.
and

$$
\begin{align*}
\boldsymbol{N}_{l m}^{(3)}(\boldsymbol{r}, k) & =\frac{1}{2 \pi \mathrm{i}^{l-1}} \iint_{\mathbb{R}^{2}} \frac{\mathrm{~d} k_{x} \mathrm{~d} k_{y}}{k^{2} \gamma_{x y}} \hat{\boldsymbol{k}} \times \boldsymbol{X}_{l m}\left(\theta_{\boldsymbol{k}}, \varphi_{\boldsymbol{k}}\right) \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y+k_{z} z\right)}  \tag{2.76a}\\
& =\frac{1}{2 \pi \mathrm{i}^{l-1}} \iint_{\mathbb{R}^{2}} \frac{\mathrm{~d} k_{x} \mathrm{~d} k_{z}}{k^{2} \gamma_{x z}} \hat{\boldsymbol{k}} \times \boldsymbol{X}_{l m}\left(\theta_{\boldsymbol{k}}, \varphi_{\boldsymbol{k}}\right) \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y+k_{z} z\right)} \tag{2.76b}
\end{align*}
$$

for scattered spherical waves [44], where we use

$$
\begin{equation*}
\gamma_{i j}=\sqrt{1-\frac{k_{i}^{2}+k_{j}^{2}}{k^{2}}} \tag{2.77}
\end{equation*}
$$

for $i, j \in\{x, y, z\}$. The value of the wave vector component absent in the integral is given by the constitutive relations. However, its sign needs to be determined, which depends on the component of $\boldsymbol{r}$ corresponding to the direction of the wave vector that is not included in the integral, namely $z$ in the first version and $y$ in the second one. For positive or negative values, the sign of the corresponding value $k_{z}$ and $k_{y}$ is taken to be positive or negative, respectively. Hence, the plane waves in the integral are always outgoing from the origin and evanescent modes decay away from the origin. A similar expansion given by 45]

$$
\begin{align*}
\boldsymbol{M}_{k_{z}, m}^{(3)}(\boldsymbol{r}, k) & =\frac{1}{\pi \mathrm{i}^{m+1}} \int_{-\infty}^{\infty} \frac{\mathrm{d} k_{x}}{k \gamma_{x z}} \hat{\boldsymbol{\varphi}}_{\boldsymbol{k}} \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y+k_{z} z+m \varphi_{\boldsymbol{k}}\right)}  \tag{2.78a}\\
\boldsymbol{N}_{k_{z}, m}^{(3)}(\boldsymbol{r}, k) & =-\frac{1}{\pi \mathrm{i}^{m}} \int_{-\infty}^{\infty} \frac{\mathrm{d} k_{x}}{k \gamma_{x z}} \hat{\boldsymbol{\theta}}_{\boldsymbol{k}} \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y+k_{z} z+m \varphi_{\boldsymbol{k}}\right)} \tag{2.78b}
\end{align*}
$$

represents cylindrical waves by an integral over plane waves where the discontinuity is along $y=0$.

Periodic spherical waves to plane waves We solve each of the lattice sums in a case-by-case manner, starting with vector spherical waves in a two-dimensional lattice in the x -y-plane. Taking the integral expression of Eq. (2.75a) combined with Poisson's sum formula (see Eq. (A.5)), we get

$$
\begin{equation*}
\sum_{\boldsymbol{R} \in \Lambda_{2}} \boldsymbol{M}_{l m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k) \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}=\frac{2 \pi N_{l m}}{A k^{2} \mathrm{i}^{l}} \sum_{\boldsymbol{Q} \in \Lambda_{2}^{*}}\left(\mathrm{i} \pi_{l m}\left(\theta_{\boldsymbol{k}}\right) \hat{\boldsymbol{\theta}}_{\boldsymbol{k}}-\tau_{l m}\left(\theta_{\boldsymbol{k}}\right) \hat{\boldsymbol{\varphi}}_{\boldsymbol{k}}\right) \frac{\mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{r}+\mathrm{i} m \varphi_{\boldsymbol{k}}}}{\sqrt{1-\frac{\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right)^{2}}{k^{2}}}} \tag{2.79}
\end{equation*}
$$

for the TE spherical waves. We note that $\boldsymbol{k}=\boldsymbol{k}_{\|}+\boldsymbol{Q} \pm \hat{\boldsymbol{z}} \sqrt{k^{2}-\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right)^{2}}$ for $z \gtrless 0$ and $A$ is the area of one unit cell. Now, we can compare this expression with the explicit formulas for the plane waves in Eq. (2.15). Analogously, we obtain a relation between TM spherical waves and plane waves such that we can write

$$
\begin{align*}
& \sum_{\boldsymbol{R} \in \Lambda_{2}}\binom{\boldsymbol{M}_{l m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k)}{\boldsymbol{N}_{l m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k)} \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}} \\
& \quad=-\frac{2 \pi \mathrm{i} N_{l m}}{A k^{2} \mathrm{i}^{l}} \sum_{\boldsymbol{Q} \in \Lambda_{2}^{*}} \frac{\mathrm{e}^{\mathrm{i} m \varphi_{\boldsymbol{k}}}}{\sqrt{1-\frac{\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right)^{2}}{k^{2}}}}\left(\begin{array}{cc}
\tau_{l m}\left(\theta_{\boldsymbol{k}}\right) & \pi_{l m}\left(\theta_{\boldsymbol{k}}\right) \\
\pi_{l m}\left(\theta_{\boldsymbol{k}}\right) & \tau_{l m}\left(\theta_{\boldsymbol{k}}\right)
\end{array}\right)\binom{\boldsymbol{M}_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \operatorname{sign}(z)}(\boldsymbol{r}, k)}{\boldsymbol{N}_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \operatorname{sign}(z)}(\boldsymbol{r}, k)}, \tag{2.80}
\end{align*}
$$

where we index the plane wave functions by two components and the direction of the remaining third component that is implicitly defined by the dispersion relation as described above.

Periodic spherical waves to cylindrical waves The second case are spherical waves in a one-dimensional lattice along the z -direction. Using the same procedure, but the representation in Eq. (2.75a) for the vector spherical waves, we obtain

$$
\begin{align*}
& \sum_{\boldsymbol{R} \in \Lambda_{1}} \boldsymbol{M}_{l m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k) \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}} \\
& \quad=\frac{N_{l m}}{a k \mathrm{l}^{l}} \sum_{\boldsymbol{Q} \in \Lambda_{1}^{*}} \int_{-\infty}^{\infty} \frac{\mathrm{d} k_{x} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \boldsymbol{r}+\mathrm{i} m \varphi_{\boldsymbol{k}}}}{k \sqrt{1-\frac{k_{x}^{2}+\left(k_{\|}+Q\right)^{2}}{k^{2}}}}\left(\mathrm{i} \pi_{l m}\left(\theta_{\boldsymbol{k}}\right) \hat{\boldsymbol{\theta}}_{\boldsymbol{k}}-\tau_{l m}\left(\theta_{\boldsymbol{k}}\right) \hat{\boldsymbol{\varphi}}_{\boldsymbol{k}}\right), \tag{2.81}
\end{align*}
$$

where $a$ is the lattice pitch. Then, a comparison with the plane wave representations of the cylindrical waves leads to the connection

$$
\sum_{\boldsymbol{R} \in \Lambda_{1}}\binom{\boldsymbol{M}_{l m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k)}{\boldsymbol{N}_{l m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k)} \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}=-\frac{\mathrm{i} \pi N_{l m}}{a k \mathrm{i}^{l-m}} \sum_{\boldsymbol{Q} \in \Lambda_{1}^{*}}\left(\begin{array}{ll}
\tau_{l m}\left(\theta_{\boldsymbol{k}}\right) & \pi_{l m}\left(\theta_{\boldsymbol{k}}\right)  \tag{2.82}\\
\pi_{l m}\left(\theta_{\boldsymbol{k}}\right) & \tau_{l m}\left(\theta_{\boldsymbol{k}}\right)
\end{array}\right)\binom{\boldsymbol{M}_{k_{\|}+Q, m}^{(3)}(\boldsymbol{r}, k)}{\boldsymbol{N}_{k_{\|}+Q, m}^{(3)}(\boldsymbol{r}, k)},
$$

where we also added the results for the TM modes. In both cases, we find that the TE and TM modes of spherical and cylindrical or spherical and plane waves generally mix in the transformation. That happens because the designations are meant with respect to different surfaces, namely spherical shells and the $x$ - $y$-plane. However, if we transition to helicity basis, different modes do not mix.

Periodic cylindrical waves to plane waves The last case is a one-dimensional lattice along the x -axis of scattered cylindrical waves. Here, we obtain

$$
\begin{equation*}
\sum_{\boldsymbol{R} \in \Lambda_{1}} \boldsymbol{M}_{k_{z}, m}(\boldsymbol{r}-\boldsymbol{R}, k) \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}=\frac{2}{a k \mathrm{i}^{m+1}} \sum_{\boldsymbol{Q} \in \Lambda_{1}^{*}} \frac{\mathrm{e}^{\mathrm{i} \boldsymbol{k} r+\mathrm{i} m \varphi_{k}}}{\sqrt{1-\frac{\left(k_{\|}+Q\right)^{2}+k_{z}^{2}}{k^{2}}}} \hat{\boldsymbol{\varphi}}_{\boldsymbol{k}} \tag{2.83}
\end{equation*}
$$

for the TE cylindrical waves, which is also a pure TE plane wave since they share the pilot vector in their construction. The complete result for both polarizations is

$$
\begin{equation*}
\sum_{\boldsymbol{R} \in \Lambda_{1}}\binom{\boldsymbol{M}_{k_{z}, m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k)}{\boldsymbol{N}_{k_{z}, m}^{(3)}(\boldsymbol{r}-\boldsymbol{R}, k)} \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}=\frac{2}{a k \mathrm{i}^{m}} \sum_{\boldsymbol{Q} \in \Lambda_{1}^{*}} \frac{1}{\sqrt{1-\frac{\left(k_{\|} \|\right)^{2}+k_{z}^{2}}{k^{2}}}}\binom{\boldsymbol{M}_{\hat{\boldsymbol{k}}}(\boldsymbol{r}, k)}{\boldsymbol{N}_{\hat{\boldsymbol{k}}}(\boldsymbol{r}, k)}, \tag{2.84}
\end{equation*}
$$

which can also be transformed to helicity basis. The change of basis also changes the domain of validity as shown in Fig. 2.5. For example, if we transition from vector spherical waves to plane waves, the circumscribing cylinder can enlarge the domain in the direction of $\hat{\rho}$ as shown by the dashed area. The domain between the spheres, however, is not described faithfully by the vector spherical waves. A similar behavior exists for the other transition. This property can be used later. Note that even for aperiodic cases, a change of basis can be used explicitly to couple particle close to each other [46].

### 2.3 Lattice sums and the Ewald method

The Ewald method [13] is a useful approach to treat infinite sums. Originally developed for calculations of electrostatic potentials in crystal lattices, the approach itself can be generalized [P4, 47-54].

The fundamental idea is the following. Assume we have a lattice of dimension $d$ with unit vectors $\boldsymbol{u}_{i} \in \mathbb{R}^{d}, i \in\{1, \ldots, d\}$ that consists of all points in the set $\Lambda=$ $\left\{\sum_{i=1}^{d} n_{i} \boldsymbol{u}_{i} \mid n_{i} \in \mathbb{Z}\right\}$ and a function $f(\boldsymbol{r})$ that we want to sum for all these lattice points

$$
\begin{equation*}
D(\Lambda)=\sum_{\boldsymbol{R} \in \Lambda} f(\boldsymbol{R}) \tag{2.85}
\end{equation*}
$$

We, conventionally, call the sum $D$. In cases where the function $f(\boldsymbol{r})$ is short-ranged, the sum should converge quickly in real space and can be calculated directly. Moreover, if the sum has long-range contributions, it might be beneficial to Fourier transform the sum from the real to the reciprocal space, resulting in the function $f(\boldsymbol{q})$ (Appendix A). Then, by making use of Poisson's summation formula given in Eq. (A.5), the sum can be transformed to

$$
\begin{equation*}
D(\Lambda)=\frac{(2 \pi)^{d}}{V_{d}} \sum_{\boldsymbol{Q} \in \Lambda^{*}} \tilde{f}(\boldsymbol{Q}) \tag{2.86}
\end{equation*}
$$

with $\Lambda^{*}=\left\{\sum_{j=1}^{d} n_{j} \boldsymbol{v}_{j} \mid n_{j} \in \mathbb{Z}\right\}$ the reciprocal lattice with unit vectors $\boldsymbol{v}_{j}$ fulfilling $\boldsymbol{u}_{i} \boldsymbol{v}_{j}=$ $2 \pi \delta_{i j}$. A sum that might be tedious to calculate in real space can so become quickly converging in reciprocal space.

In some cases, however, there are short- and long-range interactions that contribute equally to the final value of the sum. Then, the convergence is often poor in both real and reciprocal space. The goal of Ewald's method is to find a way to separate the shortand long-range parts of the function $f(\boldsymbol{r})=f_{\mathrm{S}}(\boldsymbol{r})+f_{\mathrm{L}}(\boldsymbol{r})$. This separation then allows us to only transform the long-range contributions to the reciprocal space

$$
\begin{equation*}
D(\Lambda)=\underbrace{\frac{(2 \pi)^{d}}{V_{d}} \sum_{\boldsymbol{Q} \in \Lambda^{*}} \tilde{f}_{\mathrm{L}}(\boldsymbol{Q})}_{D^{(1)}(\Lambda)}+\underbrace{\sum_{\boldsymbol{R} \in \Lambda} f_{\mathrm{S}}(\boldsymbol{R})}_{D^{(2)}(\Lambda)} \tag{2.87}
\end{equation*}
$$

which then both converge quickly. The major challenge in this method is to find a separation that leads to two equally quickly converging series whereof the long-range part has a simple enough Fourier transform. We use $D^{(1)}(\Lambda)$ and $D^{(2)}(\Lambda)$ later to refer to these parts.

In practice, the sum often excludes the point $\boldsymbol{R}=0$. Then, to Fourier transform the field it is necessary to add and subtract $f_{\mathrm{L}}(0)$ explicitly such that the decomposition now includes the three parts

$$
\begin{equation*}
D(\Lambda \backslash\{0\})=\underbrace{-f_{\mathrm{L}}(0)}_{D^{(0)}}+D^{(1)}(\Lambda)+D^{(2)}(\Lambda \backslash\{0\}) \tag{2.88}
\end{equation*}
$$

Deriving expressions to calculate these three parts - the origin correction, the reciprocal space sum, and the real space sum - for the translations coefficients of Helmholtz equation solutions are the main objective of Chapter 3.

We derive the lattice sum of translation coefficients for scalar solutions of the Helmholtz equation using a direct approach. We describe the derivation as direct in comparison to the more widely used approach where one uses projections onto the different modes and then has to take a special limit to evaluate the expressions. The direct approach is conceptually simpler and has the additional benefit that it can be applied equally well to complex unit cells and all lattice dimensions, which is not as easily done for the indirect approach, as we show shortly.

For later comparison, we briefly outline the typical approach, which relies on the combination of two expansions. First, we observe the following: Given the Green's function $G_{0}(\boldsymbol{r}, k)$ of the Helmholtz equation in two or three dimensions - those cases correspond to cylindrical and spherical wave solutions - the quasi-periodic Green's function can be expanded as

$$
\begin{equation*}
\sum_{\boldsymbol{R} \in \Lambda} G_{0}\left(\boldsymbol{r}^{\prime}+\boldsymbol{r}-\boldsymbol{R}, k\right) \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}=-\mathrm{i} k \sum_{\nu} \tau_{\nu}\left(k, \boldsymbol{r}, \boldsymbol{k}_{\|}\right) f_{\nu}\left(\boldsymbol{r}^{\prime}, k\right) \tag{2.89}
\end{equation*}
$$

at $\boldsymbol{r}$ in regular solutions $f_{\nu}\left(\boldsymbol{r}^{\prime}, k\right)$ [54]. Now, we can project onto individual coefficients $\tau_{\nu}\left(k, \boldsymbol{r}, \boldsymbol{k}_{\|}\right)$by multiplying with the complex conjugate of the angular part of $f_{\nu}\left(\boldsymbol{r}^{\prime}, k\right)$ and integrating over the angles. On the left-hand side, we have to solve the integration and, then, we can take the limit $\left|\boldsymbol{r}^{\prime}\right| \rightarrow 0$ and compare the lowest order coefficients on both sides of the equation. However, solving the integral on the left-hand side of the equation can be challenging.

The second observation is that we can alternatively write the Green's function on the left-hand side as singular zeroth order solutions $f_{\nu}\left(\boldsymbol{r}^{\prime}, k\right)$. Then, we can apply the translation coefficients for this function to get a similar expansion to that on the right-hand side and compare coefficients.

For lattices with simple unit cells, expressions are widely available [50, 52-55]. For complex unit cells, however, only certain cases are solved [51, 56] and the results for one-dimensional lattices of spherical waves are generally not known so far [57].

### 2.4 Plane wave methods for stratified media

In the plane wave basis, we mostly use S-matrices where incoming and outgoing fields are used instead of T-matrices relating incident and scattered fields. Another approach that will be discussed briefly are transfer matrices. They relate the fields on one side of a plane with those on the other side.

For the S-matrix approach using plane waves, we usually assume uniformity in the x -y-direction, such as for a slab of homogeneous material or a periodic system with lattice $\Lambda_{2}$. Then, the at least discrete translational symmetry suggests to expand the field in diffraction orders $\boldsymbol{Q} \in \Lambda_{2}^{*}$ instead. Thus, we replace the definition of the plane waves by the three components of the wave vector $\hat{\boldsymbol{k}}$ to the definition in terms of the parallel components $\boldsymbol{k}_{\|}+\boldsymbol{Q}$ as described above. In some cases, we use periodicity in the x -z-plane and the remaining component points in the $z$-direction. However, the definition of the plane waves is always the ones defined in Eq. (2.15).

The incoming waves are

$$
\mathcal{E}_{\text {in }}\left(\boldsymbol{r} ; k_{0}\right)=\sum_{s= \pm} \sum_{\boldsymbol{Q}} \begin{cases}a_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \uparrow, s} \boldsymbol{A}_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \uparrow, s}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) & z<0  \tag{2.90}\\ b_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \downarrow, s} \boldsymbol{A}_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \downarrow, s}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) & z>0\end{cases}
$$

and the outgoing waves are

$$
\mathcal{E}_{\text {out }}\left(\boldsymbol{r} ; k_{0}\right)=\sum_{s= \pm} \sum_{\boldsymbol{Q}}\left\{\begin{array}{ll}
b_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \uparrow, s} \boldsymbol{A}_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \uparrow, s}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) & z>0  \tag{2.91}\\
a_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \downarrow, s} \boldsymbol{A}_{\boldsymbol{k}_{\|}+\boldsymbol{Q}, \downarrow, s}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right) & z<0
\end{array},\right.
$$

where the coefficient vectors $\boldsymbol{a}_{d}$ are for waves below the system described by the S-matrix and the vectors $\boldsymbol{b}_{d}$ are for waves above it. The S-matrix then relates these coefficients by

$$
\binom{\boldsymbol{b}_{\uparrow}}{\boldsymbol{a}_{\downarrow}}=\underbrace{\left(\begin{array}{ll}
\mathbf{S}_{\uparrow \uparrow} & \mathbf{S}_{\uparrow \downarrow}  \tag{2.92}\\
\mathbf{S}_{\downarrow \uparrow} & \mathbf{S}_{\downarrow \downarrow}
\end{array}\right)}_{=\mathbf{S}}\binom{\boldsymbol{a}_{\uparrow}}{\boldsymbol{b}_{\downarrow}} .
$$

Four blocks can be identified: The diagonal ones contain transmission and the off-diagonal blocks reflection coefficients. If we want to couple two S -matrices describing individual layers or layer stacks to get the total transmission and reflection coefficients for the whole system consisting of S-matrices $\mathbf{S}^{a}$ and $\mathbf{S}^{b}$ stacked along the z-axis, we can use [39]

$$
\begin{align*}
& \mathbf{S}_{\uparrow \uparrow}=\mathbf{S}_{\uparrow \uparrow}^{b}\left(\mathbb{1}-\mathbf{S}_{\uparrow \downarrow}^{a} \mathbf{S}_{\downarrow \uparrow}^{b}\right)^{-1} \mathbf{S}_{\uparrow \uparrow}^{a}  \tag{2.93a}\\
& \left.\mathbf{S}_{\downarrow \uparrow}=\mathbf{S}_{\downarrow \uparrow}^{a}+\mathbf{S}_{\downarrow \downarrow}^{a} \mathbf{S}_{\downarrow \uparrow}^{b} \mathbb{1}-\mathbf{S}_{\uparrow \downarrow}^{a} \mathbf{S}_{\downarrow \uparrow}^{b}\right)^{-1} \mathbf{S}_{\uparrow \uparrow}^{a}  \tag{2.93b}\\
& \left.\mathbf{S}_{\uparrow \downarrow}=\mathbf{S}_{\uparrow \downarrow}^{b}+\mathbf{S}_{\downarrow \downarrow}^{b} \mathbf{S}_{\uparrow \downarrow}^{a} \mathbb{1}-\mathbf{S}_{\downarrow \downarrow}^{b} \mathbf{S}_{\uparrow \downarrow}^{a}\right)^{-1} \mathbf{S}_{\downarrow \downarrow}^{b}  \tag{2.93c}\\
& \mathbf{S}_{\downarrow \downarrow}=\mathbf{S}_{\downarrow \downarrow}^{a}\left(\mathbb{1}-\mathbf{S}_{\downarrow \uparrow}^{b} \mathbf{S}_{\uparrow \downarrow}^{a}\right)^{-1} \mathbf{S}_{\downarrow \downarrow}^{b} . \tag{2.93d}
\end{align*}
$$

By iteratively using the coupling of two neighboring systems, a stack can be described. Furthermore, the layer-doubling technique [39, 52] can be used to efficiently describe periodic systems of finite thickness, exploiting the exponential growth of the number of layers if the result on the left-hand side for coupling two identical S-matrices is reused on the right-hand side.

Additionally, we can also compute the result for an infinite stack of periodically repeating S-matrices. With the third lattice vector being $\boldsymbol{a}_{3}=a_{z} \hat{\boldsymbol{z}}$, the phase difference between two adjacent layers is $\mathrm{e}^{\mathrm{i} k_{z} a_{z}}$, where $k_{z}$ needs to be determined. Then, we can express the periodicity conditions as

$$
\left(\begin{array}{cc}
\mathbf{S}_{\uparrow \uparrow} & \mathbf{S}_{\uparrow \downarrow}  \tag{2.94}\\
0 & 1
\end{array}\right)\binom{\boldsymbol{a}_{\uparrow}}{\boldsymbol{b}_{\downarrow}}=\left(\begin{array}{cc}
\mathbb{1} & 0 \\
\mathbf{S}_{\downarrow \uparrow} & \mathbf{S}_{\downarrow \downarrow}
\end{array}\right) \mathrm{e}^{\mathrm{i} k_{z} a_{z}}\binom{\boldsymbol{a}_{\uparrow}}{\boldsymbol{b}_{\downarrow}},
$$

where we used $\boldsymbol{b}_{\uparrow}=\boldsymbol{a}_{\uparrow} \mathrm{e}^{\mathrm{i} k_{z} a_{z}}$ and $\boldsymbol{a}_{\downarrow}=\boldsymbol{b}_{\downarrow} \mathrm{e}^{-\mathrm{i} k_{z} a_{z}}$ and rearranged Eq. (2.92) such that the right-hand side has the common exponential dependency. Then, we can invert the matrix on the right-hand side and obtain [39, 52]

$$
\left(\begin{array}{cc}
\mathbf{S}_{\uparrow \uparrow} & \mathbf{S}_{\uparrow \downarrow}  \tag{2.95}\\
-\mathbf{S}_{\downarrow \downarrow}^{-1} \mathbf{S}_{\downarrow \uparrow} \mathbf{S}_{\uparrow \uparrow} & \mathbf{S}_{\downarrow \downarrow}^{-1}\left(\mathbb{1}-\mathbf{S}_{\downarrow \uparrow} \mathbf{S}_{\uparrow \downarrow}\right)
\end{array}\right)\binom{\boldsymbol{a}_{\uparrow}}{\boldsymbol{a}_{\downarrow}}=\mathrm{e}^{\mathrm{i} k_{z} a_{z}}\binom{\boldsymbol{a}_{\uparrow}}{\boldsymbol{a}_{\downarrow}},
$$

which is a useful representation to calculate the band structure of three-dimensional periodic structures. It is essentially an eigenvalue equation. The eigenvectors of the matrix on the left-hand side describe different modes and the eigenvalues $v$ specify the $z$-component of the modes by $k_{z}=-\frac{i}{a_{z}} \ln v$. Long-lived modes can be selected by setting a threshold on the imaginary part of $k_{z}$.

Another representation that is regularly used for stratified media is the transfer matrix. Here, we choose to take the fields on one side of the system in question and relate them to the fields on the other side. Taking the propagation in the positive z-direction, we, therefore, take the vectors $\boldsymbol{a}_{d}$ as given and want to obtain the vectors $\boldsymbol{b}_{d}$ as result. Through rearranging Eq. (2.92), we get

$$
\left(\begin{array}{cc}
\mathbb{1} & -\mathbf{S}_{\uparrow \downarrow}  \tag{2.96}\\
0 & -\mathbf{S}_{\downarrow \downarrow}
\end{array}\right)\binom{\boldsymbol{b}_{\uparrow}}{\boldsymbol{b}_{\downarrow}}=\left(\begin{array}{cc}
\mathbf{S}_{\uparrow \uparrow} & 0 \\
\mathbf{S}_{\downarrow \uparrow} & -\mathbb{1}
\end{array}\right)\binom{\boldsymbol{a}_{\uparrow}}{\boldsymbol{a}_{\downarrow}} .
$$

The matrix on the left-hand side can be inverted and we obtain the transfer matrix

$$
\binom{\boldsymbol{b}_{\uparrow}}{\boldsymbol{b}_{\downarrow}}=\underbrace{\left(\begin{array}{cc}
\mathbf{S}_{\uparrow \uparrow}-\mathbf{S}_{\uparrow \downarrow} \mathbf{S}_{\downarrow \downarrow}^{-1} \mathbf{S}_{\downarrow \uparrow} & \mathbf{S}_{\uparrow \downarrow} \mathbf{S}_{\downarrow \downarrow}^{-1}  \tag{2.97}\\
-\mathbf{S}_{\downarrow \downarrow}^{-1} \mathbf{S}_{\downarrow \uparrow} & \mathbf{S}_{\downarrow \downarrow}^{-1}
\end{array}\right)}_{=\mathcal{T}}\binom{\boldsymbol{a}_{\uparrow}}{\boldsymbol{a}_{\downarrow}},
$$

where we use $\mathcal{T}$ as a symbol to differentiate the transfer matrix from the T-matrix introduced earlier. The opposite transition from transfer matrices to S-matrices can be obtained, analogously.

## Transfer matrix method

We now introduce the separate topic of focusing light in layers of anisotropic but homogeneous materials. For the description of light propagation in anisotropic media, we use transfer matrices [58, 59] that can be efficiently combined with the Richards and Wolf method of describing focusing of light with high aperture lenses [14].

As previously, we use the z -axis as the principle direction of propagation. Then, we can use the angular spectrum representation, where the two transverse directions are Fourier transformed (see Appendix A)

$$
\begin{equation*}
\mathcal{E}\left(x, y ; z, k_{0}\right)=\iint \mathrm{d} k_{x} \mathrm{~d} k_{y} \underline{\mathcal{E}}\left(k_{x}, k_{y} ; z, k_{0}\right) \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y\right)}, \tag{2.98}
\end{equation*}
$$

with the inverse transformation

$$
\begin{equation*}
\underline{\mathcal{E}}\left(k_{x}, k_{y} ; z, k_{0}\right)=\frac{1}{(2 \pi)^{2}} \iint \mathrm{~d} x \mathrm{~d} y \mathcal{E}\left(x, y ; z, k_{0}\right) \mathrm{e}^{-\mathrm{i}\left(k_{x} x+k_{y} y\right)} . \tag{2.99}
\end{equation*}
$$

We can propagate the angular spectrum along the z -axis by

$$
\begin{equation*}
\underline{\mathcal{E}}\left(k_{x}, k_{y} ; z, k_{0}\right)=\mathrm{e}^{\mathrm{i} k_{z} z} \underline{\mathcal{E}}\left(k_{x}, k_{y} ; 0, k_{0}\right), \tag{2.100}
\end{equation*}
$$

where $k_{z}$ is determined by the dispersion relation. There can be multiple values for $k_{z}$ in anisotropic or chiral media. Instead of Eq. (2.24) used in the majority of this thesis, where we have scalar but chiral constitutive relations, we want to describe anisotropic media here. We start with Maxwell's equations as given in Eq. (2.3). We can now transition to Fourier
space, which essentially replaces the nabla operator by $\mathrm{i} \boldsymbol{k}$. In the constitutive relations of Eq. (2.6), we now assume a homogeneous material, i.e., all material parameters are independent of the position $r$. Then, we obtain

$$
\left[\left(\begin{array}{cc}
\boldsymbol{k} \times & 0  \tag{2.101}\\
0 & \boldsymbol{k} \times
\end{array}\right)-k_{0}\left(\begin{array}{cc}
\boldsymbol{\chi}^{\top}\left(k_{0}\right)-\mathrm{i} \boldsymbol{\kappa}^{\top}\left(k_{0}\right) & \boldsymbol{\mu}\left(k_{0}\right) \\
-\boldsymbol{\epsilon}\left(k_{0}\right) & -\boldsymbol{\chi}\left(k_{0}\right)-\mathrm{i} \boldsymbol{\kappa}\left(k_{0}\right)
\end{array}\right)\right]\binom{\boldsymbol{\mathcal { E }}\left(k_{x}, k_{y} ; z, k_{0}\right)}{\underline{\mathcal{H}}\left(k_{x}, k_{y} ; z, k_{0}\right)}=0,
$$

where

$$
\boldsymbol{k} \times=\left(\begin{array}{ccc}
0 & -k_{z} & k_{y}  \tag{2.102}\\
k_{z} & 0 & -k_{x} \\
-k_{y} & k_{x} & 0
\end{array}\right)
$$

is the matrix representation of the cross-product. This equation, in principle, can be solved directly now. All material parameters and the components $k_{x}$ and $k_{y}$ are given. The only unknown is $k_{z}$. The determinant of the matrix in Eq. (2.101) is a fourth order polynomial in $k_{z}$. The four solutions for its root correspond to the two polarizations times the two principle directions of propagation. The kernel of Eq. (2.101) defines the electric and magnetic fields for each of these modes.

However, we restrict ourselves to the achiral, reciprocal case. Then, we can eliminate one of the fields, e.g., the magnetic field, to obtain

$$
\begin{equation*}
\boldsymbol{k} \times \boldsymbol{\mu}^{-1} \boldsymbol{k} \times \underline{\mathcal{E}}\left(k_{x}, k_{y} ; z, k_{0}\right)+k_{0}^{2} \boldsymbol{\epsilon} \boldsymbol{\mathcal { E }}\left(k_{x}, k_{y} ; z, k_{0}\right)=0 \tag{2.103}
\end{equation*}
$$

Again, this is a fourth order equation in $k_{z}$ when computing the roots of the determinant leading to four solutions $k_{z, i}$. The polarizations and propagation directions corresponding to these four solutions are again given by the kernel of the resulting matrix, which we denote as $\boldsymbol{p}_{i}$. The polarizations of the magnetic field can then be found by $\boldsymbol{q}_{i}=\mu^{-1} \boldsymbol{k} \times \boldsymbol{p}_{i}$. Then, for each pair of $k_{x}$ and $k_{y}$, we can define a four-by-four matrix for the propagation in the medium

$$
\mathbf{P}=\left(\begin{array}{cccc}
\mathrm{e}^{\mathrm{i} k_{z, 1} z} & 0 & 0 & 0  \tag{2.104}\\
0 & \mathrm{e}^{\mathrm{i} k_{z, 2} z} & 0 & 0 \\
0 & 0 & \mathrm{e}^{\mathrm{i} k_{z, 3} z} & 0 \\
0 & 0 & 0 & \mathrm{e}^{\mathrm{i} k_{z, 4} z}
\end{array}\right)
$$

and another matrix for the tangential components of the polarizations

$$
\mathbf{D}=\left(\begin{array}{cccc}
\boldsymbol{p}_{1} \hat{x} & p_{2} \hat{x} & p_{3} \hat{x} & \boldsymbol{p}_{4} \hat{x}  \tag{2.105}\\
\boldsymbol{q}_{1} \hat{y} & \boldsymbol{q}_{2} \hat{y} & \boldsymbol{q}_{3} \hat{y} & \boldsymbol{q}_{4} \hat{y} \\
\boldsymbol{p}_{1} \hat{y} & \boldsymbol{p}_{2} \hat{y} & p_{3} \hat{y} & \boldsymbol{p}_{4} \hat{y} \\
\boldsymbol{q}_{1} \hat{x} & \boldsymbol{q}_{2} \hat{x} & \boldsymbol{q}_{3} \hat{x} & \boldsymbol{q}_{4} \hat{x}
\end{array}\right)
$$

called dynamical matrices [59]. The matching of the tangential components at an interface between two media $a$ and $b$ is then simply expressed as $\mathbf{D}_{b}^{-1} \mathbf{D}_{a}$. This matrix and the matrix $\mathbf{P}$ are used as transfer matrices to calculate the electromagnetic fields in stratified media.

In addition to the transfer matrices for anisotropic media, we need to find a mathematical description of the focused beam where we follow [60]. We describe the illumination
incoming onto the lens as a spectrum $\mathcal{E}_{\text {illu }}\left(\rho, \varphi ; k_{0}\right)$ defined on a two-dimensional plane in polar coordinates. We now assume that this illumination is refracted onto a spherical shell. The azimuthal component $\hat{\varphi}$ of the polarization is unchanged by the refraction and the polar component $\hat{\rho}$ is changed to

$$
\begin{equation*}
\hat{\boldsymbol{\vartheta}}=\cos \vartheta \cos \varphi \hat{\boldsymbol{x}}+\cos \vartheta \sin \varphi \hat{\boldsymbol{y}}+\sin \vartheta \hat{\boldsymbol{z}}, \tag{2.106}
\end{equation*}
$$

where $\sin \vartheta=\frac{\rho}{f}$ and $f$ the focal length of the lens and, thus, we arrive at

$$
\begin{equation*}
\mathcal{E}_{\mathrm{refr}}\left(\rho, \varphi ;-f, k_{0}\right)=\sqrt{\frac{Z_{b}}{Z_{a}} \cos \vartheta}(\hat{\boldsymbol{\vartheta}} \otimes \hat{\boldsymbol{\rho}}+\hat{\boldsymbol{\varphi}} \otimes \hat{\boldsymbol{\varphi}}) \mathcal{E}_{\mathrm{illu}}\left(\rho, \varphi ; k_{0}\right), \tag{2.107}
\end{equation*}
$$

where $\otimes$ is the outer product. The square root as prefactor ensures energy conversation upon refraction. The impedance ratio $\frac{Z_{b}}{Z_{a}}$ takes a change from material $a$ to material $b$ on each side of the optical system into account, for example when an immersion oil lens is used. In principle this model can be refined further by using transmission functions for the different polarizations, but we omit such factors here. Now, we want to propagate this refracted field to the origin. Therefore, we use the transformation to the angular spectrum and then apply Eq. (2.100)

$$
\begin{align*}
\mathcal{E}_{\text {refr }}\left(x, y ;-f, k_{0}\right) & =\iint \mathrm{d} k_{x} \mathrm{~d} k_{y} \mathcal{E}\left(k_{x}, k_{y} ;-f, k_{0}\right) \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y\right)} \\
& =\iint \mathrm{d} k_{x} \mathrm{~d} k_{y} \mathcal{E}\left(k_{x}, k_{y} ; 0, k_{0}\right) \mathrm{e}^{\mathrm{i}\left(k_{x} x+k_{y} y-\sqrt{k^{2}-k_{x}^{2}-k_{y}^{2}} f\right)} \tag{2.108}
\end{align*}
$$

with $k=k_{b}=k_{0} n_{b}$ the wave number in the material $b$. We simplify the expression by using the stationary phase approximation to obtain

$$
\begin{equation*}
\mathcal{E}_{\text {refr }}\left(x, y ;-f, k_{0}\right) \stackrel{k f \gg 1}{=} 2 \pi \mathrm{i} \frac{\mathrm{e}^{-\mathrm{i} k f}}{f} k_{z} \mathcal{E}\left(\frac{-k x}{f}, \frac{-k y}{f} ; 0, k_{0}\right), \tag{2.109}
\end{equation*}
$$

which can be inverted and becomes in polar coordinates

$$
\begin{equation*}
\underline{\mathcal{E}}\left(\frac{k \rho}{f}, \varphi+\pi ; 0, k_{0}\right)=\frac{-\mathrm{i} f \mathrm{e}^{\mathrm{i} k f}}{2 \pi k_{z}} \mathcal{E}_{\text {refr }}\left(\rho, \varphi ;-f, k_{0}\right) . \tag{2.110}
\end{equation*}
$$

This result combined with Eq. (2.107) now relates the illumination beam to the angular spectrum in the focal plane $(z=0)$. The parameters that define the lens are the focal length $f$ and the numerical aperture $N A=n_{b} \sin \vartheta$, which defines a maximal value for $\rho$. We also find that each point in the illumination is mapped to the angular component pointing in the opposite direction as we would already expect from a simple ray optics approach.

Calculating the focusing in anisotropic media is possible with the following procedure: First, the incident beam shape and polarization has to be defined on a grid of values for $\rho$ and $\varphi$. A maximal value for $\rho$ is defined by the numerical aperture. The pass of the illumination beam through an additional aperture can be incorporated by adding further restrictions [61]. Second, we transform the beam to an angular spectrum in the focal plane with Eqs. (2.107) and (2.110) for each value on the defined grid. Then, this angular spectrum can be translated by Eq. (2.100) or, equivalently, after mapping them to the eigenmodes in the material by Eq. (2.104). The mapping onto eigenmodes also allows
us the use of the transfer matrix approach for interfaces with Eq. (2.105). The whole functionality of calculating focusing into anisotropic media of this is published separately from treams, which is discussed in Chapter 4, as a package called focusaniso. However, in Section 5.2 an application combining these approaches is discussed.

In summary, this chapter started in Section 2.1 with postulating Maxwell's equations which are the governing equations to describe electromagnetism. For a linear response and assuming locality as well as time-invariance, we describe the interaction of electromagnetic fields with media by a set of parameter given in a six-by-six bi-anisotropic tensor. Further assumptions, i.e., isotropy and reciprocity restrict the coefficients of this tensor to three material parameters: permittivity, permeability, and the chirality parameter, which completely describe the electromagnetic properties of chiral materials. We continue with introducing the Helmholtz wave equation and derive three different solution sets for it: vector spherical, cylindrical, and plane waves. The elements of these solutions can be expressed in the parity or helicity basis. Next, we connect Maxwell's equations and the constitutive relations for chiral media with the Helmholtz equation solutions: chiral media are described straightforwardly by modes of well-defined helicity and achiral media can be described by both, parity and helicity, modes.

With these carefully constructed solution sets, we continue in Section 2.2 by introducing the T-matrix method for vector spherical and cylindrical waves. By separating the field expansion outside of an isolated scatterer into incident and scattered modes, we can concisely encode the response in a single matrix. We provide a short introduction on methods to calculate the T-matrix different particle shapes. Once the T-matrix of a scatterer is known, the analytical properties of the used solution sets allow the efficient calculation of the interaction between scatterers. Furthermore, other operations, such as rotations, can be efficiently expressed. Thus, we can use this framework to solve many different scattering problems.

One major focus of this thesis is solving scattering calculations in the presences of periodic boundary conditions. A first tool to efficiently describe scattering in lattices of different dimensionality are the chosen basis sets and we give expressions to change between these basis sets for scattered waves. However, a particular challenge remains the calculation of the interaction between particles. The arising lattice sums are converging very slowly. In the following chapter, we discuss the treatment of these lattice sums in detail, but the general method, named Ewald summation, is outlined in Section 2.3.

Finally, we conclude with methods for stratified media in Section 2.4, where we usually expand the field in plane waves. We introduce the S-matrix and the transfer matrix method that we use to compute the scattering response in these cases. Moreover, we briefly introduce the Richard and Wolf method to describe focusing processes.

## 3 | Lattice sums with complex unit cells for solutions of the Helmholtz equation

This chapter provides an in-depth treatment of the quasi-periodic lattice sums for solutions to the Helmholtz equation. The main results of this chapter were published in [P4], the lattice sums described in here are necessary to efficiently use the T-matrix method with periodic boundary conditions, because they appear when summing the translation coefficients of vector spherical and cylindrical waves, for example in Eq. (2.59). These sums converge very slowly with a strong dependence on the lattice dimension. The translation coefficients decay in the limit of long distances $k r \gg 1$ with $(k r)^{-\frac{1}{2}}$ for cylindrical waves and with $(k r)^{-1}$ for spherical waves. However, the number of terms that have to be considered grows with $(k r)^{d^{\prime}}$ in a lattice with dimension $d^{\prime}$. Therefore, the decaying strength of the individual contribution can be outweighed by the increasing number of terms that need to be considered leading to slowly converging sums [52]. Thus, we need to carefully transform these slow direct sums to equivalent sums that converge quickly. Our derivation emphasizes on the following two properties: First, the final expressions should include the case of complex unit cells. Second, the method of derivation should be applicable to all possible lattice dimensions. While the first condition derives from the intention to reduce the restrictions on scattering problems that can be solved with the T-matrix method when periodic boundary conditions are used, the second condition appears to be - superficially - a desire for mathematical beauty. However, having similarities among all expressions is a benefit, because it allows to analyze their structure to gain additional physical insights. Furthermore, it can be used in practice to reduce the programming effort to implement these expressions.

The application of Ewald's method to transform the lattice sums to fast converging series evolved to include an increasing number of cases. The lattice sums for lattices with simple unit cells are most comprehensively treated. Simple unit cells only contain a single scatterer per unit cell, whereas complex unit cells contain multiple scatterers, i.e., the whole lattice can be divided into several sublattices. The case of complex unit cells but with all objects in the unit cell in the same plane as the lattice [54] can be solved analogously to the case of simple unit cells. However, arbitrary complex unit cells are a considerably more complicated case, which we cover here. Lattice sums, where the lattice covers all spatial dimensions, namely spherical waves in three dimensions [49, 55] and cylindrical waves in two dimensions [62], were among the first problems of that kind to be solved with Ewald's method. The treatment in [50] applies and expands the results from [47-49] to spherical waves in two-dimensional lattices. The presence of complex unit cells is subsequently covered in [51]. Several methods for particular other cases followed. These cases are summarized in review articles [53, 54], providing an overview of the main results for lattices with simple unit cells. Complex unit cells are, however, not as widely covered. Besides the results for two-dimensional lattices in [51], cylindrical waves in onedimensional lattices have been solved previously [56]. Our approach to solve the lattice
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Figure 3.1: The five combinations of spatial dimension $d \in\{2,3\}$ and lattice dimension $1 \leq d^{\prime} \leq d$ for which the lattice sum is solved and their orientation. The first row, including panels (a) to (c), are the lattices possible for spherical waves in $d=3$ spatial dimensions. Panels (d) and (e) in the second row show the lattices with $d=2$ for the cylindrical waves. Two sublattices are shown in blue circles and green stars. The shift between these sublattices is $\boldsymbol{r}$ and can be decomposed into the component that lies in the space spanned by the lattice, which is shown in orange, and the perpendicular component. This decomposition is indicated by the dashed line. One of the lattice vectors $\boldsymbol{R}$ is shown additionally. Reprinted with permission from [P4]. Copyright 2023 American Physical Society.
sums is similar to the approach in [63] for the case of two-dimensional lattices with simple unit cells. However, we generalize it considerably to cover all cases of lattices for spherical and cylindrical wave solutions.

We treat the lattice sum derivations as follows. First, we define the lattice sum and prepare the common starting point for all cases in Section 3.1. Then, as outlined in Section 2.3, the sum is separated into a real space sum and a reciprocal space sum. The real space sum can be treated quite generally for all cases at once as shown in Section 3.2. The reciprocal space sum requires a more detailed treatment for the various cases in the different parts of Section 3.3. Finally, we examine the derived expressions and discuss the optimal choice of the splitting parameter in Section 3.4.

### 3.1 Problem definition

We define the lattice sum, which is treated in this chapter, as

$$
\begin{equation*}
D_{\nu, d}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)=\sum_{\boldsymbol{R} \in \Lambda_{d^{\prime}}}^{\prime} f_{\nu, d}^{(3)}(-\boldsymbol{r}-\boldsymbol{R}, k) \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}} \tag{3.1}
\end{equation*}
$$

namely a sum over a phased array of singular solutions to the Helmholtz equation. These expressions essentially appear in that form in the lattice sums of translation coefficients of the vector cylindrical and spherical solutions as given in Eqs. (2.50) and (2.51). The sum depends on a range of parameters and variables. First, we have to define the spatial dimension of the solution $d$, where $d=2$ corresponds to cylindrical solutions and $d=3$ to spherical ones. The general index $\nu$ either refers to $m \in \mathbb{Z}$ for $d=2$ or to $l \in \mathbb{N}_{0}$ and $|m| \leq l$ for $d=3$. The variables of the lattice sum are the $d^{\prime}$-dimensional lattice $\Lambda_{d^{\prime}}$, where $1 \leq d^{\prime} \leq d$. The five combinations of lattice sums with these restrictions on $d$ and $d^{\prime}$ are shown in Fig. 3.1. The remaining three arguments of the lattice sum $D_{\nu, d}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)$ are the complex-valued wave number $k$, the real-valued wave vector components tangential to the lattice $\boldsymbol{k}_{\|}$, and the vector $\boldsymbol{r}$ that corresponds to a translation in the unit cell. Note that, although the wave number $k$ can be complex-valued, the most relevant application of Ewald's method is the case of a real-valued wave number, where the convergence of the lattice sum is generally slowest. The real-valued wave number corresponds to a nonabsorbing embedding medium between scatterers and, thus, the longest range of their interaction. We can assume that $\boldsymbol{r} \notin \Lambda_{d^{\prime}} \backslash\{0\}$ because $\boldsymbol{r}$ coinciding with any lattice vector is $-u p$ to a phase factor - equivalent to setting $\boldsymbol{r}=0$ due to the property

$$
\begin{equation*}
D_{\nu, d}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}+\boldsymbol{R}\right)=\mathrm{e}^{-\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}} D_{\nu, d}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right) \tag{3.2}
\end{equation*}
$$

for $\boldsymbol{R} \in \Lambda_{d^{\prime}}$ of the sum. This property is also the reason that the sums are regularly referred to as quasi-periodic lattice sums [54]. Even more strictly, this discrete translational symmetry allows defining $\boldsymbol{r}$ such that it is always in the Wigner-Seitz cell of the lattice, which is beneficial for the convergence of the real space sum. On the right-hand-side of Eq. (3.1), we have the cylindrical solutions defined in Eq. (2.11) for $d=2$ and the spherical solutions defined in Eq. (2.12) for $d=3$. The prime next to the sum symbol is the reminder to exclude the point $\boldsymbol{R}=0$ if $\boldsymbol{r}=0$. This omission practically removes the undefined value of $f_{\nu, d}^{(3)}(0)$ from the sum, which would correspond to the direct self-interaction of the scattered field from a particle with itself. Effectively, a single contribution is removed from an otherwise periodic function. The vector $\boldsymbol{r}=\boldsymbol{r}_{\|}+\boldsymbol{r}_{\perp}$ can be decomposed into a component parallel and a component perpendicular to the $d^{\prime}$-dimensional lattice $\Lambda$ as shown in Fig. 3.1. It describes the translation between different sublattices. The one-dimensional lattice is conventionally placed along the z-axis for $d=3$ and along the x -axis for $d=2$. The two-dimensional lattice is placed in the x - y -plane.

To separate short- and long-range contributions later, we introduce a particular integral representations of the Hankel function of the first kind, which is [55]

$$
\begin{equation*}
H_{l}^{(1)}(z)=\frac{(-1)^{\frac{l-|l|}{2}} 2}{\mathrm{i} \pi} z^{|l|} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\infty} \mathrm{d} t t^{2|l|-1} \mathrm{e}^{-\frac{z^{2} t^{2}}{2}+\frac{1}{2 t^{2}}}, l \in \mathbb{Z} \tag{3.3}
\end{equation*}
$$

We take $l$ as the index instead of $m$ to highlight the similarities with the $d=3$ case, where we expand the spherical Hankel function of the first kind as

$$
\begin{equation*}
h_{l}^{(1)}(z)=-\mathrm{i} \sqrt{\frac{2}{\pi}} z^{l} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\infty} \mathrm{d} t t^{2 l} \mathrm{e}^{-\frac{z^{2} t^{2}}{2}+\frac{1}{2 t^{2}}}, l \in \mathbb{N}_{0} \tag{3.4}
\end{equation*}
$$



Figure 3.2: Integration contour for the integral representation of the (spherical) Hankel functions. The integrations are defined in Eqs. (3.3) and (3.4). The contour shown in red ensures at $t \rightarrow 0$ the convergence of the integral. The domain of values for the argument $z$ where the expressions are valid is shown as gray area. Additionally, we mark the separation value $\eta$.

Note that for a convergence of that integral, we require a particular integration contour for $t \rightarrow 0$ [49, 55]. Namely, this limit is taken along the negative imaginary axis which is indicated by the phase at the lower integration boundary. We need to keep track of this condition throughout the derivation to choose the correct branch for the complex-valued functions in the result. A visualization of the contour is shown in Fig. 3.2.

Now, we can insert the representations in Eqs. (3.3) and (3.4) into Eq. (3.1) to arrive at the full expression

$$
\begin{align*}
& D_{\nu, d}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)= \sum_{\boldsymbol{R} \in \Lambda_{d^{\prime}}}^{\prime} \frac{2 \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\| \mid} \boldsymbol{R}}}{\mathrm{i} \pi}(k|\boldsymbol{r}+\boldsymbol{R}|)^{|l|} \\
& \cdot \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\infty} \mathrm{d} t t^{2|l|-3+d} \mathrm{e}^{-\frac{(k|\boldsymbol{r}+\boldsymbol{R}| t)^{2}}{2}+\frac{1}{2 t^{2}}}\left\{\begin{array}{ll}
(-1)^{\frac{l-|l|}{2}} \mathrm{e}^{\mathrm{i} l \varphi_{-\boldsymbol{r}-\boldsymbol{R}}} & d=2 \\
\sqrt{\frac{\pi}{2}} Y_{l m}(-\boldsymbol{r}-\boldsymbol{R}) & d=3
\end{array},\right. \tag{3.5}
\end{align*}
$$

where we split the integral in two parts by introducing the parameter $\eta$. The integration from $0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}$ to $\eta$ is the long-range contribution and is transformed to Fourier space. The short-range contribution corresponds to the remaining integration from $\eta$ to $\infty$. Note that we use the notation $Y_{l m}(\boldsymbol{r})=Y_{l m}\left(\theta_{\boldsymbol{r}}, \varphi_{\boldsymbol{r}}\right)$ in this chapter.

### 3.2 Real space sum

First, we examine the short-range contribution, which we can be, for a large part, generally solved for all lattice and space dimensions. Separating the integration over $t$ from the rest, we have to evaluate

$$
\begin{equation*}
I_{n}(z, \eta)=\int_{\eta}^{\infty} \mathrm{d} t t^{n} \mathrm{e}^{-\frac{z^{2} t^{2}}{2}+\frac{1}{2 t^{2}}} \tag{3.6}
\end{equation*}
$$

for integers $n \geq-1$. However, the derivations below are valid for $n \in \mathbb{Z}$, which includes also the necessary cases that appear in the reciprocal sum. The integral can be conveniently solved by using the recursion formula

$$
\begin{equation*}
I_{n}(z, \eta)=(n+3) I_{n+2}(z, \eta)-z^{2} I_{n+4}(z, \eta)+\eta^{n+3} \mathrm{e}^{-\frac{z^{2} \eta^{2}}{2}+\frac{1}{2 \eta^{2}}} \tag{3.7}
\end{equation*}
$$

which is obtained by integrating $\frac{\partial}{\partial t} t^{n+3} \mathrm{e}^{-\frac{z^{2} t^{2}}{2}+\frac{1}{2 t^{2}}}$ on the interval $[\eta, \infty)$. This recursion, actually, separates two sets of the integral, namely those for $n$ even and odd. For each of those sets we need two starting values. Hence, we evaluate the integral explicitly for $n \in\{-3,-2,-1,0\}$ (see Appendix $H$ ). The recursion formula can be used backward and forward to obtain values for all $n \in \mathbb{Z}$. A similar recursion formula is derived in [50, 63].

Once the integral values are known, we can express the $d=2$ contribution in real space by

$$
\begin{equation*}
D_{l, 2}^{(2)}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)=\frac{(-1)^{\frac{l-|l|}{2}} 2}{\mathrm{i} \pi} \sum_{\boldsymbol{R} \in \Lambda_{d^{\prime}}}^{\prime} \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}(k|\boldsymbol{r}+\boldsymbol{R}|)^{|l|} I_{2|l|-1}(k|\boldsymbol{r}+\boldsymbol{R}|, \eta) \mathrm{e}^{\mathrm{i} l \varphi_{-r-\boldsymbol{R}}} \tag{3.8}
\end{equation*}
$$

and the $d=3$ contribution by

$$
\begin{equation*}
D_{l m, 3}^{(2)}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)=-\mathrm{i} \sqrt{\frac{2}{\pi}} \sum_{\boldsymbol{R} \in \Lambda_{d^{\prime}}}^{\prime} \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}(k|\boldsymbol{r}+\boldsymbol{R}|)^{|l|} I_{2| | \mid}(k|\boldsymbol{r}+\boldsymbol{R}|, \eta) Y_{l m}(-\boldsymbol{r}-\boldsymbol{R}) . \tag{3.9}
\end{equation*}
$$

From the integral in Eq. (3.6), we can roughly estimate that for increasing values of $z^{2}$, which corresponds to large values of $|\boldsymbol{R}|$ when $\boldsymbol{r}$ is in the Wigner-Seitz cell, the contributions to the sum are exponentially suppressed. Also, the contribution summed in real space depends on the parameter $\eta$ in the following way: Larger values of $\eta$ shift more of the individual term's contribution to the reciprocal space and, conversely, smaller values increase the integration's value. This shift is explored numerically in Subsection 3.4.2.

It was not necessary so far to assume a particular alignment of the lattice with the coordinate axis for our derivation. But, we do so to simplify the reciprocal space sum in the following section. Hence, these alignments can already be used here to simplify the expressions when $\boldsymbol{r}_{\perp}=0$. These simplifications are summarized in Table 3.1. The additional symmetry in the expressions leads to selection rules for the $d=3$ cases. With $d^{\prime}=2$, only even values of $l+m$ result in non-vanishing sums and with $d^{\prime}=1$ only $m=0$ terms are non-zero.

### 3.3 Reciprocal space sum

Finding reciprocal space sum expressions, which converge quickly, requires significantly more work than the real space sums. As a preparation, we need to transform the quasiperiodic sum to a fully periodic sum to apply Poisson's formula. Then, we treat each case separately: Full lattices, i.e., cases where the lattice extends in all spatial directions mathematically expressed as $d^{\prime}=d-$ are treated in Subsection 3.3.1, the remaining three cases, where $d^{\prime} \leq d$, are individually examined in Subsections 3.3.2 to 3.3.4.

Table 3.1: Simplifications of the real space sum for $\boldsymbol{r}_{\perp}=0$ in different lattices. Adapted with permission from [P4]. Copyright 2023 American Physical Society.

| $d$ | $d^{\prime}$ | Lattice position | Simplification |
| :--- | :---: | :---: | :--- |
|  |  |  | $Y_{l m}\left(\theta_{-\boldsymbol{r}_{\\|}-\boldsymbol{R}}, \varphi_{-\boldsymbol{r}_{\\|}-\boldsymbol{R}}\right)=Y_{l m}\left(\frac{\pi}{2}, \varphi_{-\boldsymbol{r}_{\\|}-\boldsymbol{R}}\right)$ |
| 3 | 2 | $z=0$ | $=$$\frac{\sqrt{\frac{2 l+1}{4 \pi}(l-m)!(l+m)!(-1) \frac{l+m}{2}}}{2^{l}\left(\frac{l+m}{2}\right)!\left(\frac{l-m}{2}\right)!} \mathrm{e}^{\mathrm{i} m \varphi_{-\boldsymbol{r}_{\\|}-\boldsymbol{R}}}$ $l+m$ even <br> 0 $l+m$ odd |
| 3 | 1 | $x=0=y$ | $\left.\begin{array}{l}Y_{l m}\left(\theta_{-\boldsymbol{r}_{\\|}-\boldsymbol{R}}, \varphi_{-\boldsymbol{r}_{\\|}-\boldsymbol{R}}\right)=\sqrt{\frac{2 l+1}{4 \pi}}\left(\operatorname{sign}\left(\left(-\boldsymbol{r}_{\\|}-\boldsymbol{R}\right) \hat{\boldsymbol{z}}\right)\right)^{l} \delta_{m 0} \\ \mathrm{i} l \varphi_{-\boldsymbol{r}_{\\|}-\boldsymbol{R}}\end{array}\right)\left(\operatorname{sign}\left(\left(-\boldsymbol{r}_{\\|}-\boldsymbol{R}\right) \hat{\boldsymbol{x}}\right)\right)^{l}$ |

In each case, we have to correct for the omission of $\boldsymbol{r}=0$ to always have a fully periodic lattice, which results in

$$
\begin{align*}
& D_{\nu, d}^{(1)}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)+D_{\nu, d}^{(0)}(\boldsymbol{r}) \\
& \quad=\sum_{\boldsymbol{R} \in \Lambda_{d^{\prime}}} \frac{2 \mathrm{e}^{\mathrm{i} \boldsymbol{k}_{\|} \boldsymbol{R}}}{\mathrm{i} \pi}(k|\boldsymbol{r}+\boldsymbol{R}|)^{|l|} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t t^{2|l|-3+d} \mathrm{e}^{-\frac{(k|r+\boldsymbol{R}| t)^{2}}{2}+\frac{1}{2 t^{2}}} \begin{cases}(-1)^{\frac{l-|l|}{2}} \mathrm{e}^{\mathrm{i} l \varphi_{-\boldsymbol{r}-\boldsymbol{R}}} & d=2 \\
\sqrt{\frac{\pi}{2}} Y_{l m}(-\boldsymbol{r}-\boldsymbol{R}) & d=3\end{cases} \\
& \quad-\delta_{\boldsymbol{r} 0} \lim _{r \rightarrow 0} \frac{2}{\mathrm{i} \pi}(k|\boldsymbol{r}|)^{|l|} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t t^{2|l|-3+d} \mathrm{e}^{-\frac{(k|r| t)^{2}}{2}+\frac{1}{2 t^{2}}}\left\{\begin{array}{l}
(-1)^{\frac{l-l|l|}{2}} \mathrm{e}^{\mathrm{i} l \varphi_{-\boldsymbol{r}}} \\
\sqrt{\frac{\pi}{2}} Y_{l m}(-\boldsymbol{r}) \\
d=2
\end{array},\right. \tag{3.10}
\end{align*}
$$

where the first term, $D_{\nu, d}^{(1)}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)$, is the - fully periodic - sum, which needs to be transformed to reciprocal space, and the second term, $D_{\nu, d}^{(0)}(\boldsymbol{r})$, corresponds to the origin correction. The origin correction is, as indicated by the arguments, independent of the lattice geometry and the wave parameters.

The limit of $\boldsymbol{r} \rightarrow 0$ is easily taken due to the factor $|\boldsymbol{r}|^{|l|}$. Thus, only the $l=0$ term contributes and we arrive at

$$
D_{\nu, d}^{(0)}(\boldsymbol{r})=-\frac{\delta_{l 0} \delta_{\boldsymbol{r} 0}}{i \pi} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t \mathrm{e}^{\frac{1}{2 t^{2}}}\left\{\begin{array}{ll}
\frac{2}{t} & d=2  \tag{3.11}\\
\frac{1}{\sqrt{2}} & d=3
\end{array} .\right.
$$

Also, the $l=0$ part has no angular dependence, so, $D_{\nu, d}^{(0)}(\boldsymbol{r})$ neither has one. By substituting $u=\frac{\mathrm{e}^{-\mathrm{i} \pi}}{2 t^{2}}$, we can transform the previous equation to

$$
D_{\nu, d}^{(0)}(\boldsymbol{r})=\delta_{l 0} \delta_{\boldsymbol{r} 0} \int_{\frac{e^{-i \pi}}{2 \eta^{2}}}^{\infty} \frac{\mathrm{d} u}{u} \mathrm{e}^{-u}\left\{\begin{array}{ll}
\mathrm{i} & d=2  \tag{3.12}\\
\frac{u^{-\frac{1}{2}}}{4} & d=3
\end{array} .\right.
$$

Note that the phase defined in the substitution is necessary to convert the lower boundary to the correct upper limit of $+\infty$. Now, we can identify the integrals as the incomplete
gamma function 64 66

$$
D_{\nu, d}^{(0)}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)=\delta_{l 0} \delta_{\boldsymbol{r} 0} \begin{cases}\frac{\mathrm{i}}{\pi} \Gamma\left(0, \frac{\mathrm{e}^{-\mathrm{i} \pi}}{2 \eta^{2}}\right) & d=2  \tag{3.13}\\ \frac{1}{4 \pi} \Gamma\left(-\frac{1}{2}, \frac{\mathrm{e}^{-\mathrm{i} \pi}}{2 \eta^{2}}\right) & d=3\end{cases}
$$

The factor $\mathrm{e}^{-\mathrm{i} \pi}$ in the argument indicates the branch choice, namely, for the branch cut along the negative real axis we have to take the value for $-\frac{1}{2 \eta^{2}}-\mathrm{i} \epsilon$ with $\epsilon \rightarrow 0^{+}$when $\eta$ is real. Having the origin contribution solved, we can turn to the main difficulty in deriving quickly convergent series, which is transforming the reciprocal lattice sum to simple enough expressions that lend themselves to an implementation in efficient code.

To compute $D_{\nu, d}^{(1)}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)$, we first decompose $\boldsymbol{r}=\boldsymbol{r}_{\|}+\boldsymbol{r}_{\perp}$ into a contribution $\boldsymbol{r}_{\|}$that lies in the $d^{\prime}$ dimensional space spanned by the lattice and a perpendicular contribution $\boldsymbol{r}_{\perp}$ for the remaining $d-d^{\prime}$ dimensions. Next, we want to transition to the reciprocal space. For this purpose, we separate the real space sum from the rest of the complicated expression by replacing every occurrence of $\boldsymbol{R}$ by $\boldsymbol{r}^{\prime}$ and add an additional integral $\int_{\mathbb{R}^{d}} \mathrm{~d}^{d^{\prime}} r^{\prime} \delta^{\left(d^{\prime}\right)}\left(\boldsymbol{R}-\boldsymbol{r}^{\prime}\right)$. Then, we can apply Poisson's formula from Eq. (A.5) for

$$
\begin{equation*}
\sum_{\boldsymbol{R} \in \Lambda_{d^{\prime}}} \delta^{\left(d^{\prime}\right)}\left(\boldsymbol{R}-\boldsymbol{r}^{\prime}\right)=\frac{(2 \pi)^{d^{\prime}}}{V_{d^{\prime}}} \sum_{\boldsymbol{Q} \in \Lambda_{d^{\prime}}^{*}} \mathrm{e}^{\mathrm{i} \boldsymbol{Q} \boldsymbol{r}^{\prime}} \tag{3.14}
\end{equation*}
$$

to transform the sum to the reciprocal space. Next, we can also shift the integral variable by $\boldsymbol{r}_{\|}$in an additional step to simplify the integral over $\boldsymbol{r}^{\prime}$. This leads to the expression

$$
\begin{align*}
& D_{\nu, d}^{(1)}\left(\Lambda_{d^{\prime}}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)=\frac{2 k^{|l|}}{\mathrm{i} \pi V_{d^{\prime}}} \sum_{\boldsymbol{Q} \in \Lambda_{d^{\prime}}^{*}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}_{\|}} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t t^{2|l|-3+d} \mathrm{e}^{\frac{1}{2 t^{2}}} \\
& \cdot \int_{\mathbb{R}^{d^{\prime}}} \mathrm{d}^{d^{\prime}} r^{\prime}\left|\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\perp}\right|^{|l|} \exp \left(-\frac{\left(k\left|\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\perp}\right| t\right)^{2}}{2}\right) \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}^{\prime}}\left\{\begin{array}{ll}
(-1)^{\frac{l-|l|}{2}} \mathrm{e}^{\mathrm{i} l \varphi_{\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\perp}}} & d=2 \\
\sqrt{\frac{\pi}{2}} Y_{l m}\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\perp}\right) & d=3
\end{array},\right. \tag{3.15}
\end{align*}
$$

which serves as a starting point for the following individual derivations. The component $\boldsymbol{r}_{\|}$only appears as a simple phase factor, making cases where $\boldsymbol{r}_{\perp}=0$ almost identical to the simple unit cell case. The expression in Eq. (3.15) is treated now case-by-case. First, we consider full lattices, where $d=d^{\prime}$. In that case, the vector $\boldsymbol{r}$ lies in the same space as the one spanned by the lattice vectors, so essentially $\boldsymbol{r}_{\perp}=0$. This considerably simplifies the lattice sum. The remaining three lattice sums are all treated individually in the following subsections.

### 3.3.1 Lattices filling all spatial dimensions

In the case of full lattices, we can apply the simplifications $d=d^{\prime}$ and $\boldsymbol{r}_{\perp}=0$ to Eq. (3.15). Then, the spatial integral becomes

$$
\int_{\mathbb{R}^{d}} \mathrm{~d}^{d} r^{\prime} r^{\prime|l|} \mathrm{e}^{-\frac{\left(k r^{\prime} t\right)^{2}}{2}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}^{\prime}} \begin{cases}\mathrm{e}^{\mathrm{i} l \varphi_{r^{\prime}}} & d=2  \tag{3.16}\\ Y_{l m}\left(\boldsymbol{r}^{\prime}\right) & d=3\end{cases}
$$

where, next, we can insert plane wave expansions for the exponential $\mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}^{\prime}}$ that matches the spatial dimension (Appendix $G$ ), namely the spherical wave expansion for $d=3$ and the cylindrical wave expansion for $d=2$. By evaluating the angular integral, we get two different expressions for the two cases. In $d=2$ dimensions, the integral becomes

$$
\begin{equation*}
(-\mathrm{i})^{|l|} \mathrm{e}^{\mathrm{i} l \varphi_{k_{\|}}+Q} \int_{0}^{\infty} \mathrm{d} r^{\prime} r^{|l| \mid+1} \mathrm{e}^{-\frac{\left(k^{\prime} t\right)^{2}}{2}} J_{|l|}\left(\beta k r^{\prime}\right), \tag{3.17}
\end{equation*}
$$

and in $d=3$ dimensions it is

$$
\begin{equation*}
4 \pi(-\mathrm{i})^{l} Y_{l m}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \int_{0}^{\infty} \mathrm{d} r^{\prime} r^{\prime|l|+2} \mathrm{e}^{-\frac{\left(k r^{\prime} t\right)^{2}}{2}} j_{l}\left(\beta k r^{\prime}\right), \tag{3.18}
\end{equation*}
$$

with $\beta=\frac{\left|\boldsymbol{k}_{\|}+\boldsymbol{Q}\right|}{k}$. For later use, we also define $\gamma=\sqrt{1-\beta^{2}}$. Both of these integrals have well-known closed form results [64, Eq. 6.631 4.] and we arrive at

$$
D_{\nu, d}^{(1)}\left(\Lambda_{d}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)=\frac{4(-\mathrm{i})^{l}}{\mathrm{i} V_{d} k^{d}} \sum_{\boldsymbol{Q} \in \Lambda_{d}^{*}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}} \beta^{l|l|} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \frac{\mathrm{d} t}{t^{3}} \mathrm{x}^{\frac{\gamma^{2}}{2 t^{2}}}\left\{\begin{array}{ll}
\mathrm{e}^{\mathrm{i} \varphi_{\boldsymbol{k}+\boldsymbol{Q}}} & d=2  \tag{3.19}\\
\pi Y_{l m}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) & d=3
\end{array},\right.
$$

where only the integration over $t$ is left. Now, we can substitute $u=\mathrm{e}^{-\mathrm{i} \pi} \frac{\gamma^{2}}{2 t^{2}}$ to obtain a simple integration over an exponential that can easily be solved. We finally express the result using the upper incomplete gamma function as

$$
\begin{align*}
D_{\nu, d}^{(1)}\left(\Lambda_{d}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)= & \frac{4(-\mathrm{i})^{l-1}}{V_{d} k^{d}} \sum_{\boldsymbol{Q} \in \Lambda_{d}^{*}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}} \beta^{|l|}  \tag{3.20}\\
& \cdot \gamma^{-2} \Gamma\left(1, \mathrm{e}^{-\mathrm{i} \pi} \frac{\gamma^{2}}{2 \eta^{2}}\right) \begin{cases}\mathrm{e}^{\mathrm{i} l \varphi_{\boldsymbol{k}+\boldsymbol{Q}}} & d=2 \\
\pi Y_{l m}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) & d=3 .\end{cases}
\end{align*}
$$

Here, that seems to be a superfluous step, however, the general structure of the expression shows similarities to the expression derived in the following better.

### 3.3.2 Two-dimensional lattice for spherical wave solutions

The two-dimensional sum of spherical waves is solved in [50, 51]. Here, we show that our direct approach reproduces these results, without the need to evaluate a limit to obtain the solution. We start by explicitly writing the spherical harmonics as a normalization factor $N_{l m}$, an exponential for the azimuthal part, and the associated Legendre polynomials

$$
\begin{align*}
& D_{l m, 3}^{(1)}\left(\Lambda_{2}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)=\sqrt{\frac{2}{\pi}} \frac{k^{l}}{\mathrm{i} V_{2}} \sum_{\boldsymbol{Q} \in \Lambda_{2}^{*}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}_{\|}} \int_{0 \mathrm{e}^{\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t t^{2 l} \mathrm{e}^{\frac{1}{2 t^{2}}} \\
& \cdot \int_{\mathbb{R}^{2}} \mathrm{~d}^{2} r^{\prime}\left(r^{\prime 2}+z^{2}\right)^{\frac{l}{2}} \mathrm{e}^{-\frac{k^{2}\left(r^{\prime 2}+z^{2}\right) t^{2}}{2}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}^{\prime}} N_{l|m|} \mathrm{e}^{\mathrm{i} m \varphi_{\boldsymbol{r}^{\prime}}(-1)^{\frac{m-|m|}{2}} P_{l}^{|m|}\left(\frac{-z}{\sqrt{r^{\prime 2}+z^{2}}}\right) .} \tag{3.21}
\end{align*}
$$

The lattice is conventionally placed in the x -y-plane. Thus, the shift perpendicular to the lattice $\boldsymbol{r}_{\perp}=z \hat{\boldsymbol{z}}$ can be expressed by the z-component. As in the case of $d=d^{\prime}$, we first focus on the integration over $\boldsymbol{r}^{\prime}$. However, we now have the difficulty that, in general, $z \neq 0$. The integration over angles can still be performed straightforwardly after using, again, a suitable expansion of the plane wave (Eq. (G.1)). In this case, we use the expansion in cylindrical Bessel functions due to the two-dimensional integration domain for $\boldsymbol{r}^{\prime}$. The radial integration left after the angular integral is

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} r^{\prime} r^{\prime}\left(r^{\prime 2}+z^{2}\right)^{\frac{l}{2}} J_{|m|}\left(\beta k r^{\prime}\right) \mathrm{e}^{-\frac{\left(k r^{\prime} t\right)^{2}}{2}} P_{l}^{|m|}\left(\frac{-z}{\sqrt{r^{\prime 2}+z^{2}}}\right) \tag{3.22}
\end{equation*}
$$

To proceed, we can find an expansion of the associated Legendre polynomials, such that the factor $\left(r^{\prime 2}+z^{2}\right)^{\frac{l}{2}}$ is eliminated, because it complicates the integral expression especially for odd values of $l$. We achieve this by using the expansion of the associated Legendre polynomials derived in Appendix C that replaces the complicated integrand involving square roots by a more tractable finite sum over powers of $r^{\prime}$, that are of the shape

$$
\begin{array}{r}
\int_{0}^{\infty} \mathrm{d} r^{\prime} r^{\prime 1+|m|+2 s} J_{|m|}\left(\beta k r^{\prime}\right) \mathrm{e}^{-\frac{\left(k r^{\prime} t\right)^{2}}{2}}=\frac{(s+|m|)!}{|m|!\beta k\left(\frac{k^{2} t^{2}}{2}\right)^{\frac{1+|m|}{2}+s}} \mathrm{e}^{-\frac{\beta^{2}}{4 t^{2}}} M_{\frac{1+|m|}{2}+s, \frac{|m|}{2}}\left(\frac{\beta^{2}}{2 t^{2}}\right) \\
=\frac{(s+|m|)!}{\beta k}\left(\frac{\beta}{k t^{2}}\right)^{1+|m|+2 s}(-1)^{s} \mathrm{e}^{-\frac{\beta^{2}}{2 t^{2}}} \sum_{n=0}^{s}\binom{s}{n} \frac{\left(-\frac{\beta^{2}}{2 t^{2}}\right)^{-n}}{(s+|m|-n)!} \tag{3.23}
\end{array}
$$

which, as can be seen, is an integral that is solved by the Whittaker functions [64, Eq. 6.631 1.]. The combinations of the parameters $\frac{1+|m|}{2}+s$ and $\frac{|m|}{2}$ are special cases of that function that are expressible as finite sums of simpler functions [67], which is summarized in Appendix I.

Combining the result of the angular integral, the expansion of the associated Legendre polynomials, the result of the radial integral, and the expansion of the Whittaker function, we now arrive at the expression

$$
\begin{align*}
D_{l m, 3}^{(1)}\left(\Lambda_{2}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right)= & \sqrt{2(2 l+1)(l-m)!(l+m)!} \frac{\mathrm{i}^{m-1}}{V_{2} k^{2}} \sum_{\boldsymbol{Q} \in \Lambda_{2}^{*}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}_{\|}} \mathrm{e}^{\mathrm{i} m \varphi_{\boldsymbol{k}_{\|}}+\boldsymbol{Q}} \\
& \cdot \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t \mathrm{e}^{\frac{\gamma^{2}}{2 t^{2}}-\frac{k^{2} z^{2} t^{2}}{2}} \sum_{s=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \sum_{n=0}^{s} t^{2 l-2-2|m|-4 s+2 n}  \tag{3.24}\\
& \cdot \frac{\beta^{|m|+2 s-2 n}(-k z)^{l-|m|-2 s}(-1)^{n}}{2^{2 s+|m|-n}(s+|m|-n)!n!(s-n)!(l-|m|-2 s)!},
\end{align*}
$$

which is more complicated than in the full lattice case. Instead of a simple single integral over $t$, we now have two sums - one from the expansion of the associated Legendre polynomials and one from the expansion of the Whittaker functions - that bring additional factors of $t$. To proceed, we rearrange the sums such that the inner one is independent
of the integral $t$. This is useful to evaluate certain limits like $\beta \rightarrow 0$ or $z \rightarrow 0$ later to find simplified expressions. Also, it is beneficial for simple and fast implementations in treams, because the evaluation of the integral result can be done independently from the inner sum.
After rearranging the sums according to Eq. (J.1) and substituting $u=\frac{\mathrm{e}^{-\mathrm{i} \pi \gamma^{2}}}{2 t^{2}}$, we obtain

$$
\begin{align*}
& D_{l m, 3}^{(1)}\left(\Lambda_{2}, k, \boldsymbol{k}_{\|}, \boldsymbol{r}\right) \\
& \quad=\sum_{\boldsymbol{Q} \in \Lambda_{2}^{*}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}} \mathrm{e}^{\mathrm{i} m \varphi_{\boldsymbol{k}_{\|}}+\boldsymbol{Q}} \sum_{n=0}^{l-|m|} S_{3, l m n, 2}(k, \beta, z) \gamma^{2 n-1} \int_{\mathrm{e}^{-\mathrm{i} \pi} \frac{\gamma^{2}}{2 \eta^{2}}}^{\infty} \frac{\mathrm{d} u}{u} u^{\frac{1}{2}-n} \mathrm{e}^{-u+\frac{(\gamma k z)^{2}}{4 u}}, \tag{3.25}
\end{align*}
$$

with

$$
\begin{align*}
S_{3, l m n, 2}(k, \beta, z)= & \frac{\sqrt{(2 l+1)(l-m)!(l+m)!}}{(-2)^{l^{\mathrm{i}}{ }^{m} V_{2} k^{2}}} \\
& \cdot \sum_{s=n}^{\min (l-|m|, 2 n)} \frac{(-k z)^{2 n-s} \beta^{l-s}}{(2 n-s)!(s-n)!\left(\frac{l+m-s}{2}\right)!\left(\frac{l-m-s}{2}\right)!} . \tag{3.26}
\end{align*}
$$

The phase factor in the substitution is, as for the origin contribution, necessary in the given form to transform the lower boundary to the correct upper limit of $+\infty$ and leads to a particular branch choice for the lower limit to obtain the correct result. The remaining integral needs further treatment in the general case, but for $z=0$ it simplifies to the gamma function $\Gamma\left(\frac{1}{2}-n \frac{\mathrm{e}^{-\mathrm{i} \pi} \gamma^{2}}{2 \eta^{2}}\right)$. In the general case though, it is possible to convert it to the same form as Eq. (3.6). We show this in Appendix H.

The sum over $s$ in $S_{3, l m, 2}(k, \beta, z)$ only runs over every other integer: $s$ has to have the same parity as $l+m$ such that the factorials only contain integer arguments. The factor $S_{3, l m, 2}(k, \beta, z)$ simplifies greatly for $z=0$ or $\beta=0$ with, at maximum, a single summand contributing. If $z=0$, only the term with $s=2 n$ contributes as

$$
\begin{equation*}
S_{3, l m n, 2}(k, \beta, 0)=\frac{\sqrt{(2 l+1)(l-m)!(l+m)!}}{(-2)^{l} V_{2} k^{2}} \frac{\beta^{l-2 n}}{n!\left(\frac{l-m}{2}-n\right)\left(\frac{l+m}{2}-n\right)}, \tag{3.27}
\end{equation*}
$$

which only happens for $l+m$ even and $n \leq \frac{l-|m|}{2}$. For $\beta=0$, only the $s=l$ term contributes.

The result derived here is equivalent to the result in [51]. This gives us confidence that we can also apply the direct evaluation approach to the one-dimensional lattice case, where expressions for lattices with complex unit cells are not present in literature [57].

### 3.3.3 One-dimensional lattice for spherical wave solutions

In the case of $d=3$ and $d^{\prime}=1$, we have to evaluate

$$
\begin{align*}
& D_{l m, 3}^{(1)}\left(\Lambda_{1}, k, k_{\|}, \boldsymbol{r}\right)=\frac{\sqrt{2} k^{l}}{\mathrm{i} \sqrt{\pi} V_{1}} \sum_{Q \in \Lambda_{1}^{*}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r_{\|}} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t t^{2 l} \mathrm{e}^{\frac{1}{2 t^{2}}} \\
& \int_{-\infty}^{\infty} \mathrm{d} r^{\prime}\left(r^{\prime 2}+\rho^{2}\right)^{\frac{l}{2}} \mathrm{e}^{-\frac{k^{2}\left(r^{\prime 2}+\rho^{2}\right) t^{2}}{2}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r^{\prime}} N_{l|m|}(-1)^{\frac{m-|m|}{2}} \mathrm{e}^{\mathrm{i} m \varphi-r_{\perp}} P_{l}^{|m|}\left(\frac{r^{\prime}}{\sqrt{r^{\prime 2}+\rho^{2}}}\right) \tag{3.28}
\end{align*}
$$

where we use an explicit expression for the spherical harmonics again. The lattice is placed along the z-axis. Thus, the absolute value of the shift vector perpendicular to the lattice is $\rho=\left|\boldsymbol{r}_{\perp}\right|$. Furthermore, we can replace the vectors $\boldsymbol{r}_{\|}=r_{\|} \hat{\boldsymbol{z}}, \boldsymbol{k}_{\|}=k_{\|} \hat{\boldsymbol{z}}$, and $\boldsymbol{Q}=Q \hat{\boldsymbol{z}}$ through scalar values in a one-dimensional lattice. We use again the closed form expression Eq. (C.12) for the associated Legendre polynomials to eliminate the factor $\left(r^{\prime 2}+\rho^{2}\right)^{\frac{l}{2}}$. Thereby, the integral over $r^{\prime}$ becomes

$$
\begin{align*}
& \int_{-\infty}^{\infty} \mathrm{d} r^{\prime} \mathrm{e}^{-\frac{k^{2} r^{\prime 2} t^{2}}{2}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r^{\prime}} r^{\prime l-|m|-2 s} \\
& \quad=\frac{(l-m-2 s)!\sqrt{2 \pi}}{k t} \mathrm{e}^{-\frac{\beta^{2}}{2 t^{2}}}\left(-\frac{\mathrm{i} \beta}{k t^{2}}\right)^{l-|m|-2 s} \sum_{n=0}^{\left.\frac{l-|m|}{2}-s\right\rfloor} \frac{\left(-\frac{t^{2}}{2 \beta^{2}}\right)^{n}}{(l-|m|-2 s-2 n)!n!}, \tag{3.29}
\end{align*}
$$

which is known in literature [64, Eq. 6.462 2.]. We use $\beta=\frac{k_{\|}+Q}{k}$ for the one-dimensional case. We can now collect the results of the integral and the expansion to obtain

$$
\begin{align*}
& D_{l m, 3}^{(1)}\left(\Lambda_{1}, k, k_{\|}, \boldsymbol{r}\right)=\frac{\sqrt{\frac{2 l+1}{\pi}(l-m)!(l+m)!}}{\mathrm{i} k V_{1}}(-\mathrm{i})^{l+m} \\
& \cdot \sum_{Q \in \Lambda_{1}^{*}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r_{\|}} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t \mathrm{e}^{\frac{\gamma^{2}}{2 t^{2}}} \frac{k^{2} \rho^{2} t^{2}}{2} \\
& \mathrm{e}^{\mathrm{i} m \varphi-r_{\perp}}  \tag{3.30}\\
& \cdot \sum_{s=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \sum_{n=0}^{\left\lfloor\frac{l-|m|}{2}-s\right\rfloor} \frac{(k \rho)^{2 s+|m|}}{2^{2 s+|m|+n}(s+|m|)!s!} t^{4 s+2|m|+2 n-1} \beta^{l-|m|-2 s-2 n} \frac{(-1)^{n}}{(l-|m|-2 s-2 n)!n!}
\end{align*}
$$

with the sum over the reciprocal lattice and two finite sums. We substitute again the integration variable $t$ and rearrange the two finite sums using Eq. (J.2) to arrive at

$$
\begin{align*}
& D_{l m, 3}^{(1)}\left(\Lambda_{1}, k, k_{\|}, \boldsymbol{r}\right) \\
& \qquad=\mathrm{e}^{\mathrm{i} m \varphi_{-r_{\perp}}} \sum_{Q \in \Lambda_{1}^{*}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r_{\|}} \sum_{n=|m|}^{l} S_{3, l m n, 1}(k, \beta, \rho) \frac{\gamma^{2 n}}{4^{n}} \int_{\frac{\mathrm{e}^{-\mathrm{i} \pi \gamma^{2}}}{2 \eta^{2}}}^{\infty} \frac{\mathrm{d} u}{u} u^{-n} \mathrm{e}^{-u+\frac{(\gamma k \rho)^{2}}{4 u}}, \tag{3.31}
\end{align*}
$$

with the factor

$$
\begin{align*}
S_{3, l m n, 1}(k, \beta, \rho)= & \frac{(-\mathrm{i})^{l+1} \mathrm{i}^{m}}{2 V_{1} k} \sqrt{\frac{2 l+1}{\pi}(l-m)!(l+m)!} \\
& \cdot \sum_{s=n}^{\min (2 n-|m|, l)} \frac{(k \rho)^{2 n-s} \beta^{l-s}}{\left(n-\frac{s+m}{2}\right)!\left(n-\frac{s-m}{2}\right)!(l-s)!(s-n)!}, \tag{3.32}
\end{align*}
$$

which is independent of the integration. Note that the sum over $s$ contains only values where the factorial has integer argument, namely $s+m$ must be even. The integral simplifies to the incomplete gamma function for $\rho=0$, similarly to the simplification in the previous section for $z=0$, and for non-zero values of $\rho$ it can be transformed to the structure of the integral in Eq. (3.6).

The simplification of the factor $S_{3, l m n, 1}(k, \beta, \rho)$ for $\rho=0$ is

$$
S_{3, l m n, 1}(k, \beta, 0)=\left\{\begin{array}{ll}
\frac{(-\mathrm{i})^{l+1} l!}{2 V_{1} k} \sqrt{\frac{2 l+1}{\pi}} \frac{\beta^{l-2 n}}{n!(l-2 n)!} & n \leq\left\lfloor\frac{l}{2}\right\rfloor \text { and } m=0  \tag{3.33}\\
0 & \text { otherwise }
\end{array},\right.
$$

where we find that the sums with $m \neq 0$ are zero for the real space sum due to the restored symmetry.

### 3.3.4 One-dimensional lattice for cylindrical wave solutions

Eventually, the last case to cover are cylindrical waves on a one-dimensional lattice. A discussion of this case is contained in the supplementary material of [56]. We place the lattice along the x-axis. We write the vectors $\boldsymbol{Q}=Q \hat{\boldsymbol{x}}, \boldsymbol{r}_{\|}=r_{\|} \hat{\boldsymbol{x}}$, and $\boldsymbol{k}_{\|}=k_{\|} \hat{\boldsymbol{x}}$ as scalar quantities similar to the one-dimensional lattice case with spherical waves. The shift component perpendicular to the lattice is $\boldsymbol{r}_{\perp}=y \hat{\boldsymbol{y}}$. We start with

$$
\begin{align*}
& D_{l, 2}^{(1)}\left(\Lambda_{1}, k, k_{\|}, \boldsymbol{r}\right)=\frac{2 k^{|l|}(-1)^{\frac{l-|l|}{2}}}{\mathrm{i} \pi V_{1}} \sum_{Q \in \Lambda_{1}^{*}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r_{\|}} \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t t^{2|l|-1} \mathrm{e}^{\frac{1}{2 t^{2}}}  \tag{3.34}\\
& \cdot \int_{-\infty}^{\infty} \mathrm{d} r^{\prime}\left(r^{\prime 2}+y^{2}\right)^{\frac{|l|}{2}} \mathrm{e}^{-\frac{k^{2}\left(r^{\prime 2}+y^{2}\right) t^{2}}{2}-\mathrm{i}\left(k_{\|}+Q\right) r^{\prime}\left(\frac{r^{\prime}-\mathrm{i} \operatorname{sign}(l) y}{\sqrt{r^{\prime 2}+y^{2}}}\right)^{|l|},}
\end{align*}
$$

where the exponential $\mathrm{e}^{\mathrm{i} l \varphi_{r^{\prime}-r_{\perp}}}$ is rewritten such that the factor $\left(r^{\prime 2}+y^{2}\right)^{\frac{|l|}{2}}$ is eliminated. Thus, similar to the role previously taken by the associated Legendre polynomials the angles $\varphi_{\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\perp}}$ and, where applicable, $\theta_{\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\perp}}$ are useful to simplify the expressions.

Next, we take the binomial expansion of $\left(r^{\prime}-\mathrm{i} \operatorname{sign}(l) y\right)^{|l|}$ to then integrate over the variable $r^{\prime}$. This integral evaluates to [64, Eq. 6.462 2.]

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} r^{\prime} r^{\prime s} \mathrm{e}^{-\frac{k r^{\prime} t^{2}}{2}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r^{\prime}}=\frac{s!\sqrt{2 \pi}}{k t} \mathrm{e}^{-\frac{\beta^{2}}{2 t^{2}}}\left(-\frac{\mathrm{i} \beta}{k t^{2}}\right)^{s} \sum_{n=0}^{\left\lfloor\frac{s}{2}\right\rfloor} \frac{\left(-\frac{t^{2}}{2 \beta^{2}}\right)^{n}}{(s-2 n)!n!} . \tag{3.35}
\end{equation*}
$$

Inserting this result back into the expression for $D_{l, 2}^{(1)}\left(\Lambda_{1}, k, k_{\|}, \boldsymbol{r}\right)$, we get

$$
\begin{align*}
& D_{l, 2}^{(1)}\left(\Lambda_{1}, k, k_{\|}, \boldsymbol{r}\right)=\frac{2 \mathrm{i}^{l} \sqrt{2}}{\mathrm{i} \sqrt{\pi} k V_{1}} \sum_{Q \in \Lambda_{1}^{*}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r_{\|}} \\
& \quad \cdot \int_{0 \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}}}^{\eta} \mathrm{d} t \mathrm{e}^{\frac{\gamma^{2}}{2 t^{2}}-\frac{k^{2} y^{2} t^{2}}{2}} \sum_{s=0}^{|l|} \sum_{n=0}^{\left\lfloor\frac{s}{2}\right\rfloor} t^{2(|l|-1-s+n)}(-1)^{s+n} \frac{|l|!(-\operatorname{sign}(l) k y)^{|l|-s} \beta^{s-2 n}}{(s-2 n)!n!2^{n}(|l|-s)!} \tag{3.36}
\end{align*}
$$

including two finite sums that come from the binomial expansion and the integration result. Then, after reordering the sums and substituting the summation variables, we obtain

$$
\begin{equation*}
D_{l, 2}^{(1)}\left(\Lambda_{1}, k, k_{\|}, \boldsymbol{r}\right)=\sum_{Q \in \Lambda_{1}^{*}} \mathrm{e}^{-\mathrm{i}\left(k_{\|}+Q\right) r_{\|}} \sum_{n=0}^{|l|} S_{2, l n, 1}(k, \beta, y) \gamma^{2 n-1} \int_{\mathrm{e}^{-\mathrm{i} \pi} \frac{\gamma^{2}}{2 \eta^{2}}}^{\infty} \frac{\mathrm{d} u}{u} u^{\frac{1}{2}-n} \mathrm{e}^{-u+\frac{(\gamma k y)^{2}}{4 u}} \tag{3.37}
\end{equation*}
$$

with the factor

$$
\begin{equation*}
S_{2, l n, 1}(k, \beta, y)=\frac{(-\mathrm{i})^{l} 2}{\sqrt{\pi} V_{1} k} \sum_{s=n}^{\min (2 n,|l|)} \frac{(-\operatorname{sign}(l) k y)^{2 n-s} \beta^{|l|-s}}{2^{s}(2 n-s)!(|l|-s)!(s-n)!} \tag{3.38}
\end{equation*}
$$

completing the set of lattice summations for all combination of $d$ and $d^{\prime}$. Here, the sum over $s$ includes all values in the given range. The integral appearing is similar to the one for the $d=3, d^{\prime}=2$ case. Therefore, this part of the result seems to depend on the difference $d-d^{\prime}$. The factor

$$
S_{2, l n, 1}(k, \beta, 0)= \begin{cases}\frac{2(-\mathrm{i})^{l}}{\sqrt{\pi} V_{1} k} \frac{\beta^{|l|} 4^{n} n!(|l|-2 n)!}{\left.4^{2 n}\right)!} & n \leq\left\lfloor\frac{|l|}{2}\right\rfloor  \tag{3.39}\\ 0 & \text { otherwise }\end{cases}
$$

can, again, be significantly simplified for the case of $y=0$.
This result concludes the derivations of suitable expressions for the lattice sum defined in Eq. (3.1). All cases of lattice dimension $d^{\prime}$ for spherical and cylindrical solutions have been converted to exponentially convergent expressions in the presence of complex unit cells, i.e., for $\boldsymbol{r}_{\perp} \neq 0$. Furthermore, these expressions reproduce the correct previously known results for $\boldsymbol{r}_{\perp}=0$ [54]. The real space sum is given in Eqs. (3.8) and (3.9). The reciprocal space sum requires the specialized expressions for the different lattices in Eqs. (3.20), (3.25), (3.31), and (3.37), and the correction for the omission of the origin is given in Eq. (3.13). The validation of all expressions is mainly covered in the following section.

We want to shortly discuss the general structure of the reciprocal space expressions. Besides the sum over reciprocal lattice vector $\boldsymbol{Q}$, the phase factor $\mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right) \boldsymbol{r}_{\|}}$, and individual prefactors, an integral over $u$ appears, which has a form that mostly depends on $d-d^{\prime}$. For $\boldsymbol{r}_{\perp}=0$, this integral is essentially the incomplete gamma function. The first argument of the incomplete gamma function depends on the value of $d-d^{\prime}$ : For $d-d^{\prime}=0$, the argument is 1 , for $d-d^{\prime}=1$ it is in $\left\{\frac{1}{2},-\frac{1}{2},-\frac{3}{2}, \ldots\right\}$, and for $d-d^{\prime}=2$ it is in $\{0,-1,-2, \ldots\}$ [53]. This structure is maintained for $\boldsymbol{r}_{\perp} \neq 0$, but the integral is
now given by Eq. (3.6). Moreover, for $d \neq d^{\prime}$, two finite sums appear. In comparison to the conventional approach presented in Section 2.3, we can avoid the process of taking a limit here and, hence, also the difficulties arising at that step for lattices with complex unit cells.

### 3.4 Assessment of the derived expressions

We perform several tests to assess our expressions. First, we cover the general accuracy and the achieved speed improvement in Subsection 3.4.1. Second, we discuss the influence of the splitting parameter $\eta$ between the real and reciprocal space sums on the accuracy and convergence of the individual contributions in Subsection 3.4.2 to arrive at the choice that is finally implemented in treams.

### 3.4.1 Validation of the results by direct sum comparisons

To assess the accuracy of the derived expressions from the previous section, we compare them to the direct sum. Depending on the difference $d-d^{\prime}$, the direct sum converges with different speed. As a first example, we analyze the expression and, equally important for such complicated mathematical functions, their implementation in treams for the following parameters. In the $d=3$ case, we choose $l=2$ and $m=0$, and in the $d=2$ case we set $m=0$. Note that for these parameters, there is also a contribution to the lattice sums if we had $\boldsymbol{r}_{\perp}=0$ : The $d=3$ and $d^{\prime}=2$ case has non-zero values for $l+m$ even and the $d=3$ and $d^{\prime}=1$ case has non-zero values for $m=0$. Thus, these first examples test if the inclusion of non-zero $\boldsymbol{r}_{\perp}$ changes the non-zero values correctly by setting the shift vectors to $\boldsymbol{r}=0.2 \hat{\boldsymbol{x}}+0.1 \hat{\boldsymbol{y}}+0.3 \hat{\boldsymbol{z}}$ for $d=3$ and $\boldsymbol{r}=0.1 \hat{\boldsymbol{x}}+0.3 \hat{\boldsymbol{y}}$ for $d=2$. The tangential wave vector components are chosen to be $k_{\|}=0.3$ for the $d^{\prime}=1$ lattices, $\boldsymbol{k}_{\|}=-0.1 \hat{\boldsymbol{x}}+0.2 \hat{\boldsymbol{y}}$ for the $d^{\prime}=2$ lattices, and $\boldsymbol{k}_{\|}=0.3 \hat{\boldsymbol{x}}-0.1 \hat{\boldsymbol{y}}+0.2 \hat{\boldsymbol{z}}$ for the $d^{\prime}=3$ lattice. In all cases, we use the common variables $k=3$ and lattice pitch $a=1.9$. We use a square or cubic lattice geometry for the two- or three-dimensional lattices, respectively.

In Fig. 3.3, we show the result for the direct sum and the result obtained with the expressions derived above. Each panel shows one combination of $d$ and $d^{\prime}$. The first row, panels (a) to (c), shows the $d=3$ results and the second row the $d=2$ results. The columns correspond to $d^{\prime} \in\{1,2,3\}$ from left to right. We plot for each lattice sum its real part, its imaginary part, and the relative differences of the value obtained with our approach to the direct sum. For the direct summation, we include an increasing number of lattice points starting with the closest lattice points. For lattices with $d^{\prime}>1$ there are different methods to generalize the distance, e.g., one can use the Euler distance $\sqrt{\left|\boldsymbol{r}_{1}\right|^{2}+\left|\boldsymbol{r}_{2}\right|^{2}}$ or the Chebyshev distance $\max \left(\left|\boldsymbol{r}_{1}\right|,\left|\boldsymbol{r}_{2}\right|\right)$ between two points $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$. We choose the latter due to a better convergence behavior [54]. Each layer increases the Chebyshev distance by the value of the lattice pitch.

Panel (a) shows the result for $d=3$ and $d^{\prime}=1$, where the direct sum converges to the same value as our expressions. However, during the calculation, the result is highly oscillatory, such that the blue lines appear as solid areas. With $10^{5}$ layers, the relative difference is slightly above $10^{-4}$. For $d^{\prime}=2$ the convergence is slightly slower as shown in panel (b), even though a maximal number of 1000 layers corresponds to approximately $4 \cdot 10^{6}$ lattice points considered in the sum, so an order of magnitude more than in the $d^{\prime}=1$ case. This highlights how the use of Ewald's method improves the speed of the


Figure 3.3: Comparison of the direct evaluation and the exponentially fast converging expressions. The panels correspond the five combinations of lattices with dimension $d^{\prime}$ and spatial dimensions $d$ shown in Fig. 3.1. It can be seen that the exponentially fast convergence shown as orange line matches with the highly oscillatory result of the direct sum in the limiting case of a very larger layer number. Panel (f) shows timings for the exponentially fast sums (orange) and the direct sums (blue). Note that times are presented on logarithmic scale. Adapted with permission from [P4]. Copyright 2023 American Physical Society.


Figure 3.4: Comparison of the direct evaluation with oscillation averaging and the exponentially fast converging expressions. The panels show to the same five combinations of lattices with dimension $d^{\prime}$ and spatial dimensions $d$ with the same parameters as in Fig. 3.3. However, the direct sum is averaged such that the oscillations around the true value are reduced. Reprinted with permission from [P4]. Copyright 2023 American Physical Society.
calculation especially for higher-dimensional lattices. Even with this high number of particles included, the lattice difference between the two approaches is with $10^{-2}$ greater than for the $d^{\prime}=1$ case. Panel (c) shows the case $d^{\prime}=3$, which only exists for the spherical solutions. Here, we include up to 300 layers which means approximately $2 \cdot 10^{8}$ lattice points considered in the sum. However, the convergence of the direct approach is not even visible, clearly illustrating the usefulness of the Ewald method. We observe, however, that the result obtained with the direct sum oscillates around the value from the expression we derived.

The second row, containing panels (d) and (e), shows the results for the cylindrical solutions, i.e., $d=2$. The sum for $d^{\prime}=1$ in panel (d) converges with a similar speed as the $d=3$ and $d^{\prime}=2$ case in panel (b), achieving also a relative difference of about $10^{-2}$. Thus, the convergence of the sums seem to be closely linked to the difference $d-d^{\prime}$. This can also be seen in panel (e), where - analogous to panel (c) - the direct approach does not lead to a visible convergence, but to an oscillation around the result obtained with Ewald's method.

Panel (f) shows the computation times for the direct sums in comparison to our expressions for the five presented cases. Our expressions compute the final value on a timescale of several milliseconds. Moreover, the time to compute the result shows no strong depen-


Figure 3.5: Comparison of direct evaluation and the exponentially fast converging expressions for large shifts perpendicular to the lattice. The panels show the three cases, where $d>d^{\prime}$. Reprinted with permission from [P4]. Copyright 2023 American Physical Society.
dence on the lattice dimensions. This behavior is in strong contrast to the direct sums. Here, the dependence on the lattice dimension is quite strong. It scales, unsurprisingly, similarly as the number of terms that are required for a convergent solution. Even for one-dimensional lattices, where the individual sum takes about 100 ms , our approach is two orders of magnitude faster. This improvement of the computation time gets even stronger for higher-dimensional lattices. In the case of a three-dimensional lattice, the direct sum needs several minutes to be computed.

A common and simple method to improve the direct summation approach is the averaging of the sum for different numbers of layers. The idea behind that approach is to compensate for the oscillation around the true value of the sum. The same sums, but with the use of such an averaging scheme are shown in Fig. 3.4. In panels (a), (b), and (d), where $d>d^{\prime}$ and we already had convergent sums previously, we find that this approach leads to relative differences approximately an order of magnitude smaller than the ones shown in Fig. 3.3. However, we still need to include a large number of lattice points to achieve this result.

In panels (c) and (e), the improvement due to the averaging is even more substantial in comparison to the simpler approach in Fig. 3.3. Now, these sums converge in the first place and we have a relative difference in the order of $10^{-2}$. Overall, our studies show that for all five different combinations of $d$ and $d^{\prime}$ our approach leads to the same results as could be obtained with the direct approach, but with a dramatically improved speed.

Next, we turn to combinations of $l$ and $m$ in combination with larger values of $\left|\boldsymbol{r}_{\perp}\right|$. Therefore, these studies are only done for the cases with $d>d^{\prime}$, because $\left|\boldsymbol{r}_{\perp}\right|$ is not present for $d=d^{\prime}$. In the case $d=3$, we use $l=2$ and $m=1$. The shift vector is $\boldsymbol{r}=1.5 \hat{\boldsymbol{x}}+1.1 \hat{\boldsymbol{y}}+0.3 \hat{\boldsymbol{z}}$ for $d^{\prime}=2$ and $\boldsymbol{r}=0.2 \hat{\boldsymbol{x}}+0.1 \hat{\boldsymbol{y}}+1.3 \hat{\boldsymbol{z}}$ for $d^{\prime}=1$. For the chosen values of $l$ and $m$ the sum would be zero for $\boldsymbol{r}_{\perp}=0$. Thus, this example particularly tests the correct result for lattices with complex unit cells. In the case $d=2$ and $d^{\prime}=1$ we use $m=2$. The shift perpendicular to the lattice is also increased in this case to $\boldsymbol{r}=0.1 \hat{\boldsymbol{x}}+1.3 \hat{\boldsymbol{y}}$. The remaining parameters of $k, \boldsymbol{k}_{\|}$, and the lattice geometry stay the same as for Fig. 3.3.

Figure 3.5 shows that the direct sum and the exponentially convergent expressions result in the same values. For the chosen parameters, the result for $d=3$ and $d^{\prime}=1$ as shown in panel (a) matches very good. We observe that the direct sum also converges very quickly and the relative difference gets below $10^{-7}$. In the other two cases, the convergence is slower and it only reaches accuracies of approximately $10^{-3}$ and $10^{-1}$ in panel (b), showing the $d=3$ and $d^{\prime}=2$ case, and panel (c), showing the $d=2$ and $d^{\prime}=1$ case, respectively.

### 3.4.2 Choice of the splitting parameter

As the only freely settable argument of the expressions we derived, the value of the splitting parameter $\eta$ assumes an important role in the numerical evaluation of the lattice sums. Its influence mainly appears in two ways: From an analytical perspective, an optimal choice of the splitting parameter means a quick convergence of both sums, but from a numerical perspective, suboptimal convergence has to be balanced with the stability of summing floating point numbers in a computer. We first want to motivate the analytically optimal choice of the splitting parameter. Then, we show that this choice has to be modified to ensure convergence in the actual implementation.

In principle, the addition of the real and reciprocal space sums should always result in the correct total value independently of $\eta$. Even more, the limits of $\eta \rightarrow 0$ and $\eta \rightarrow \infty$ should result in the original sum and its complete Fourier transform, respectively. However, the full sums in real and reciprocal space have poor convergence. So, the correct choice of the splitting parameter ensures a quick convergence of both sums that appear when using Ewald's method. This mathematically optimal choice for square or cubic lattices can be found in $[54,68,69]$. While we do not rigorously cover the derivation here, it can be motivated by a simple argument. The exponential decay of the real space sum in Eqs. (3.8) and (3.9) is primarily a result of the factor

$$
\begin{equation*}
\mathrm{e}^{-\frac{k^{2}(\boldsymbol{r}+\boldsymbol{R})^{2} \eta^{2}}{2}} \tag{3.40}
\end{equation*}
$$

in Eq. (3.6). Likewise, for the reciprocal space expression of Eqs. (3.20), (3.25), (3.31), and (3.37), the exponential factor dominating the convergence is

$$
\begin{equation*}
\mathrm{e}^{-\frac{\left(\boldsymbol{k}_{\|}+\boldsymbol{Q}\right)^{2}}{2 k^{2} \eta^{2}}} \tag{3.41}
\end{equation*}
$$

A simple balancing of the two exponentials leads to

$$
\begin{equation*}
\eta=\frac{1}{k} \sqrt{\frac{\left|\boldsymbol{k}_{\|}+\boldsymbol{Q}\right|}{|\boldsymbol{r}+\boldsymbol{R}|}} \tag{3.42}
\end{equation*}
$$

where, subsequently, we neglect $\boldsymbol{r}$ and $\boldsymbol{k}_{\|}$. We can justify this approximation, if these vectors lie in the Wigner-Seitz cell or first Brillouin zone, respectively, because then their length is small in comparison to the real and reciprocal lattice vectors $\boldsymbol{R}$ and $\boldsymbol{Q}$ for an increasing number of layers in the sum. Next, we need the relevant length scales for these vectors. In a one-dimensional, square, or cubic lattice, the obvious choice is the lattice pitch $a$ and the reciprocal lattice pitch $\frac{2 \pi}{a}$. Hence, we arrive at an optimal choice of [68-71]

$$
\begin{equation*}
\eta=\frac{\sqrt{2 \pi}}{k a} \tag{3.43}
\end{equation*}
$$



Figure 3.6: Convergence of the real and reciprocal lattice sums depending on wave number $k$ and convergence parameter $\eta$. We show the absolute value of the contributions $D^{(1)}$ and $D^{(2)}$ of the lattice sum in panels (a) and (b) on a logarithmic scale. The gray areas correspond to a zero value in the double precision floating point calculation. The chosen example is the lattice sum for cylindrical waves in a one-dimensional lattice with $m=2, k_{\|}=0.5$, the lattice pitch $a=1$, and $\boldsymbol{r}=0.1 \hat{\boldsymbol{x}}-0.2 \hat{\boldsymbol{y}}$. The dashed line indicates the values of $\eta=\frac{\sqrt{2 \pi}}{k a}$ and the dotted line indicates $\eta=\frac{\sqrt{2 \pi}}{8}$. Panel (c) shows the sum of the two sums to the total value and shows the relative difference to the reference value computed with direct summation. Panel (d) shows the logarithmic ratio of reciprocal and real space sum. Areas were either of the values in the ratio are zero appear as gray.

Different methods to generalize this result to non-square or non-cubic lattices have been employed [70-73]. For simplicity, we use the square or cube root of the unit cell area or volume in $d^{\prime}=2$ and $d^{\prime}=3$, respectively, to obtain the splitting value used in treams.

It is known that this analytically optimal choice of $\eta$ needs to be modified for large wave numbers $k$ in comparison to the lattice pitch [68, 69, 71]. We illustrate the dependence of the real sum, the reciprocal sum, and the total result on $k$ and $\eta$ in Fig. 3.6. As example, we choose the sum of cylindrical waves on a one-dimensional lattice with pitch $a=1$. The further parameters are $m=2, k_{\|}=0.5$, and $\boldsymbol{r}=0.1 \hat{\boldsymbol{x}}-0.2 \hat{\boldsymbol{y}}$. The reciprocal space sum in panel (a) has very small values for small values of $k$ and $\eta$. The value zero in the double precision floating point calculation is shown on the logarithmic scale as gray color. However, at larger values of $k$ but values of $\eta<\frac{\sqrt{2 \pi}}{8}$, which is indicated by a dotted line, the sum reaches very large absolute values. We further indicate the mathematically optimal value of Eq. (3.43) by a dashed line. Panel (b) shows the behavior of the real space lattice sum. Here, large values of $k$ or $\eta$ result in vanishing lattice sums. Also, the real space sum results in large values for $\eta<\frac{\sqrt{2 \pi}}{8}$. Panel (c) shows a comparison of the value obtained with the exponentially convergent expressions with the direct sum. Over a large region of $k$ and $\eta$, our approach results in a good agreement. The main discrepancy is exactly in the area of $\eta<\frac{\sqrt{2 \pi}}{8}$, where the large values of the real and reciprocal sum either do not cancel each other to arrive at the correct value or do not converge at all. The only other large differences appear as vertical lines. Here, the lattice sums diverge. This divergence appears directly in the reciprocal space sum as vanishing values of $\gamma$. In panel (d), we compare the relative size of reciprocal and real space sum on a logarithmic scale. The reciprocal space contribution dominates in the red region and the real space contribution in the blue region. In the gray areas either the real or reciprocal sum have a vanishing value. The choice of $\eta=\frac{\sqrt{2 \pi}}{k a}$ as indicated by the dashed line balances these contributions and, thus, avoids numerical inaccuracies due to the floating point computation. Moreover, it ensures equally quick convergence of both contributions. Thus, this is the default choice for $\eta$ implemented in treams. Deviating from this value either leads to many contributing terms to be considered in the real or reciprocal lattice sum. In the limiting cases, we either arrive at the initial direct sum of Eq. (3.1) or at the pure reciprocal space sum. However, we restrict $\eta$ in treams to values above the dashed line, to avoid the region of very large individual contributions of the real and reciprocal space sum.

We test the choice to follow Eq. (3.43) for the value of $\eta$ except for large wave numbers $k$, where we set it to be constant for the other expressions. These studies are shown with one example each in Fig. 3.7. In two and three dimensions, we set the lattice to be hexagonal, with $a=\sqrt{V_{2}}=1$ and $a=\sqrt[3]{V_{3}}=1$. Moreover, we set $m=2$ for $d=2$ and $l=2, m=0$ for $d=3$. The shift vectors are $\boldsymbol{r}=0.1 \hat{\boldsymbol{x}}-0.2 \hat{\boldsymbol{y}}$ for $d=2$ and $\boldsymbol{r}=0.1 \hat{\boldsymbol{x}}-0.2 \hat{\boldsymbol{y}}+0.2 \hat{\boldsymbol{z}}$ for $d=3$. Lastly, the wave vectors are $k_{\|}=0.5, \boldsymbol{k}_{\|}=0.5 \hat{\boldsymbol{x}}+0.5 \hat{\boldsymbol{y}}$, and $\boldsymbol{k}_{\|}=0.1 \hat{\boldsymbol{x}}+0.2 \hat{\boldsymbol{y}}+0.3 \hat{\boldsymbol{z}}$ for $d^{\prime}=1,2,3$, respectively. In all four panels of Fig. 3.7, we can observe the very large sum values for small $\eta$ that, however, is limited to values below the dotted line. Furthermore, we find that in all cases the choice of Eq. (3.43) indeed leads to comparable contributions of the real and reciprocal space sums.

With this study on the splitting parameter, we conclude the chapter. Starting from the definition of the lattice sum in Eq. (3.1) and the integral representations of the Hankel and spherical Hankel functions in Eqs. (3.3) and (3.4), we split the integral into the real


Figure 3.7: Convergence of the real and reciprocal lattice sums depending on wave number $k$ and convergence parameter $\eta$ for different lattice dimensions. Similar to panels (a), (b), and (d) in Fig. 3.6, we show the individual contributions of the reciprocal sum, the real sums, and their logarithmic ratio for the remaining cases of lattice sums. These are the two-dimensional sum of cylindrical waves in panel (a) and the one-, two- and, three-dimensional sums of spherical waves in panels (b), (c), and (d).
space sum and the contribution to be converted to reciprocal space. For the integral in the real space sum, we find a relatively simple recurrence relation similar to previously known results [50]. For the transformation of the long-range part to a reciprocal space sum, we introduce a second integral over the real space coordinate. We can transform this integral such that it can be solved directly. This is in contrast to the process of taking a limit that is used in the conventional approach. Avoiding the limit also avoids the appearance of other more complicated expressions [57]. Thereby, we can apply our approach to all lattice dimensions, especially in the presence of complex unit cells. We test the derived results by comparison with the direct summation approach, which verifies the accuracy and also shows their usefulness in avoiding the slow convergence and highly oscillatory behavior of the direct sum. We finish with an analysis of the correct choice of the splitting parameters balancing the convergence of the reciprocal space and the real space part of the derived expressions.

## 4 | The program treams

In Chapter 2, we introduced several solution sets to Maxwell's equations and their usage for solving electromagnetic scattering with the T- and S-matrix methods, where we focused in particular on the presence of periodic boundary conditions. In Chapter 3, we derived efficient expressions for the lattice sums, which occur in the solution of such periodic structures. These results are the foundation of the novel Python program treams, which is available open-source. We present the program also in a published manuscript describing its core features and functionalities [S1]. The software treams is written completely from scratch. However, a preceding program, written in Matlab, was developed by Achim Groner, which implements functions for single layers of two-dimensional lattices of achiral scatterers with simple unit cells [74].

This chapter is structured as follows. Section 4.1 gives an overview of the design goals and core features of treams. The structure of treams and the implementation of the main functionality are described in Section 4.2. We show examples to validate and examine computations with treams in Section 4.3. These examples include self-consistency tests of the results obtained by using different basis sets and direct comparisons of the electric field values with independent results from simulations made with finite-element methods. We use the latter to also benchmark the speed of treams. In Section 4.4, we give an overview of the actions taken to assess and maintain the code quality.

### 4.1 Overview of the program

In essence, treams performs scattering calculations based on the T-matrix method for vector spherical and cylindrical waves. The interaction can be calculated with the translation coefficients for finite clusters of particles or for clusters with periodic boundaries. In the case of periodic boundary conditions, we use the highly specialized and efficient methods from Chapter 3. treams includes the analytical computation of T-matrices for multi-layered spheres and infinitely long cylinders. For scatterers with other shapes, an interface to load their data into treams is implemented. treams supports T-matrices without restricting the multipolar order and it can handle them in the local and global basis. All methods are written for the commonly used parity basis and for the helicity basis. The latter greatly simplifies the computations in the presence of chiral matter in the scatterers or the embedding medium.

Before starting to describe treams in detail, we shortly outline other important T-matrix codes. While not being an exhaustive treatment, we use this overview to highlight some of the unique features of treams. A comprehensive list of scattering software is maintained online $[75,76]$. The software NFM-DS is aimed at the calculation of scattering from non-spherical particles, especially with high aspect ratios, by complementing the extended boundary condition method with discrete sources [77, 78]. These particles can also be chiral. Furthermore, the scattering from clusters of these particles can be calculated. treams, however, is less aimed at computing the T-matrices but implementing the
calculation of their interaction with, in particular, periodic boundary conditions. Another program for non-spherical particles and clusters thereof is FASTMM [79], which combines the T-matrix method with a volume integration method to compute the T-matrix of particles whose shape deviates strongly from spheres. Smuthi is another solver for clusters of particles [80]. While the previous publications focus on the calculation of the T-matrix for non-spherical particles, the focus of Smuthi lies on the correct calculation of their interaction in close proximity. An intermediate plane wave expansion is used to overcome the limitation of the overlapping circumscribing spheres. treams does not implement finite clusters of particles on an interface, but it still benefits from using plane wave expansions in two-dimensional periodic system. Thereby, as we demonstrate in Section 4.3, it is possible to place objects, such as disks, on top of a planar film. CELES [81] implements fast methods for clusters of spheres. While being restricted to spheres, the iterative solution approach can handle very large clusters and is further accelerated by using GPU computation with the Cuda-framework. TERMS [82], also provides several algorithms for clusters to solve the interaction problem with high numerical stability and is able to import externally calculated T-matrices. Obviously the biggest difference to all these programs is the inclusion of the periodic boundary conditions in treams. Furthermore, treams is adapted to treat chiral media in the scatterers as well as chiral embedding media.

The programs MULTEM [39] and MULTEM 2 [83] implement periodic boundary conditions for two-dimensional arrays. Moreover, the plane wave basis and the S-matrix formulation is used to describe arrays efficiently. However, theses programs are limited to spheres as scatterers and simple unit cells. The recently published coed QPMS [57] also implements periodic boundary conditions for T-matrices in one-, two-, and threedimensional arrays in the parity basis. However, efficient expressions for one-dimensional arrays in complex unit cells are missing. Furthermore, we provide more flexibility for the type of structures by also using T-matrices for vector cylindrical waves.

The program treams is intended to provide a framework around various T-matrix methods, with the principal goals to be: easy to use, fast, and comprehensive. Hence, the specialized methods for T-matrix calculations become more accessible for researchers in natural sciences and engineering. Especially with the implementation of the intricate lattice sums, the program or parts of it can be reused for other purposes than those shown here, e.g., the T-matrix method can also be used for acoustic scattering [84].

Although the usability depends also on the cumulated design choices throughout the development, we took several general decisions to improve the success chances. The first step toward an easy to use program is its accessibility. We decided to publish treams opensource and free of charge under the permissive MIT license. Thus, treams is available to a large audience. Moreover, we use the programming language Python. Programs written in Python are wide-spread in the scientific community, such that many researchers are familiar with Python code and, furthermore, many high-quality introductions and tutorials as well as other infrastructure such as integrated development environments exist. By having treams added to the Python Package Index (https://project.pypi. org/treams), it is simple to install. To simplify the usage of the program, we provide an extensive documentation that is available online (https://tfp-photonics.github. io/treams), which also includes many example scripts with step-by-step explanations. We also use the platform Github (https://github.com/tfp-photonics/treams) as a convenient and established way to interact with issues raised by users.

Scientific and numeric computing in Python is often associated with the packages numpy [85] and scipy [86]. These packages provide many functions for linear algebra, analysis, and statistics. Since potential users might already be familiar with these packages and their interfaces and especially with numpy-arrays, which are used to represent vectors, matrices, and other higher-order tensors, we include treams into this well-established framework. These packages are also known to be considerably faster than pure Python due to many functionalities being implemented as compiled code or by interfacing to compiled external libraries. Since we want to achieve comparable speeds, we choose to also implement the computationally expensive functions as compiled code. Hence, a fair amount of treams is implemented in Cython, which, essentially, is a Python-like language, that gets converted to C code. By using Cython, we can also easily use functions from scipy, which offers a Cython-interface to some of its functions besides their Python-interface. The addition of compiled parts to the code base can be a hurdle for users. However, as we explain in Section 4.4, we automatically compile new versions and distribute the pre-compiled Python-packages for all three major operating systems, Microsoft Windows, Apple macOS, and Linux using the Python Package Index. Therefore, we assume that the benefits, in particular the better integration into the numpy- and scipy-framework and the faster execution times, outweigh the additional complexity of adding non-interpreted code to treams.

Besides its core feature of T-matrix calculations with periodic boundary conditions, we aim to provide a comprehensive package for general applications of the T-matrix and Smatrix methods. By using both, parity and helicity modes, as well as the three different basis sets introduced in Subsection 2.1.3, we can cover a wide range of scattering scenarios. Moreover, we implement many transformations within these basis sets, such as rotations or translations. The most important functions are given in Subsection 2.2.3. Furthermore, we include functions to evaluate common quantities such as the extinction, scattering, and absorption cross-sections [23, 31], transmittance and reflectance [39], chirality, or duality breaking [P7]. The structure of all these functions and their modularization, such that parts of treams can also be easily reused, is outlined in the following section.

### 4.2 Main components and their implementation

A coarse overview of the general structure of treams is shown in Fig. 4.1. The widest pillar, representing the core of treams' functionality, contains classes, methods, and functions, which are directly associated with the scattering processes. Two further pillars provide support to complete the functionality of treams: First, classes and methods that define and manipulate ancillary physical quantities with respect to the scattering process and, second, further functions, for example, to import externally computed T-matrices and, also, export them. The main pillar is further subdivided into three levels. The higher levels include a higher complexity of its data structures, which are intended to take work off from the user. However, they come with a slight penalty on execution times. For the lower levels, these data structures are not present, which improves speed and also gives maximal freedom to the user but with less safety nets in the form of additional checks on the given argument. In Subsection 4.2.1, we discuss the underlying low-level functions, and in Subsection 4.2.2, we give an overview how these functions are interfaced by the high-level classes for a more comfortable use.


Figure 4.1: General structure of treams. The functionality of treams can be divided into three pillars. The main part of the code, corresponding to the widest pillar, are functions, classes, and methods that are directly related to the scattering calculations. The second pillar contains classes that are used to describe physical parameters, such as the material parameters or the lattice geometry. The last pillar completes the functionality with, for example, functions to load and store T-matrices. Adapted from [S1].

### 4.2.1 Low-level functions

At the base of treams, we have two subpackages, i.e., parts of the program that are independent from the rest of the code and, therefore, can be reused conveniently. The first subpackage, lattice, contains the lattice sums. In there, we mostly implement the mathematical functions as described in Chapter 3. The second package is named special in analogy to the module special in scipy. It contains mathematical functions, e.g., an implementation of the incomplete gamma function for integer and half integer order and complex argument. The next higher level bundles these functions and lattice sums into several modules for applications specific for electromagnetic scattering calculations: they are divided into the categories sw, cw, and pw for functions related to vector spherical, cylindrical, and plane waves, respectively. Finally, we include a fourth package, named coeffs, containing functions to calculate the T-matrix coefficients for multi-layered chiral spheres and cylinders given in Subsection 2.2.1 as well as the Fresnel coefficients for the scattering of plane waves at planar interfaces, which are the entries of the S-matrix [P2].

All these functions are implemented in Cython. Most of them are wrapped for the user as so-called numpy-universal functions. These functions are tailored for arguments and results in the form of arrays. Hence, they are useful for computational methods using arraylike data structures, such as the T- or S-matrices. The individual functions in Cython are implemented for a single argument. Once they are wrapped to be a numpy-universal function, the wrapper takes care of iterating over the input and output arguments. The benefits of implementing the functions that way include faster execution speeds, reusing of an established behavior for array-like arguments, and the automatic support of further methods. The faster execution times are achieved by performing all steps in compiled code in comparison to the typically interpreted pure Python. The established behavior for array-like arguments is, for example, the possibility to call a function with arrays as argument to apply the function to all elements. This behavior is further enhanced by the

Table 4.1: Categories of functions included in the subpackage special

| Category | Example functions | Reference |
| :--- | :--- | :--- |
| Common functions | sphercial_hankel1, wignerd, incgamma |  |
| Coordinate conversions | car2sph, car2cyl | Appendix |
| Vector cylindrical waves | vsw_M, vsw_N | Eq. 2.17 |
| Vector plane waves | vpw_M, vpw_N | Eq. |
| Vector spherical harmonics | vsh_X, vsh_Y, vsh_Z | Eq. 2.19 |
| Vector spherical waves | vcw_M, vcw_N | Eq. 2.23 |

so-called broadcasting, which is a well-defined set of rules on how to combine multiple array-like arguments. We use this property in Listing 4.2. Lastly, the further methods include, e.g., the reduction along an array dimension.

The subpackage lattice contains implementations of the expressions derived in the previous chapter. More precisely, the real space sums in Eqs. (3.8) and (3.9) are contained, with specialized functions for the case that the simplifications of Table 3.1 can be applied, and the reciprocal space sums in Eqs. (3.20), (3.25), (3.31), and (3.37) also with their possible simplifications. The functions for the reciprocal space sum also contain the correction for the omission of the origin from Eq. (3.13). The lattice sums can be conveniently obtained with the two functions lattice.lsumcw and lattice.lsumsw. They automatically dispatch, based on the given arguments, to the correct lattice sum. Moreover, the automatic choice of the parameter $\eta$ based on the results of Subsection 3.4.2 is implemented in this function. Finally, the subpackage also includes functions for the direct summation lattice.dsumcw and lattice.dsumsw for reference.

The subpackage special contains mathematical functions that are not directly implemented in scipy or numpy. An overview of the different function categories is given in Table 4.1. A large part of the implemented functions are the basis sets for the vector spherical, cylindrical, and plane waves. To implement these basis sets and to provide implementations of mathematical functions for other parts of treams, we added, e.g., the spherical Hankel functions, the Wigner-D symbols, or the incomplete gamma function. Some functions, such as the spherical Hankel functions, can be derived from existing functions, in that case the Hankel functions. Other custom implementations are necessary to include complex arguments, e.g., for the spherical harmonics. The incomplete gamma function and the integral Eq. (3.6) are implemented by their recursion formulas. More complicated recursions are used for the Wigner-D matrix elements [87] and the Wigner-3j symbols [88], which are necessary for the translations and rotations of vector spherical waves. A final set of functions include the coordinate and vector transformation between the three used coordinate systems (Appendix B).

Based on these functions, we add the modules pw, cw, and sw. While the subpackages special and lattice contain mathematical functions, these modules are intended to combine them for their simplified use in scattering calculations. The module names separate the functions for the different basis sets. An overview of all functions is given in Table 4.2. Many of the transformations defined in Subsection 2.2.3 are included in these modules. Finally, we add the module coeffs. It contains functions to compute the analytically known coefficients for multi-layered chiral spheres and cylinders, as well as

Table 4.2: Overview of the functions in the modules pw, sw, sw, and coeffs

| Module | Function name | Purpose | Equation |
| :---: | :---: | :---: | :---: |
| pw | to_cw | Basis change | (2.73) |
|  | to_sw | Basis change | (2.72) |
|  | translate | Translation | (2.71) |
|  | permute_xyz | Permute axis labels | (K.4) |
| CW | periodic_to_pw | Basis change | (2.84) |
|  | rotate | Rotation | (2.69) |
|  | to_sw | Basis change | (2.74 |
|  | translate | Translation | (2.51) and (2.54) |
|  | translate_periodic | Translation with periodicity |  |
| SW | periodic_to_cw | Basis change | (2.73) |
|  | periodic_to_pw | Basis change | (2.80) |
|  | rotate | Rotation | (2.70) |
|  | translate | Translation | (2.50) and (2.53) |
|  | translate_periodic | Translation with periodicity |  |
| coeffs | mie | T-matrices of spheres | (2.45) |
|  | mie_cyl | T-matrices of cylinders | (2.45) |
|  | fresnel | S-matrices for planar interfaces |  |

the Fresnel coefficients for planar interfaces between chiral media. Due to the inclusion of chiral material parameters, they are implemented using the helicity basis. However, they can easily be transformed to the parity basis, when only achiral media are involved.

As an example for these functions, we can calculate the translation coefficient in helicity basis along the spherical coordinates $k r=1.2, \theta=\frac{\pi}{2}$, and $\varphi=\pi$ by

Listing 4.1: Calculation of a translation coefficient

```
>>> import numpy as np
>>> import treams
>>> treams.sw.translate(2, -2, 1, 1, -1, 1, 1.2, np.pi / 2, np.pi)
(0.40412456738474173-2.826374554471906j)
```

from the mode with $l=1, m=-1$ to the mode $l=2, m=-2$ for positive helicity. However, by using the broadcasting feature, we can easily create, e.g., the full translation matrix for the dipolar modes

Listing 4.2: Calculation of a translation coefficient

```
>>> ms = np.array([-1, 0, 1, -1, 0, 1])
>>> pols = np.array([0, 1, 0, 1, 0, 1)
>>> treams.sw.translate(
... 1,
... ms[:, None],
... pols[:, None],
... 1,
... ms,
... pols,
... 1.2,
```

```
... np.pi / 2,
... np.pi,
...)
array([[ 0.79832728-0.86918395j, 0. +0.j,
```



```
    [ 0. +0.j , 0.73344315+0.83247352j,
        0. +0.j , -1.09071564-0.36622959j,
        0. +0.j , -1.09071564-0.36622959j],
    [-0.06488414+1.70165747j, 0. +0.j,
        0.79832728-0.86918395j, 0. +0.j,
        1.09071564+0.36622959j, 0. +0.j ],
    [ 0. +0.j , -1.09071564-0.36622959j,
        0. +0.j , 0.79832728-0.86918395j,
        0. +0.j , -0.06488414+1.70165747j],
    [ 1.09071564+0.36622959j, 0. +0.j ,
        1.09071564+0.36622959j, 0. +0.j j,
        0.73344315+0.83247352j, 0. +0.j ],
    [ 0. +0.j , -1.09071564-0.36622959j,
        0. +0.j , -0.06488414+1.70165747j,
        0. +0.j , 0.79832728-0.86918395j]J)
```

by using lists of all possible combinations of $m$ and the two polarizations, which are indexed with 0 and 1 . In the result array, we can observe the non-mixing of modes with opposite helicity, which result in the entries containing the value zero. Most of the additional functions in Table 4.2 behave similarly when called with scalar or array-like arguments.

We conclude the overview of the implemented low-level functions here and refer to the online documentation of all individual functions (https://tfp-photonics/github.io/ treams). In summary, these functions are implementations of the mathematical expressions derived in the previous chapters. They form the basis of the high-level classes and their methods.

### 4.2.2 High-level classes and methods

While the low-level functions, in principle, cover all mathematical capabilities of treams using only them can be tedious and error prone. Thus, we add another interface to simplify their use. For the final T-matrix and S-matrix classes, we combine two concepts: We introduce the class PhysicsArray that is intended to create "physics-informed" numpyarrays and we define a class Operator to encode most of the transformations that can be applied to expansions in vector spherical, cylindrical, and plan wave basis sets and, thereby, T- and S-matrices. The class PhysicsArray keeps track of physical quantities associated with it, such as the wave number associated with the coefficients it holds. The class Operator is intended to replicate the way in which operators are symbolically used in mathematical text. These concepts are accompanied by a range of additional data structures for, e.g., basis sets, material parameters, or lattices. In the following, we first explain the class PhysicsArray, and we shortly summarize the ancillary classes for lattices, wave numbers, basis sets, and material parameters. Then, we introduce the class Operators and, finally, show how the different parts work together to create the classes for the T - and S -matrices.


Figure 4.2: Inheritance and composition of AnnotatedArray and PhysicsArray. The class AnnotatedArray is an implementation of custom arrays that are interoperable with numpy-arrays, which is achieved through inheriting from numpy.lib.mixinis.NDArrayOperatorsMixin and further customizations for using numpy-universal functions on them. It keeps track of data annotations in a sequence of dictionaries AnnotationDict with one dictionary per array dimension. The child class PhysicsArray restricts the annotations to physical parameters as given in Table 4.3 .

Two of the relevant concepts used to structure the relation of the different classes is inheritance and composition, which we show with diagrams using simplified elements of the unified modeling language [89], e.g., in Fig. 4.2. The different classes are shown as labeled boxes. Inheritance is used to create a new class based on a more general parent class. This relation is shown as an arrow pointing from the child class to the parent class. We use this, for example, to define the class PhysicsArray as a child of the general AnnotatedArray. Composition is used, when an instance of one class has an instance of another class as attribute. The owning class is shown with a diamond at the line connecting the composed class.

## The class PhysicsArray

The class PhysicsArray implements functionality to have "physics-informed" numpyarrays. This means that the class keeps track of relevant physical parameters and checks for compliant values, if one, for example, adds or multiplies two arrays. Such a check is useful in cases such as the transformation of the local to the global T-matrix as written in Eq. (2.57): Each row and column of the matrices $\mathbf{C}_{0, j}^{(1)}$ must refer to the correct values of $l$ and $m$, the polarization, and the position. treams does not implement restrictions on the modes and their order, useful to change them, e.g., based on symmetry considerations [57]. Thus, that data needs to be annotated to the matrix. Figure 4.2 shows the inheritance structure of the class PhysicsArray. We start with the class numpy.lib.mixins.NDArrayOperatorsMixin, which is provided by numpy. It implements an interface to obtain comparison operations and arithmetic functions that behave identical to numpy-arrays. The class AnnotatedArray is used to provide the functionality of keeping track of annotated data. The annotated data is simply collected in a dictionary AnnotationDict. Since each dimension of an AnnotatedArray can hold its own set of an-
notations, we collect these dictionaries in a sequence. Now, we can use these annotations, as shown in the following example.

Listing 4.3: Example for using objects of the class AnnotatedArray

```
>>> m = AnnotatedArray ([[1, 2], [3, 4]], x=("a", "b"))
>>> v = AnnotatedArray([5, 6], x="b")
>>> res = m @ v
>>> print(res)
[17 35]
>>> res.x
'a'
```

We create a two-by-two matrix with an annotations called x , holding the values "a" and " b " for its first and second dimension. We multiply it by a vector with annotation $\mathrm{x}=$ " b " for its only dimension. For the matrix multiplication, the annotations of the matrix' second dimension and the vector match and the result is a vector, where the annotations x is " a ". If the annotations do not match, a warning is given:

Listing 4.4: Example of a warning for non-matching annotations

```
>>> v = AnnotatedArray([5, 6], x="b")
>>> w = AnnotatedArray([7, 8], x="c")
>>> res = v + w
AnnotationWarning: at index 0: overwriting key 'x'
>>> print(res)
[12 14]
```

However, by default the computation is still performed. We can also combine a numpyarray and an AnnotatedArray

Listing 4.5: Example for using AnnotatedArray with numpy-arrays

```
>>> AnnotatedArray([5, 6], x="b") * np.array([-1, 2])
AnnotatedArray(
    [-5, 12],
    AnnotationSequence(AnnotationDict({'x': 'b'})),
)
```

The numpy-array is treated like an AnnotatedArray without annotations. The lack of a correspondingly named annotation does not lead to a warning, only contradicting values. In practice, these warnings are intended to notify the user about non-matching parameters, e.g., matrices which are computed for different wave numbers.

The class AnnotatedArray is not specifically aimed at arrays containing physics-related quantities. This property is implemented in the child class PhysicsArray, where the number of annotations is limited to a fixed set with well-defined properties. Those properties are listed in Table 4.3. The same parameters are also used as arguments to use the class Operators. While a detailed discussion of these operators follows below, we want to remark that they are also composed with the class PhysicsArray after being wrapped as OperatorAttribute, as shown in Fig. 4.3. The type of these parameters is restricted to the seven quantities listed in Table 4.3: The basis set definition in basis, especially the information about which modes are included, the definition of the lattice geometry in lattice, the wave vector parallel to this lattice in kpar, and the definition of the material

Table 4.3: Parameters used in treams for annotating objects of the class PhysicsArray

| Name | Description | Type |
| :--- | :--- | :--- |
| basis | Definition of the basis set and its modes | BasisSet |
| k0 | Vacuum wave number | float |
| kpar | Tangential wave vector | WaveVector |
| lattice | Lattice definition | Lattice |
| material | Material parameters | Material |
| modetype | Mode type specification | string |
| poltype | Polarization (parity or helicity modes) | string |



Figure 4.3: Compostion of PhysicsArray and its child classes. The class PhysicsArray stores a numpy-array and combines it with a range of physical parameters as listed in Table 4.3. As shown, four of these parameters, which have custom classes, are part of the class PhysicsArray by composition. Furthermore, they are used for a range of Operators that are composed with the PhysicsArray wrapped as OperatorAttribute. The three specialized classes TMatrix, TMatrixC, and SMatrix are derived from PhysicsArray. They are the main objects to describe the scattering in the vector spherical, cylindrical, and plane wave basis in treams. To completely describe a stratified structure, we combine four S-matrices (see Eq. (2.92)), stored in the class SMatrices.


Figure 4.4: Inheritance structure of different types of basis sets. All basis sets in treams inherit from the base class BasisSet. These are the classes PlaneWaveBasis, CylindricalWaveBasis, and SphericalWaveBasis, corresponding to the solutions defined in Subsection 2.1.3. The plane wave basis is further subdivided to separate the two cases, if the plane wave is defined by the normalized wave vector $\hat{\boldsymbol{k}}$ or by the two components of $\boldsymbol{k}_{\|}$.
parameters in material are defined in custom classes to ensure they obey physical restrictions. The vacuum wave number is physically a real-valued number, so represented by a floating point number in $k 0$. Lastly, the polarization type poltype specifies the use of the helicity or parity modes and the type of mode used, e.g., to differentiate the singular or regular vector spherical waves, is defined in modetype.

A short overview of the ancillary classes is given below.
Basis sets The class BasisSet contains the indices of the modes and defines their order. Thereby, they can be used to index each individual entry of a vector. For example, for spherical waves those are the values of $l, m$, and an index for the polarization. Moreover, a local basis can be defined, where additionally an index for the position of the wave's origin is used.

Listing 4.6: Example for spherical wave basis definitions

```
>>> treams.SphericalWaveBasis.default(2)
SphericalWaveBasis(
    pidx=[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0],
    l=[[1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2],
    m=[[-1 -1 0
    pol=[11 0 1 0 1 1 0 1 0 1 0 0 1 0 1 0 1 0
    positions=[[0. 0. 0.]],
8)
>>> positions = [[0, 0, 1.5], [0, 0, -1.5]]
>>> treams.SphericalWaveBasis.default(1, 2, positions)
SphericalWaveBasis(
    pidx =[\begin{array}{lllllllllllll}{0}&{0}&{0}&{0}&{0}&{0}&{1}&{1}&{1}&{1}&{1}&{1}\end{array}],
    l=[[1
```

```
m=[[-1 -1 0}0
    pol=[1 0 1 0 0 1 0 1 0 1 0 1 0],
    positions=[[ 0. 0. 1.5], [ 0. 0. -1.5]],
)
```

The example above shows both cases. First, the spherical wave basis up to the multipole order $l_{\max }=2$. Second, the spherical wave basis for only dipoles, but in a local description as indicated by giving two different positions. The base class BasisSet is the parent class for different implementations as shown in Fig. 4.4. They are the classes for SphericalWaveBasis, which is used in the example above, and the CylindricalWaveBasis. The third child class PlaneWaveBasis is further subdivided into two separate classes PlaneWaveBasisByUnitVector and PlaneWaveBasisByComponent to separate the case of using $\hat{\boldsymbol{k}}$ from using $\boldsymbol{k}_{\|}$to index different modes as described in Subsection 2.1.3.

Material parameters The material parameters are stored as relative permittivity, relative permeability, and the chirality parameter. The class Material is used for convenience, to quickly convert between the description of a medium with the aforementioned parameters and other frequently used descriptions, most importantly, the refractive index and the relative impedance.

Lattice The lattice geometry is stored in the class Lattice. It can be used for one-, two-, and three-dimensional lattices. Similar to the case of material parameters, it is mainly used to conveniently create frequently used geometries, e.g., hexagonal lattices.

Listing 4.7: Example use of the class Lattice

```
>>> treams.Lattice.hexagonal(2)
Lattice([[2. 0. ]
    [1. 1.73205081]], alignment='xy')
>>> treams.Lattice.hexagonal(2) | treams.Lattice(3, "z")
Lattice([[2. 0. 0. ]
    [1. 1.73205081 0. ]
    [0. 0. 3. ]], alignment='xyz')
```

As shown, it is also possible to combine multiple lattices in a simple manner, which is convenient, if a structure is built in a step-by-step process from multiple lower dimensional lattices, for example as we do later in the example of Fig. 4.8.

Wave vector The wave vector components tangential to the lattice are stored in a separate class to keep track of which Cartesian components of the wave are fixed.

## The class Operators

The seven parameters from Table 4.4 are also important for using the class Operator. The core idea of the class Operator is to translate the way how transformations, such as the rotation of a matrix $\mathbf{M}$, are written mathematically, namely

$$
\begin{equation*}
\mathbf{R}_{z}(\varphi) \mathbf{M R}_{z}^{-1}(\varphi), \tag{4.1}
\end{equation*}
$$

to a similar representation in a script using treams. In Eq. (4.1), $\mathbf{R}_{z}(\varphi)$ is the abstract representation of the rotation operator for a rotation by the angle $\varphi$ about the z -axis.

Table 4.4: Operators in treams

| Name | Description |
| :---: | :---: |
| Rotate | Rotation coefficients for the different basis sets according to Eqs. (2.66), (2.69), and (2.70) |
| Translate | Translation coefficient along a specified vector, as given in Eqs. (2.53), (2.54), and (2.71) |
| Permute | Permutation of the labels of the Cartesian axis (see Appendix K ) |
| Expand | Expand the description of the electric field in a different basis or at a different position |
| ExpandLattice | Similar to Expand but assuming periodic boundary conditions |
| ChangePoltype | Switch between parity and helicity basis |
| FieldOperator | Parent class to further operators evaluating the fields, e.g., the electric field, at specified coordinates |

However, the concrete action of the operator depends on the contents of the matrix $\mathbf{M}$ and related physical parameters. For example, the abstract operator behaves differently, if the matrix contains coefficients for an expansion in the spherical, cylindrical, or plane wave basis, where we need to apply either Eq. (2.66), Eq. (2.69), or Eq. (2.70). Thus, the rotation depends on the definition of the class BasisSet for the matrix $\mathbf{M}$. This property can be defined in the annotations of the class PhysicsArray. However, to reduce the dependence of the class Operator on implementation details, such as the annotations added to the PhysicsArray, we simply require a corresponding attribute. For rotations, this is the basis set stored in basis. Then, we can use, e.g.,

## Listing 4.8: Example use of the class Operator

```
>>> mat = treams.PhysicsArray(np.eye(6))
>>> mat.basis = treams.SphericalWaveBasis.default(1)
>>> rot = treams.Rotate(np.pi)
>>> rot @ mat @ rot.inv
PhysicsArray(
...
```

to write Eq. (4.1) using treams. Note the similarity of line 4 with Eq. (4.1). We omit giving the whole output of the function in the listings here. If we directly need the transformation matrix for a particular basis, we can use

Listing 4.9: Direct evaluation of the operator

```
>>> rot(basis=treams.SphericalWaveBasis.default(1))
PhysicsArray(
...
```

For the class PhysicsArray, we also provide the operators wrapped as OperatorAttribute, which can be used as follows:

Listing 4.10: The class Operator as attribute

```
>>> mat.rotate(np.pi/3)
PhysicsArray(
```

This is equivalent to the example in Listing 4.8.
Besides the rotation operator, which we use in the example above, we implement also other common transformations. We list these operators in Table 4.4. The operator Translate translates the field, which is described by the coefficients in a particular basis, along a given vector. The classes Expand and ExpandLattice include the expansion of a given field in a different basis or at a different position, either without or with periodic boundary conditions. The class ChangePoltype can be used to change between parity and helicity basis. The operator Permute has a special role in treams. Due to the use of different alignments of the lattices with respect to the Cartesian axes, it can become necessary to permute the labels of the axes. The most important case, when this becomes necessary, are cylindrical waves in a one-dimensional array. The definition of the cylindrical waves that is used results in a periodicity in the z -direction and the one-dimensional lattice of the cylindrical waves is conventionally placed along the x -axis. However, we usually describe systems with periodicity in two dimensions with the lattice vectors lying in the $x$ - $y$-plane. Hence, the labels must be permuted according to the procedure detailed in Appendix K. The last class of operators are used to evaluate the field expansion at specified coordinates $\boldsymbol{r}$ to obtain the electric $\mathcal{E}\left(\boldsymbol{r} ; k_{0}\right)$, the magnetic field $\mathcal{H}\left(\boldsymbol{r} ; k_{0}\right)$, the displacement field $\mathcal{D}\left(\boldsymbol{r} ; k_{0}\right)$, the magnetic flux density $\mathcal{B}\left(\boldsymbol{r} ; k_{0}\right)$, or the Beltrami fields $\mathcal{G}\left(\boldsymbol{r} ; k_{0}\right)$ or $\mathcal{F}\left(\boldsymbol{r} ; k_{0}\right)$ (see Appendix D).

The combination of the properties of an AnnotatedArray for the predefined set of parameters as listed in Table 4.3 with the operators of Table 4.4 makes the PhysicsArray "physics-informed". The PhysicsArray is used in treams to store the data, e.g., of a plane wave and its expansion into a spherical wave basis.

Listing 4.11: Plane wave expansion in spherical waves

```
>>> plw = treams.plane_wave([2, 3, 6], 1, k0=7, material=(1,))
>>> treams.Expand(treams.SphericalWaveBasis.default(1)) @ plw
PhysicsArray(
    [ 3.64911124e-01-0.24327408j, 0.00000000e+00+0.j ,
    -1.36932032e-16-2.23626979j, 0.00000000e+00+0.j,
    -4.74384461e+00-3.16256307j, 0.00000000e+00+0.j] ],
    basis=SphericalWaveBasis(
    pidx=[0 0 0 0 0 0) ,
    l=[[\begin{array}{llllll}{1}&{1}&{1}&{1}&{1}&{1}\end{array}],
    m=[[-1 -1 0
    pol=[1 [1 0 1 0 1 0],
    positions=[[0. 0. 0.]],
),
    k0=7.0,
    material=Material(1, 1, 0),
    modetype='regular',
    poltype='helicity',
)
```

The created plane wave has the defined wave number and material parameters. A suitable basis set for the given wave vector and polarization is created automatically. In line 2, we can then simply use the operator Expand to expand the plane wave in the spherical wave basis.

## The classes TMatrix and SMatrices

The classes TMatrix, TMatrixC, and SMatrix, that provide more specialized functionality, are derived form the PhysicsArray, as shown in Fig. 4.3. Due to all the preparatory work, where the class AnnotatedArray is responsible for warnings, the PhysicsArray is responsible for the validation of the parameters in Table 4.3, and since the operators in Table 4.4 are implementing most transformations, we can keep the definition of the class TMatrix shorter. It includes mostly specialized functions, e.g., to compute the T-matrix of a sphere. In the example below, we compute T-matrices for a sphere, a dimer of two spheres, and a two-dimensional array. We start by calculating the T-matrix for a chiral sphere with TMatrix.sphere in a chiral embedding.

Listing 4.12: T-matrix of a sphere and its average scattering and extinction cross-section

```
>>> lmax = 3
>>> k0 = 2 * np.pi
>>> radius = 0.3
>>> kpar = [0, 0]
>>> mat = treams.Material(
... epsilon=4 + 0.1j,
... mu=1 + 0.1j,
... kappa=0.5 + 0.05j,
... )
>>> embedding = treams.Material(epsilon=1.2, kappa=0.1)
>>> sphere = treams.TMatrix.sphere(lmax, k0, radius, [mat, embedding])
>>> sphere.xs_sca_avg, sphere.xs_ext_avg
(0.5523124393002752, 0.8150074754351935)
```

We compute in line 12, as example, the rotation and polarization average of the scattering and extinction cross-section [23]. We can also define a plane wave and calculate the crosssections for a particular illumination, for which we use the method TMatrix. xs.

Listing 4.13: Polarization-dependent cross-section of a chiral sphere

```
>>> minus = treams.plane_wave(kpar, 0, k0=k0, material=embedding)
>>> plus = treams.plane_wave(kpar, 1, k0=k0, material=embedding)
>>> sphere.xs(plus)
(0.7416545069275621, 1.1262954452171179)
>>> sphere.xs(minus)
(0.36297037167298807, 0.5037195056532691)
```

We first define plane waves with helicity plus and minus. The cross-sections calculated for both helicities in lines 4 and 6 give the average values above. The T-matrix of clusters of scatterers can be computed with TMatrix.cluster. We proceed our example by building a dimer structure made from two spheres.

Listing 4.14: Local T-matrix of a dimer

```
>>> positions = [[0, 0, -0.4], [0, 0, 0.4]]
>>> dimer = treams.TMatrix.cluster([sphere, sphere], positions)
>>> dimer_local = dimer.interaction.solve()
>>> dimer_local.xs(plus)
(0.8063538295616933, 1.361945075463769)
```

In line 2, we create the block-diagonal matrix $\mathbf{T}_{\text {diag }}$ introduced in Eq. (2.52). After solving the interaction problem in line 3 , we obtain the T-matrix in the local basis. We compute the cross-sections for a positive helicity plane wave illumination directly in the local basis. We can also compute the cross-sections in the global basis, however, we need a higher multipolar order. Here, we expand the field in a global basis with maximal multipolar order 10 by using the correspondingly named operator.

Listing 4.15: Global T-matrix of a dimer

```
>>> dimer_global = dimer_local.expand(
    treams.SphericalWaveBasis.default(lmax=10)
... )
>>> dimer_global.xs(plus)
(0.806332465067321, 1.3620440875499482)
```

As we see, the results for the local and global basis match to an extraordinary degree. Other transformations, such as rotations are equally possible. As example we use the operator in the form similar to Eq. (4.1).

Listing 4.16: Rotation of a T-matrix

```
>>> rot = treams.Rotate(0, np.pi / 2)
>>> treams.TMatrix(rot @ dimer_global @ rot.inv).xs(plus)
(1.4537126271649905, 2.249697110473253)
```

The dimer is perpendicular to the illumination now and has, therefore, different crosssections. All these operations are similarly available for cylindrical T-matrices.

We can also compute the S-matrices for an array of those particles. A single object of the class SMatrix holds one of the blocks defined in Eq. (2.92) and derives from PhysicsArray. To fully describe a layer, we need four S-matrices with matching parameters. These are stored in the class SMatrices, which is composed of exactly four S-matrices. We can perform the transition from the T-matrix, where we solve now the interaction in a given lattice, by using Eq. (2.59).

Listing 4.17: Square array of chiral spheres

```
>>> square_lat = treams.Lattice.square(0.8)
>>> square = treams.SMatrices.from_array(
... sphere.latticeinteraction.solve(square_lat, kpar),
... plus.basis
... )
>>> square.tr(plus)
(0.10257705043268761, 0.049281191151479914)
>>> square.tr(minus)
(0.6712023070848361, 0.04928119115147981)
```

This step is done in lines 2 to 5 . The transmittance and reflectance can now be computed directly from the S-matrices.

Although this example is mostly showing how the different classes can be used and interact, it also shows a counter-intuitive result for chiral structures. Note that the reflectance of the array, consisting of chiral spheres in a chiral embedding medium is exactly the same for plane waves with positive and negative helicity as we see in the second entry in lines 7 and 9 . This result can be explained by using the symmetry of the lattice and
scatterers on the one hand and reciprocity on the other hand. The reflected wave from a non-diffracting structure with a at least three-fold discrete rotational symmetry, when illuminated with a plane wave of well-defined helicity under normal incidence, flips its helicity [90]. Thus, a plane wave with positive helicity has a reflected wave of pure negative helicity. By using reciprocity we find, that the opposite case of an incoming wave with negative helicity and a purely positive helicity reflected wave must have the same reflection coefficient.

This explanation can be tested numerically by using a rectangular lattice. Then, the rotational symmetry of the lattice is only two-fold instead of the four-fold rotational symmetry of the square lattice. Therefore, we expect different reflectance values.

Listing 4.18: Rectangular array of chiral spheres

```
>>> rectangular_lat = treams.Lattice.rectangular(0.81, 0.79)
>>> rectangular = treams.SMatrices.from_array(
        sphere.latticeinteraction.solve(rectangular_lat, kpar),
... plus.basis
... )
>>> rectangular.tr(plus)
(0.11170611461145395, 0.055004933348812145)
>>> rectangular.tr(minus)
(0.6646890023481664, 0.05074200890256325)
```

Indeed, we find, that this is the case. With this short step-by-step example, we conclude this section. The results for more complex examples are provided below and in Chapter 5 . As for the low-level functionality, the high-level classes and methods are also documented online in more detail and with many additional examples.

### 4.3 Validation and benchmark

The program treams contains many functions and methods. The verification that each of them returns the correct result for the range of allowed argument values is a large part of the programming work. Furthermore, we need to validate that the different components also correctly interact with each other. On the level of the individual functions, treams contains a large testing suite, as we outline in Section 4.4, as part of the quality assessment and maintenance. Here, we want to provide examples, that include full simulations. These validation studies can be separated in two groups. First, we perform self-consistency checks for the various basis sets used in treams. Second, we perform direct comparisons with full wave solvers.

As self-consistency tests, we simulate periodic structures of spheres and infinitely long cylinders, because we can compute their scattering response analytically. Each of the examples has a complex unit cell to verify the correctness of the lattice sums and their use in the computation of the translation coefficients. Another important aspect of this simulation are the transitions between the different basis sets implemented in treams. The result of the computations are shown in Fig. 4.5. Each of the panels shows a threedimensional graphics of the scattering structure in gray to indicate the simulated system and three mutually perpendicular cut planes through it. These planes show the real part of one selected component of the calculated electric field. Also, we indicate the transition between basis sets by black dotted lines. By showing the real part of the electric field,


Figure 4.5: Electric field in example lattice structures with complex unit cells combining multiple domains of validity. We show one selected component of the electric field in each of the two examples. Within different regions of the structure different basis sets are used. Therefore, the data is spliced from different parts. The domains, where different expansions are used, are indicated by dashed lines. Panel (a) shows four unit cells of a two-dimensional lattice. Two spheres in each unit cell requires the expression for complex unit cells from Chapter 3. Between the spheres we use the spherical wave basis. Thus, the computation of each field value involves a lattice sum. In the region above and below the lattice, we can use the vector plane wave basis (see Fig. 2.5). Panel (b) shows two unit cells of a two-dimensional lattice in the x-z-plane. Each unit cell contains one cylinder and one chain of spheres. To solve the multiscattering equations for this structure, we use the one-dimensional lattice sums for vector spherical waves for the chain, then, we use vector cylindrical waves to couple the cylinders and the chain in the second lattice direction, namely along the $y$-direction. Finally, we can compute the field values in front of and behind this structure using vector plane waves. Adapted from [S1].
an error or deviation in the definition of the complex electric field's phase would become visible.

Panel (a) shows a two-dimensional lattice containing two spheres with relative permittivity $\epsilon=-16+0.4 \mathrm{i}$. In total four adjacent unit cells of the square lattice with pitch 900 nm are shown and the domain above and below the lattice. The spheres have the radii 225 nm and 195 nm and are separated by the distance vector $\boldsymbol{r}=(240 \hat{\boldsymbol{x}}+300 \hat{\boldsymbol{y}}+360 \hat{\boldsymbol{z}}) \mathrm{nm}$. They are illuminated by a plane wave with the wave vector $\boldsymbol{k}=\frac{2 \pi}{600 \mathrm{~nm}}\left(\sin \left(\frac{\pi}{6}\right) \cos \left(\frac{2 \pi}{3}\right) \hat{\boldsymbol{x}}+\right.$ $\left.\sin \left(\frac{\pi}{6}\right) \sin \left(\frac{2 \pi}{3}\right) \hat{\boldsymbol{y}}+\cos \left(\frac{\pi}{6}\right) \hat{\boldsymbol{z}}\right)$ and TE polarization. We solve the scattering problem using the T-matrices in the spherical wave basis up to order $l_{\max }=4$. To compute the fields in the region between the spheres, we use the spherical wave basis. Thus, each point at which the field is evaluated requires a separate lattice sum. The electric field component is continuous at the boundary of two neighboring unit cells, confirming the correct implementation of the lattice sums, especially considering the vector $\boldsymbol{k}_{\|}$, which defines the phase relation of the unit cells. The region above and below this lattice can be described in the plane wave basis, which is much more efficient for the evaluation of the fields. At the transition from the domain, where we use the spherical wave basis, to the domain, where we use the plane wave basis, there is also no discontinuity visible.
Panel (b) shows examples using the one-dimensional lattice sums of spherical waves and one-dimensional lattice sums of cylindrical waves to, in total, describe a two-dimensional periodic structure. Instead of the alignment of the lattice with the $x$ - $y$-plane, we align it here with the x -z-plane. The calculation of the interaction is, essentially, a three step procedure. First, we consider the spheres in the spherical wave basis. In this basis, we calculate their interaction, which involves the one-dimensional lattice sum along the z -axis. The result can be converted to a cylindrical T-matrix. Second, we use the cylindrical T-matrix of the chain and the cylindrical T-matrix for the infinitely long cylinder to calculate their interaction in the cylindrical wave basis. Finally, similar to the procedure for panel (a), we transition to a plane wave description in front of and behind the lattice. Analogously to the computation of the interaction, we also divide the computational domain to calculate the values of the electric field. Between the spheres, only the spherical wave description is valid. Next, between the cylinder and the chain, we use the cylindrical wave basis. These separations are again indicated by dotted lines. Panel (b) also shows no discontinuity between different domains.

While the tests of the calculation in the various different basis sets confirms the consistency of the different approaches within treams, we also test it against an independent solution. Moreover, some aspects of the complete functionality of treams are not covered so far. This includes, the use of a non-zero chirality parameter, T-matrices for non-spherical particles, and the implementation of planar interfaces, which will all be covered in the next tests.

These comparison tests are also intended to benchmark the speed of calculating solutions with treams in comparison to general purpose solvers for Maxwell's equations. Therefore, we also report the computation times. Note, however, that the examples compare mostly the field values close to the scatterers, which is a computationally expensive operation in treams for values inside a lattice, because it essentially means, going from the efficient description in an analytical basis set to numerical values. Nevertheless, the computation of the electric field between particles in a lattice benefits greatly from the fast evaluation of the lattice sums as shown in Fig. 3.3 panel (f).


Figure 4.6: Comparison of treams with finite-element calculation for a one-dimensional lattice in the spherical wave basis. Panel (a) shows the field intensity obtained with the finite-element method on a cut plane through the unit cell, which is periodically repeated in the z-direction. The unit cell contains a cylinder, which appears as square, and a chiral sphere. Panel (b) shows the relative difference between the finite-element method result and treams. The objects are shown as gray areas and the circumscribing spheres are indicated in black.

We compute the T-matrix for the disk, that is used in the examples, with the software JCMsuite, which uses the finite-element method to compute the electromagnetic scattering. The computation of the T-matrix for a single frequency takes 40 s for the solution up to the multipole order $l_{\max }=3$. The computation in the case of rotationally symmetric particles can be done using a two-dimensional domain. Thus, the solution can be computed with a very fine mesh in comparison to full three-dimensional lattices. The disk has a radius of 100 nm and a height of 200 nm . The relative permittivity is set to $\epsilon=11$. The T-matrix of the sphere is computed to the order $l_{\text {max }}=4$ for a chiral sphere with relative permittivity $\epsilon=3.5+0.1$ i, relative permeability $\mu=2.5+0.1 \mathrm{i}$, and chirality parameter $\kappa=0.1+0.05 \mathrm{i}$. The structure is illuminated by a circularly polarized plane wave with wave vector $\boldsymbol{k}=\frac{2 \pi}{600 \mathrm{~nm}}\left(\sqrt{\frac{3}{8}} \hat{\boldsymbol{x}}+\sqrt{\frac{3}{8}} \hat{\boldsymbol{y}}-\frac{1}{2} \hat{\boldsymbol{z}}\right)$ and positive helicity. The reference simulations are done using the finite-element method with the commercially available program COMSOL Multiphysics. We use a custom alteration of the constitutive relations to include chiral material parameters in COMSOL Multiphysics [91]. We compare the absolute values of the electric fields at each point in the domain, normalized to their sum to get a measure of their relative accuracy.

Figure 4.6 shows the example of a one-dimensional lattice. The cylinder and the sphere form a complex unit cell, which is periodic in the z -direction with the pitch 650 nm . Panel (a) shows the electric field intensity in the unit cell in the $\mathrm{x}-\mathrm{z}$-plane computed with COMSOL Multiphysics. The relative difference to treams is shown in panel (b). In the region between the particles, we need to compute the fields using the lattice sums. Although the lattice sums are accelerated considerably in comparison to a direct approach, this is computationally expensive in comparison to solving the problem. At the left and right

Table 4.5: Comparison of COMSOL Multiphysics and treams computation timings. All times are given in seconds. The computation of the T-matrix with JCMsuite took 40 s .

| Figure | COMSOL Multiphysics | treams |  |
| :---: | :---: | :---: | :---: |
|  |  | solution | field evaluation |
| 4.6 | 211 | 0.5 | 160 |
| 4.7 | 115 | 0.2 | 37 |
| 4.8 | 291 | 2.0 | 194 |

border of panel (b), we can use the cylindrical wave expansion. Besides being considerably faster, this also improves the region of convergence. The black circles show the sizes of the circumscribing spheres of both objects. For the cylinder, the regions below and, especially, above it show deviations between both approaches. This is an expected behavior, because in that region neither the expansion in spherical nor in cylindrical waves is valid. However, on the sides of the cylinder, we benefit from the cylindrical wave expansion not only by the faster computation times but also from the altered computational domains (see Fig. 2.5). We also find a region in the bottom right corner of panel (b) which shows a larger relative difference between both approaches. However, this deviation is likely an artifact of the low field values, which are visible in panel (a).

The solution with COMSOL Multiphysics takes, as given in Table 4.5, 211 s , the solution with treams only 0.5 s . Even if the time for computing the T-matrix is included, the total time for the calculation is smaller. Furthermore, each variation of the lattice constant or illumination direction or polarization does not require a recalculation of the T-matrix. However, the evaluation of the electric field takes comparably long with 160 s , because for each value in the near filed the lattice sums have to be computed. For regions, where the one-dimensional chain can be described by cylindrical waves, this limitation does not apply.

In the example of Fig. 4.7, we use the same cylinder and sphere, but in a two-dimensional array that is placed in the x-y-plane. We simulate a honeycomb lattice with the cylinders on one hexagonal sublattice with lattice constant 650 nm and the spheres on the second hexagonal sublattice of the same lattice constant. Both sublattices are shifted with respect to each other by $\frac{650 \mathrm{~nm}}{\sqrt{3}}$. The centers of the scatterers are at different heights, thus, requiring again lattice sums for $\boldsymbol{r}_{\perp} \neq 0$. The scatterers are placed on a slab with relative permittivity $\epsilon=6+0.1 \mathrm{i}, \mu=1.5+0.1 \mathrm{i}$, and $\kappa=0.1+0.08 \mathrm{i}$. Its thickness is 100 nm .

Figure 4.7 shows the intensity in panel (a) and the relative difference of COMSOL Multiphysics and treams in panel (b). We find a very good agreement between both methods, besides the region within the circumscribing sphere of the cylinder. We note that the region below the cylinder immediately on top of the slab is represented correctly. This is a result of the transition to a plane wave expansion for computing the coupling of the honeycomb lattice with the slab. Thereby, we can benefit from the different region of convergence. This approach is used for finite clusters also in Smuthi [80]. The spot around $x=-100 \mathrm{~nm}$ and $z=-200 \mathrm{~nm}$ is likely a result of the low overall intensity that causes the large relative difference. The computation times show a similar pattern as for the first example.
(a)

(b)


Figure 4.7: Comparison of treams with finite-element calculation for a two-dimensional lattice using the spherical wave basis. Panel (a) shows the field intensity obtained with the finite-element method on a cut plane through the unit cell, which is periodically repeated in the x-direction. The unit cell contains a cylinder, which appears as square, and a chiral sphere. Panel (b) shows the relative difference between the finite-element method result and treams. The objects are shown as gray areas and the circumscribing spheres are indicated in black.


Figure 4.8: Comparison of treams with finite-element calculation for a one-dimensional lattice using the cylindrical wave basis. Panel (a) shows the field intensity obtained with the finite-element method on a cut plane through the unit cell, which is periodically repeated in the $y$-direction. The unit cell contains a chain of cylinders of finite length, which appears as the smaller circle, and a chiral infinitely long cylinder. Panel (b) shows the relative difference between the finite-element method result and treams. The objects are shown as gray areas and the circumscribing cylinders are indicated in black.

The last example, shown in Fig. 4.8, is aimed at testing one-dimensional lattices in the cylindrical wave basis. Instead of the sphere used in the previous examples, we have an infinitely long cylinder with 150 nm radius. The other object in the unit cell is a chain of the cylinder with 100 nm radius. The pitch of that chain is 350 nm . We place the infinitely long cylinder and the chain next to each other with a distance of 325 nm on the same slab as in the example for Fig. 4.7. This unit cell is repeated periodically with a lattice constant of 800 nm .

This example tests, in particular, the computation of the coefficients for the scattering from the chiral cylinder, the one-dimensional lattice sums, and the permutation of the axes' labels. The coupling of the cylinders is computed in the x-z-plane. Then, to include the slab, we change the labels such that it lies in the $x$-y-plane. We find a good agreement of treams with the finite-element method result and also similar computation times as in the previous examples.

We conclude that treams can solve scattering problems highly efficiently. The combination of the different basis sets is possible seamlessly. Also, we find very good agreement with results computed with the finite-element method, even for complicated systems that also include chiral matter. The solution times using treams are drastically reduced by roughly two orders of magnitude in comparison to finite-element methods.

### 4.4 Quality assessment and maintenance

As a program with a wide range of functions and intended for a wide audience of scientific users, we implemented multiple measures to track, maintain, and, in perspective, further improve the code quality and the infrastructure around the code. These measures make treams also compliant with the FAIR data principles: findable, accessible, interoperable, and reusable [92].

The full software development was assisted using the version control software git. Thus, all changes and additions to the code during the development are tracked. The repository is published on the widely used platform Github (https://github.com/tfp-photonics/ treams). Moreover, we use continuous integration to automatically compile new versions and package them to be uploaded to the Python Package Index. An article describing treams is submitted to a dedicated journal for scientific code for publication [S1]. Additionally, the program is listed on the platform https://helmholtz.software/software/ treams for research software. Thereby, we increase the findability of treams.

To improve the accessibility of the code, we have an extensive dedicated documentation of the software (https://tfp-photonics/github.io/treams). Besides installation instructions and dedicated information for developers, the documentation includes many examples and a detailed reference describing its functions and classes. The documentation uses the software sphinx to extract the documentation from the source code. It is automatically updated for newer versions with continuous integration. The publication of the full source code under the permissive MIT license makes treams also legally accessible.

The implementation of treams, which is described in detail in this chapter, is intended to be interoperable, e.g., by using the interfaces for arrays provided by numpy and by also implementing many functions as numpy-universal functions. Also, the modularization of treams encourages reusing functions, and the MIT license permits such reuse.

In addition to these measures that provide treams under the FAIR data principles to the scientific community and the public, we further use several approaches to ensure the quality and correctness of the code. These include foremost the many implemented tests for the functions and classes of treams using the package pytest. Continuous integration methods are used to automatically run these tests for each change of the code and report the coverage, i.e., the percentage of executed code lines by the test.

In conclusion, this chapter gave an overview of treams. We provided an outline of the general considerations in the development of treams in Section 4.1. We describe the structure and different components in detail in Section 4.2. While the low-level functions provide full control of the computations to users, another interface to the functionality of treams is provided with several different classes. These include the class Operator to represent transformations, such as those defined mathematically in Subsection 2.2.3, the class PhysicsArray to combine the numerical array with physical properties, and the classes TMatrix, TMatrixC, and SMatrices derived from PhysicsArray to provide specialized objects for T-matrices with a spherical or cylindrical wave basis and S-matrices for the plane wave basis. We showed the properties of these classes in several examples. In Section 4.3, we studied the results computed by treams and, thus, validated the correct implementation and integration of its various parts. Finally, we outlined the actions taken to maintain and improve the quality of the code and its compliance with the FAIR data principles, such that treams is useful for its audience.

## 5 | Applications of the T-matrix and plane wave methods


#### Abstract

This chapter is dedicated to highlight several applications of the T-matrix, S-matrix, and transfer matrix methods described in the previous chapters to highlight the capabilities of treams. These applications emerged in close collaboration with different researchers as stated in the beginning of each section. The first example, in Section 5.1, discusses the enhancement of the optical rotation, which is one measurable quantity to characterize the interaction of light with chiral materials. Another related quantity is circular dichroism. We investigate structures to enhance optical rotation based on ideas previously used to investigate circular dichrosim. In Section 5.2, we calculate the focal spot properties in different setups for multi-photon direct laser writing [93, 94]. Section 5.3 describes how treams can be used as part of a multi-scale modeling workflow for molecular arrays, and Section 5.4 shows the application of treams to homogenize photonic materials by assigning effective material parameters to them.


### 5.1 Helicity preserving cavities for optical rotation enhancement

The first application revolves around the enhancement of optical rotation in helicity preserving cavities. This work was published in [P2]. The enhancement of the optical rotation is an extension to the work on similar helicity preserving cavities designed to enhance the circular dichroism [P6, P15].

The starting point for that research was the appreciation that many molecules, especially for biochemical or pharmaceutical applications [95], are geometrically chiral. Thus, it is not possible to superimpose such a molecule with its mirror image by any means of rotation or translation. Molecules that have the same chemical structure but differ in their chirality, sometimes also denoted as handedness, are called enantiomers. The distinction of enantiomers is important for many applications because biochemical interactions often show a preference for one particular enantiomer due to the lock-and-key principle [96], for example, in enzymatic reactions. However, chemical reactions are usually not sensitive to chirality, so they cannot be used to distinguish different enantiomers, neither during synthesis nor in sensor applications. A possibility to distinguish different enantiomers are methods based on special physical properties, such as their interaction with chiral light. We can exploit that the geometrical chirality usually also results in an electromagnetic chirality, even though, there is not a one-to-one mapping of geometrical and electromagnetic chirality [P7, 97]. The electromagnetic chirality measures how different the interaction of light with opposite helicity with the molecule is. We can measure the electromagnetic chirality by probing the response of the molecules to light of well-defined helicity. For a dense arrangement of molecules, the electromagnetic chirality manifests
in the phenomenological description using material parameters as a non-zero value for the chirality parameter $\kappa\left(k_{0}\right)$. The main challenge in measuring the chirality parameter is its small value [98, 99]. For example, the vibronic resonances of molecules are in the infrared frequency range [99]. The size of the molecule, however, is much smaller than the wavelength leading to small chiral effects.

The chirality parameter can be measured by its influence on circular dichroism and optical rotation. Both quantities, circular dichroism and optical rotation, are phenomena to express the different interaction of matter with light of opposite helicity. The circular dichroism is the differential absorption of positive and negative helicity waves, and the optical rotation is the difference in phase accumulation. The optical rotation is usually observed as the rotation of the polarization plane of a linearly polarized plane wave, which is a superposition of positive and negative helicity plane waves. For the purpose of this investigation, we define the optical rotation as

$$
\begin{equation*}
\mathrm{OR}=\frac{1}{2} \arg \left(E_{+} \cdot E_{-}^{*}\right), \tag{5.1}
\end{equation*}
$$

where $E_{ \pm}$is the complex electric field coefficient after passing through the chiral medium for positive or negative helicity plane waves. In a homogeneous medium, we can associate the optical rotation with the difference in the real part and the circular dichroism with the difference in the imaginary part of the wave numbers $\sqrt{\epsilon\left(k_{0}\right) \mu\left(k_{0}\right)} \pm \kappa\left(k_{0}\right)$ for light of positive and negative helicity. Thus, they probe essentially the real and imaginary part of the chirality parameter $\kappa\left(k_{0}\right)$, analogously to the relation of phase accumulation and absorption with the real and imaginary part of the wave number in an achiral medium. However, the circular dichroism or optical rotation signal and, thereby, the chirality parameter is often not measured in a homogeneous bulk but by using additional structures, that enhance the signal. Hence, the assumption of a homogeneous medium is no longer applicable, and a simple mapping of optical rotation and circular dichroism on the one hand and real and imaginary part of the chirality parameter $\kappa\left(k_{0}\right)$ on the other hand is not possible. As already stated in Subsection 2.1.2, the real and imaginary part of $\kappa\left(k_{0}\right)$ are related by Kramers-Kronig relations, so the full spectrum of the dispersive media parameter contains redundant information. However, the real and reciprocal part of the complex $\kappa\left(k_{0}\right)$ in a finite range of frequencies contain complementary information and can, thus, be combined to provide a more complete picture of the measured sample.

In our model, we assume the molecules are in a solution that surrounds the chirality signal enhancing structures. The purpose of this structure is the creation of a strong chirality density to increase the sensitivity on the chirality parameter. We define the chirality by

$$
\begin{equation*}
C\left(\boldsymbol{r} ; k_{0}\right)=\frac{\left|\boldsymbol{G}_{+}\left(\boldsymbol{r} ; k_{0}\right)\right|^{2}-\left|\boldsymbol{G}_{-}\left(\boldsymbol{r} ; k_{0}\right)\right|^{2}}{C_{0}} \tag{5.2}
\end{equation*}
$$

where we normalize the value to the chirality density of a circularly polarized plane wave $C_{0}$ in vacuum. Although many chiral structures that generate a strong chirality density have been proposed [100-108], it is difficult to separate the signals originating from the enhancing structure from the signals that originate from the solution. Therefore, achiral structures are beneficial in many sensing applications [109-123]. Based on designs to enhance the circular dichroism [P6, P15] we use silicon cylinders arranged in a hexagonal array to enhance the optical rotation. Our investigation includes a single array of such


Figure 5.1: Scattering from a single cylinder and a cylinder array under plane wave illumination of positive helicity. Panel (a) shows the sum of the squared absolute values of the scattering coefficients for an illumination with plane waves of positive helicity. The solid lines show the sum for the positive helicity coefficients and the dashed lines the sum for the negative helicity coefficient. In blue, we show the values for the array and in green for the single cylinder. Note the different scales of these amplitudes. Panel (b) shows the local chirality density for the single cylinder, and panel (c) shows it for the cylinder in a hexagonal array. The gray contours indicate the area, where the chirality density exceeds the value of 5. Reprinted with permission from [P2]. Copyright 2021 AIP Publishing.
cylinders and a cavity formed by stacking two of these arrays and, thereby, forming a cavity. The relative permittivity of the cylinders is approximated by the non-dispersive value $\epsilon=11.9$, and we set the height to 1082 nm . The radius of the cylinder is taken as optimization parameter.

We model the chiral material parameters with a Lorentzian resonance. The resonance is placed in the infrared at the angular frequency $\bar{\omega}=2 \pi \cdot 44.21 \mathrm{THz}$ and has a width of $\gamma=0.258 \mathrm{THz}$ [P15]. The dispersive functions for the relative permittivity, relative
permeability, and the chirality parameters are

$$
\begin{align*}
& \epsilon\left(k_{0}\right)=\epsilon_{\text {sol }}+\frac{A \epsilon_{\text {sol }}}{1-\frac{c^{2} k_{0}^{2}}{\bar{\omega}^{2}}-\mathrm{i} \frac{c \gamma k_{0}}{\bar{\omega}^{2}}}  \tag{5.3a}\\
& \mu\left(k_{0}\right)=1+\frac{A \beta}{1-\frac{c^{2} k_{0}^{2}}{\bar{\omega}^{2}}-\mathrm{i} \frac{c \gamma k_{0}}{\bar{\omega}^{2}}}  \tag{5.3b}\\
& \kappa\left(k_{0}\right)=\frac{A \sqrt{\beta \epsilon_{\text {sol }}}}{1-\frac{c^{2} k_{0}^{2}}{\bar{\omega}^{2}}-\mathrm{i} \frac{c \gamma k_{0}}{\bar{\omega}^{2}}} \tag{5.3c}
\end{align*}
$$

where the amplitude of the resonance is set to $A=1.27 \cdot 10^{-5}$ and the parameter $\beta=1.12$. $10^{-7}$. The variable $\beta$ parametrizes the electromagnetic duality of the chiral medium. The solvent permittivity is set to $\epsilon=1.8912$. These relations fulfill the passivity condition 17]

$$
\begin{equation*}
\sqrt{\operatorname{Im} \epsilon\left(k_{0}\right) \operatorname{Im} \mu\left(k_{0}\right)} \geq \operatorname{Im} \kappa\left(k_{0}\right) \tag{5.4}
\end{equation*}
$$

The real part of the Lorentzian decays with $k_{0}^{-2}$ far away from the resonance, whereas the imaginary part decays with $k_{0}^{-3}$. Thus, using the optical rotation for sensing off-resonance could yield higher absolute signals in comparison to circular dichroism.

We first investigate the optical rotation enhancement by a single cylinder. We optimize the cylinder radius for this resonance, to achieve an approximately dual response, by maximizing the scattering response of the same helicity. The dual response is necessary because only a dual scatterer preserves the helicity in the scattering response, which maximizes the measurable chiral signatures. The result of the optimization is shown in panel (a) of Fig. 5.1. The green line shows the sum of the scattering amplitude coefficients squared under the illumination of a circularly polarized plane wave with positive helicity. At the design frequency, the contribution to the helicity-preserving scattering response, which is shown as solid line, is strongest and the helicity-changing scattering, shown as dashed line, is weak.

The interaction within a lattice can change the scattering behavior of the lattice significantly. We use the lattice pitch of $a=3.807 \mu \mathrm{~m}$ to compare the results of the single cylinder with the response within an array, since it shows a good enhancement of the optical rotation in Fig. 5.2. Note that in this section, the lattice pitch is defined in analogy to P15] such that the basis vectors of the reciprocal lattice have the length $\frac{2 \pi}{a}$. For a hexagonal lattice, it follows that the cylinders in the real lattice have a center to center distance of $\sqrt{\frac{4}{3}} a$. As the blue line in panel (a) of Fig. 5.2 shows, the influence of the lattice mostly broadens the frequency range with a good helicity preserving behavior. Panels (b) and (c) in Fig. 5.2 show the chirality density in the vicinity of the cylinders when illuminated by a plane wave of positive helicity propagating along the z-direction. The single cylinder has no region around it, where the chirality density is negative for positive helicity illumination confirming its high degree of helicity preservation. However, the enhancement of the chirality density is limited to only its immediate vicinity, as indicated by the gray contour line for the threshold value of 5 . Panel (c) in Fig. 5.2, showing the chirality density of the cylinder in the array, has a much larger area of positive chirality density and also higher values in the immediate vicinity of the cylinder. Thus, a larger volume of the sample enhances the measurement signal.

We simulate the array for a large parameter sweep from the lattice pitch of $2.3 \mu \mathrm{~m}$ to $4.3 \mu \mathrm{~m}$ in the frequency range between 35 THz to 50 THz . The lower bound of the lattice


Figure 5.2: Optical rotation and circular dichroism enhancement of a hexagonal array of cylinders. We investigate a single achiral array to enhance the optical rotation around the resonance frequency 44.21 THz , which is shown as blue dotted line for an array pitch between $2.3 \mu \mathrm{~m}$ and $4.3 \mu \mathrm{~m}$. Panel (a) shows the optical rotation enhancement and panel (b) the transmittance of the lattice. The optical rotation enhancement by the array for a pitch of $3.807 \mu \mathrm{~m}$ is shown in the top of panel (c). At the bottom of panel (c), we show the optical rotation value. Panel (d) shows the circular dichroism in transmittance for the same structure. Reprinted permission from [P2]. Copyright 2021 AIP Publishing.
(a)

(b)

(c)


Figure 5.3: Optical rotation and circular dichroism enhancement of an achiral cavity. We use a cavity formed by two hexagonal arrays with the lattice pitch $4.956 \mu \mathrm{~m}$. In our study, we vary the cavity length between $5 \mu \mathrm{~m}$ and $20 \mu \mathrm{~m}$. Panel (a) shows the optical rotation enhancement and panel (c) the transmittance circular dichroism enhancement. For the chosen cavity length of $17.4 \mu \mathrm{~m}$, indicated by the black dotted line, we find an enhancement factor of 270 , as shown in panel (b). Reprinted permission from [P2]. Copyright 2021 AIP Publishing.
pitch is defined by the minimal distance to avoid touching cylinders. The upper bound is defined such that higher-order propagating diffraction orders modes are avoided. Otherwise, the definition of the optical rotation signal has to be modified. We use a sample volume with a thickness of $10 \mu \mathrm{~m}$ perpendicular to the lattice to compute the optical rotation. The results for the optical rotation enhancement and the transmittance are shown in panels (a) and (b) of Fig. 5.2. The reference for the enhancement calculation is a homogeneous slab of chiral material of the same thickness. We find sharp lines with strong enhancements for frequencies above approximately 46 THz . However, those enhancement factors are in exactly those regions, where the transmittance is very low, thus, posing a challenge to be used in practice. A broader resonance that can be tuned by the lattice pitch traverses the design frequency of 44.21 THz at the lattice pitch $3.807 \mu \mathrm{~m}$. Here, we achieve an enhancement factor of roughly 4, as shown in panel (c). For comparison, we also show the transmittance circular dichroism for the single cylinder in panel (d). The transmittance circular dichroism measures the difference in transmittance only instead of using transmittance and reflectance to calculate absorption. Hence, not only the differential absorption contributes to the signal strength. Focusing on the frequency band near the resonance, since the enhancement becomes large due to the low reference value far off-resonance, we also find enhancement values up to 2 for the circular dichroism signal.

The enhancement of chiral signals with a single array is limited to the near-field enhancement of the chirality density. Thus, a limiting factor is the affected sample volume.

In a cavity, strong fields can be obtained covering a large volume. However, a large chirality density is difficult to achieve, because, conventional mirrors flip the helicity for light at normal incidence. By using array structures instead of flat mirrors, light can be diffracted to modes with gracing incidence onto the opposite array. The reflection coefficient gets unity at grazing incidence on the one hand, resulting in a high-quality cavity, and the reflection becomes helicity preserving on the other hand. Thereby, the arrays couple the incident light into guided modes, that experience many consecutive reflections in the structure that acts as a wave guide. A design for such a helicity preserving cavity was investigated previously for the enhancement of circular dichroism, and we use the same radius $1.574 \mu \mathrm{~m}$ and the lattice pitch $4.956 \mu \mathrm{~m}$ for the design of the array [P15].

In Fig. 5.3, we show the enhancement of optical rotation for the frequency range between 42 THz and 50 THz . To identify an optimal cavity, we vary the cavity length between $5 \mu \mathrm{~m}$ and $20 \mu \mathrm{~m}$. Similar to the previous investigations, we find strong enhancements at sharp lines for frequencies above the resonance 44.21 THz . They are a result of the onset of diffraction, and their position is defined by

$$
\begin{equation*}
l \sqrt{k^{2}-\left(\frac{2 \pi}{a}\right)^{2}}=2 \pi m \quad, \quad m \in \mathbb{N} \tag{5.5}
\end{equation*}
$$

which is the condition for a $2 \pi$ phase accumulation within one round-trip of a mode in the cavity. We find the strongest enhancement by a factor of 207 at the cavity length of $17.4 \mu \mathrm{~m}$. The enhancement is shown as a line plot in panel (b) together with the absolute value of the optical rotation. Panel (c) shows the transmittance circular dichroism for the investigated system, that shows a similar pattern depending on Eq. (5.5) as the optical rotation.

Our simulations assume an infinitely periodic system in the x -y-direction. Since the strong enhancement at the onset of diffraction can be effected detrimentally in systems of finite size, we estimate the required size of the system for the case of a cavity with $17.4 \mu \mathrm{~m}$ length by taking the angle of the first diffraction order and assuming 100 round-trips in the cavity are necessary. This results in a cavity size of approximately $500 \mu \mathrm{~m}$ to achieve the result with finite arrays.

In conclusion, we find that it is possible to not only enhance circular dichroism with array structures or cavities, but also the optical rotation. These studies were performed with a development version of treams. Besides their immediate physical findings, they show, how large parameter studies can be performed very efficiently with the methods of treams, as long as parameters such as pitch and cavity length are concerned, that do not require the calculation of a new T-matrix. Moreover, by the separation of the optimization of the individual cylinder and the lattice, we benefit from the separation of object and lattice influence in the T-matrix method with periodic boundary conditions.

### 5.2 Simulation of the electromagnetic fields in 3D direct laser writing

In this section, we discuss the application of the T-matrix and the transfer matrix method to simulate focal spots in multi-photon 3D direct laser writing processes [93, 94, 124]. We examine two examples: First, Subsection 5.2.1 describes the application of the Richards


Figure 5.4: Focus calculation in a birefringent medium with director angle $\alpha=0$. Hence, the extraordinary axis is aligned with the z-direction. From left to right, the panels show the intensity around the focal spot normalized to the peak value of all setups for four different polarizations: (a) x-polarized, (b) y-polarized, (c) azimuthally polarized, and (d) circularly polarized light. The top part of each panel shows the x-z-plane and the bottom part shows a close up of the $x-y$-plane, as indicated by a black bar in the top part.
and Wolf integrals in combination with the transfer matrix method to calculate the focus in anisotropic media introduced in Section 2.4. Then, we combine the focus calculation with the T-matrix method to study the impact of the presence of additional scatterers with a low refractive index contrast on the focus spot quality in Subsection 5.2.2.

### 5.2.1 Focusing in anisotropic media

The simulations presented in this section were performed for a collaboration with Alexander Münchinger from the group of Martin Wegener at KIT, who developed and experimentally realized the process of printing in birefringent liquid crystal-based resists to obtain 4D microstructures [P12]. The designation 4D comes from the combination of a structure that can be designed in the three spatial dimensions and, furthermore, having a temporal response to external stimuli, e.g., a temperature change [125-129].

Direct laser writing is an important method for the additive manufacturing of fully three-dimensional microstructures. Essentially, a two-photon absorption process is used to polymerize a resist, which defines the three-dimensional structure that is obtained after development. One important aspect to obtain a fine resolution of the printed structure and a small feature size is having a precisely defined focal spot. However, to obtain a temporal response with the printed structures, liquid crystal-based resists are used


Figure 5.5: Focus calculation in a birefringent medium with director angle $\alpha=\frac{\pi}{2}$. Hence, the extraordinary axis is aligned with the x -direction. From left to right, the panels show the intensity around the focal spot normalized to the peak value of all setups for four different polarizations: (a) x-polarized, (b) y-polarized, (c) azimuthally polarized, and (d) circularly polarized light. The top part of each panel shows the x -z-plane and the bottom part shows a close up of the $\mathrm{x}-\mathrm{y}$-plane, as indicated by a black bar in the top part.
that are birefringent [129 131]. Thus, two foci are generally found during the printing process. The presence of two foci can be avoided by a careful choice of the direction of the extraordinary axis of the liquid crystal elastomer and the polarization of the beam focused into the resist. The former can be achieved with a quasi-static electric field applied to the liquid crystal elastomer, thus, defining a director along which it is aligned. This director can also be switched for different parts of the printed structure during the printing, thereby, obtaining a spatial variation of the director in the final structure to more precisely tailor the response to temperature variations.

We examine the focal spot for four different polarization setups: Linear polarization along the x - and y -axis, azimuthal polarization, and circular polarization. Furthermore we analyze three different alignments of the director defined by the angle $\alpha$ with respect to the z -axis in the x -z-plane. We model the resist with an ordinary refractive index of 1.5 and an extraordinary refractive index of 1.7. The objective lens has a numerical aperture of 0.8 and an entrance pupil of 5.3 mm . Between the lens and the birefringent resist we place an isotropic layer of $100 \mu \mathrm{~m}$ thickness with refractive index 1.5 , which models the immersion oil of the lens and the cover slip. The monochromatic illumination has a wavelength of 790 nm and a Gaussian profile with a radius of 4.75 mm at which the intensity drops to $\mathrm{e}^{-2}$. Figure 5.4 shows the result for the four polarizations and the angle $\alpha=0$, i.e., the extraordinary axis is aligned with the z-axis. We use these model parameters


Figure 5.6: Focus calculation in a birefringent medium with director angle $\alpha=\frac{\pi}{4}$. Hence, the extraordinary axis bisects the angle between x- and z-axis. From left to right, the panels show the intensity around the focal spot normalized to the peak value of all setups for four different polarizations: (a) x-polarized, (b) y-polarized, (c) azimuthally polarized, and (d) circularly polarized light. The top part of each panel shows the x -z-plane and the bottom part shows a close up of the $x$ - $y$-plane, as indicated by a black bar in the top part.
of the illumination and the lens to calculate the angular spectrum of the focused electromagnetic wave according to Eq. (2.110). Then, the angular spectrum is propagated through the anisotropic medium using the transfer matrix algorithm as described in Section 2.4. Linearly polarized light gets focused in two spots corresponding to the ordinary and extraordinary rays. For the azimuthally polarized light, the extraordinary focus can be suppressed. Thereby, it allows the direct laser writing process with a single focal spot, however, with a toroidal shape. Circularly polarized light also creates two foci, like the linear polarizations. In Fig. 5.5, we show the results for the same polarizations but with the director with an angle $\alpha=\frac{\pi}{2}$, i.e., along the x-direction. With x-polarized light, we only observe a weak and distorted focus. In contrast, by using y-polarized light, which is perpendicular to the director, we find a strong well-defined focal spot. In the remaining two cases of azimuthally and circularly polarized light, the focal spot is weaker again, however, it is still comparatively well-defined in a small volume.

The case of an oblique director at an angle of $\alpha=\frac{\pi}{4}$ is shown in Fig. 5.5. The xpolarized illumination shows an off-axis, distorted, and weak focal spot. As can be seen in the $x-y$ plane, a second focal spot, having the shape of a lobe, is present at the position expected for the ordinary rays. The azimuthal polarization has a single larger focal spot. The circularly polarized case shows two foci.


Figure 5.7: Focus calculation in the presence and absence of scatterers.

In summary, depending on the director angle, different polarizations need to be used to obtain a single, well-defined focal spot. We successfully applied the simulation method combining the approach from Richards and Wolf for high numerical aperture lenses with a transfer matrix algorithm to simulate birefringent structures. Besides the results presented here, they were also used in the simulation of the focal spots in an inverted direct laser writing setup, that avoids a large separation of the foci by minimizing the distance the electromagnetic fields travel through the resist [P17].

### 5.2.2 Focal spot distortions by the presence of large scatterers

We also combined the approach with the ordinary treams capabilities to simulate the focus during direct laser writing in the presence of scatterers in the resist. This work is complementary to experimental work using optical coherence tomography for in-situ measurements performed and analyzed by Roman Zvagelsky in the group of Martin Wegener at KIT [P21]. These measurements revealed inhomogeneities in five-year old resists in comparison to fresh resists. These differences were interpreted as "blobs" of oligomer groups due to thermal activation. We performed simulations to assess if these inhomogeneities have an influence on the shape of the focal spot.

We model the process with a monochromatic illumination of 790 nm wavelength. We approximate the inhomogeneities as spheres with a radius of $6.5 \mu \mathrm{~m}$, which is the intermediate value between the observed size between $2.5 \mu \mathrm{~m}$ and $12.5 \mu \mathrm{~m}$. The density of scatterers is chosen such that their volume matches the experimentally observed volume occupied by the inhomogeneities. The refractive index of the isotropic resist is 1.51 and the refractive index of the inhomogeneities is assumed to be 1.545 . We use a maximal multipole order of $l_{\max }=13$ and simulate these systems in lowest-order Born approximation, i.e., we neglect multi-scattering events. This approximation avoids the computational expensive inversion of the matrix in Eq. (2.52). Figure 5.7 shows the results of the simulations. The central panel shows a cut plane through the focal spot. No distortions are visible. The comparison with the unperturbed focus shape along the x - and z -axis also shows a negligible influence of the inhomogeneities on the shape of the focal spot.

These examples show how treams and its methods are flexible enough to interact with other approaches, such as the use of angular spectra for focus calculations and the transfer matrix approach.

### 5.3 Multi-scale methods for molecular arrays

In this section, we discuss the application of treams and its methods as a tool to perform simulations bridging scales from the size of individual molecules to cavities of macroscopic sizes [P18]. The main development of the multi-scale method was done by Benedikt Zerulla, Marjan Krstić, and Ivan Fernandez-Corbaton.

We use the example of surface-anchored metal-organic frameworks (SURMOFs) in a Fabry-Perot cavity formed by silver mirrors $[132]$ to describe how treams can be used together with complementary theoretical approaches to allow ab-initio multi-scale modeling of complex physical systems. The fabrication of such complicated novel materials and their experimental investigation is a rapidly developing field. However, the theoretical description of these novel materials has to keep up.

Metal-organic frameworks are crystalline structures build from organic molecules to link metal ions [133]. Due to the well-defined chemical bonds, their physical properties are highly configurable. Their applications include luminescence [134], second harmonic generation [135], and Raman scattering [136]. SURMOFs are a class of metal-organic frameworks that are attached to functionalized surfaces [137].

The properties of the SURMOF's building blocks, the linkers and metal ions in their periodic structures can be calculated ab-initio using quantum-chemical methods [138, 139]. The polarizability tensors can be calculated with time-dependent density functional theory [140]. These polarizabilites can be related to the dipolar coefficients of the Tmatrix [P7]. Thereby, the quantum-chemical simulations and the T-matrix method can be connected. These steps are summarized in the first part of the workflow shown in Fig. 5.8. They are shown in the green boxes of the first row, which include the quantum interaction of the electrons of the molecules. First, the structure of the SURMOF is determined taking into account the full periodic environment of the linkers and metal ions. Second, time-dependent density functional theory is used to calculate the response from an externally applied field, which, then, results in the polarizabilites.

The bottom row of Fig. 5.8 shows the part of the workflow using classical electromagnetic scattering theory. We use the T-matrix of the molecules to simulate the response


Figure 5.8: Workflow for the $a b$-initio calculation of the optical properties of macroscopic structures containing SURMOFs. The quantum-chemical simulations are shown with green boxes, and the optical simulations are shown in blue. First, the periodic structure of the SURMOFs is calculated. Second, in time-domain density functional theory, the response to an external electromagnetic field is computed. Third, the polarizability tensors are calculated, which, fourth, provide the connection to the dipolar T-matrix and, thus, the electromagnetic scattering simulations. In the fifth step, treams is involved to calculate the response, e.g., of the SURMOF in the cavity, bridging from the scale of nanometers for the individual molecules to films of micrometer thickness. Finally, the results allow a theoretical analysis of the structure. Reprinted with permission from [P18]. Copyright 2022 John Wiley and Sons.


Figure 5.9: Absorption of a circularly polarized plane wave by a $\mathrm{Zn}-\mathrm{SiPc}-\mathrm{SURMOF}-2$ film. Panel (a) shows the absorption for the film without any additional structure. Panel (b) shows the absorption of the film inside a cavity formed by silver mirrors with 10 nm thickness on the illumination side and 30 nm thickness on the transmission side. Reprinted with permission from [P18]. Copyright 2022 John Wiley and Sons.
of large SURMOFs. By using the T-matrix method with periodic boundary conditions, as implemented in treams, we take the full periodic structure of the SURMOFs into account. Furthermore, we can also calculate the interaction with other structures that can be represented by the methods implemented in treams. The first step in the second part of the workflow is translating of the dipolar polarizability tensors $\alpha_{\mathrm{ee}}, \alpha_{\mathrm{em}}, \alpha_{\mathrm{me}}$, and $\alpha_{\mathrm{mm}}$, which relate the electric and magnetic fields with Cartesian electric and magnetic dipoles, to T-matrices. This step is done by using

$$
\left(\begin{array}{cc}
\mathbf{T}_{\mathrm{NN}} & \mathbf{T}_{\mathrm{NM}}  \tag{5.6}\\
\mathbf{T}_{\mathrm{MN}} & \mathbf{T}_{\mathrm{MM}}
\end{array}\right)=\frac{\mathrm{i} c_{\mathrm{h}} Z_{\mathrm{h}} k_{\mathrm{h}}^{3}}{6 \pi}\left(\begin{array}{cc}
\mathbf{C} \alpha_{\mathrm{ee}} \mathbf{C}^{-1} & -\frac{\mathrm{i}}{Z_{\mathrm{h}}} \mathbf{C} \alpha_{\mathrm{em}} \mathbf{C}^{-1} \\
\frac{i}{c_{\mathrm{h}}} \mathbf{C} \alpha_{\mathrm{me}} \mathbf{C}^{-1} & \frac{1}{c_{\mathrm{h}} Z_{\mathrm{h}}} \mathbf{C} \alpha_{\mathrm{mm}} \mathbf{C}^{-1}
\end{array}\right)
$$

The quantities $c_{\mathrm{h}}, Z_{\mathrm{h}}$, and $k_{\mathrm{h}}$ are the speed of light, wave impedance, and the wave number in the host medium, respectively. The matrix

$$
\mathbf{C}=\left(\begin{array}{ccc}
\frac{1}{\sqrt{2}} & \frac{\mathrm{i}}{\sqrt{2}} & 0  \tag{5.7}\\
0 & 0 & 1 \\
\frac{1}{\sqrt{2}} & -\frac{i}{\sqrt{2}} & 0
\end{array}\right)
$$

gives the transition from Cartesian to spherical dipoles P7, P14]. The three-by-three blocks $\mathbf{T}_{i j}$, where the indices refer to the functions defined in Eq. (2.23), define the Tmatrix in dipolar approximation. In principle, the inclusion of higher order multipoles is possible. However, for the small size of the molecules, they have a negligible contribution. By calculating the interaction of the scattered fields from each molecule in the periodic arrangement using treams, we can calculate and analyze the optical properties of SURMOFs in cavities, for example. The layer-doubling technique is extremely useful to implement the calculation of thick layers of SURMOFs, because it allows an exponential scaling of the thickness [39, 52, 141].

In a concrete example, a molecular array consisting of stacked sheets of Zn -paddlewheels and Si-Phthalocyanine linker molecules form a type-2 SURMOF [132], which we
abbreviate with Zn -SiPc-SURMOF-2. The unit cell size is $21 \AA$ by $21 \AA$ by $11 \AA$ for a single sheet. To obtain the T-matrix for an approximately round object, three stacked unit cells are used in the calculation of the polarizabilities. Figure 5.9 shows the simulation of absorption from a film consisting of Zn -SiPc-SURMOF-2 with up to 500 nm thickness in the range between 1.4 eV to 2 eV , which corresponds to the wavelengths 885 nm and 620 nm . In panel (a), showing the result for the SURMOF illuminated by a circularly polarized plane wave without a cavity surrounding the structure, we find multiple resonances in the range between 1.7 eV and 1.9 eV . This mode structure changes drastically in cavity consisting of a 10 nm thickness silver mirror on the illumination side and a 30 nm thickness mirror on the transmission side. The permittivity of the silver mirrors is taken from [142]. The resonances are strongly bent due to the cavity. Furthermore, we find that every mode appears in pairs, which is a result of the SURMOFs anisotropy. We can use these results, together with a further analysis of the mode structures, to refine the interpretation of experimental findings [132].

We conclude that the methods of treams are extremely useful in describing large molecular arrays, and we can bridge from the nanometer size of a unit cell to several hundreds of nanometer thickness materials in optical structures. Novel applications of this method combine it with the homogenization method presented in the following section to model even more complicated systems [P19].

### 5.4 T-matrix based homogenization methods

This section covers the use of the T-matrix method and lattice sums as one step in the workflow to homogenize artificial photonic materials, where the individual components can be described by T-matrices [P20]. This project was mainly developed by Benedikt Zerulla, Ramakrishna Venkitakrishnan, and Ivan Fernandez-Corbaton.

In effective medium theories, the electromagnetic response from a discrete structure of scatterers is described by effective material parameters. The process of calculating these material parameters starting from the discrete structure is called homogenization, and a field of active research 143 159]. Having an effective medium description is useful to avoid computationally expensive simulations of the detailed response of every constituent of the homogenized material. Furthermore, different shapes of the macroscopic object are correctly described by the material parameters.

A widely used and simple approach for the homogenization are the Clausius-Mossotti relations [16]. However, these relations only take dipole contributions into account. Furthermore, many approaches suffer from conditions that are not generally fulfilled. Often, a sparse lattice that, at the same time, has a lattice constant much smaller than the wavelength is required. Other methods are based on the retrieval of the effective parameters, by simulating a reference object, often a slab of the material to be homogenized, and performing an optimization of the material parameters to replicate the transmission and reflection for multiple angles of incidence. Such methods have the downside to already explicitly using a concrete shape, i.e. a slab, for the homogenization itself. Furthermore, the retrieved parameters can be non-unique [158, 160] The homogenization based on T-matrix calculations with periodic boundary conditions is a novel approach to address these issues. It is emphasized, that no fit or something similar is necessary. Instead, effective material


Figure 5.10: Homogenization of a cut-plate pair metamaterial. The abbreviation mpGMM is used for a predecessor software of treams, which we also developed. It has a subset of treams functionality. Panels (a) and (b) shows the band structure of the metamaterial computed with the approach of Eq. (2.95), which for a given frequency and fixed wave vector components $k_{x}$ and $k_{y}$ calculates the value of $k_{z}$ for permissible modes. Large imaginary components of $k_{z}$, as shown in panel (b) in the range above 300 THz indicate band gaps. Panels (c) and (d) show the permeability and permittivity obtained with the homogenization. These parameters are used to compute the transmission and reflection parameters of the homogenized material, shown in panels (e) and (f). Reprinted with permission from [P18]. Copyright 2022 John Wiley and Sons.
properties of the entire material are explicitly expressed based on the scattering properties of the constituents, as expressed by the T-matrix.

The starting point of the calculation is the T-matrix of the individual scatterer and the lattice geometry. Using Eq. (2.60), we can calculate the T-matrix in the full threedimensional lattice. This step is independent of the shape of the homogenized object. The result of including the lattice interaction is the T-matrix $\tilde{\mathbf{T}}\left(\boldsymbol{k}_{\|}\right)$. However, it depends on the direction of the wave vector of the illumination, as emphasized by the argument. This dependence is know as spatial dispersion. To avoid this explicit dependence on the direction of the wave vector for the illumination, we use a method that has similarities with the approach to calculate a T-matrix with plane wave illuminations [33], but its validity to find a wave vector independent T-matrix can be shown rigorously [P20]. We assume many different illumination directions $\boldsymbol{k}_{i}$ and decompose the incident field in vector spherical waves $\boldsymbol{a}_{\boldsymbol{k}_{i}}$. Then, using $\tilde{\mathbf{T}}\left(\boldsymbol{k}_{i}\right)$, we can calculate the scattered wave coefficients $\boldsymbol{p}_{\boldsymbol{k}_{i}}$ for each such illumination. This approach needs many evaluations of the lattice sums for threedimensional lattices and, therefore, greatly benefits from the expressions implemented in treams. With the incident and scattered field coefficients, we can define the linear system of equations

$$
\left(\begin{array}{lll}
p_{k_{1}} & \cdots & p_{k_{N}}
\end{array}\right)=\mathbf{T}_{\text {eff }}\left(\begin{array}{lll}
a_{k_{1}} & \cdots & p_{k_{N}} \tag{5.8}
\end{array}\right)
$$

for $N$ different illuminations and the unknown effective T-matrix $\mathbf{T}_{\text {eff }}$, which is independent of the illumination direction. We solve the equation for $\mathbf{T}_{\text {eff }}$. Next, we want to relate the effective T-matrix to the six-by-six anisotropic tensor defined in Eq. (2.6). Hence, we use the inverse of Eq. (5.6) to obtain the polarizability matrices relating the external electromagnetic field to the polarization. This step requires an approximation, since it only takes into account dipolar contributions. Note, however, that higher-order multipoles are still considered in the interaction, i.e., they tend to renormalize the dipole coefficients. Furthermore, it is possible to compare the dipolar coefficients of $\mathbf{T}_{\text {eff }}$ with the higher order multipoles to estimate the validity of this approximation. Having obtained the polarizabilities, we take into account the depolarization matrix $\mathbf{L}$ to relate the external fields with the internal fields in a unit volume [144]. This matrix is a purely lattice dependent quantity. In a cubic lattice it is $\mathbf{L}=\frac{1}{3} 1$, but results for more complicated lattices are known [161]. Combining the transition from the T-matrix to polarizabilities and the depolarization matrix, we obtain

$$
\left(\begin{array}{cc}
\epsilon & \mathrm{i} \boldsymbol{\kappa}  \tag{5.9}\\
-\mathrm{i} \tilde{\boldsymbol{\kappa}}^{\top} & \boldsymbol{\mu}
\end{array}\right)=\mathbb{1}-\frac{\mathrm{i} 6 \pi n}{k_{0}^{3}}\left[\mathbb{1}+\frac{\mathrm{i} 6 \pi n}{k_{0}^{3}}\left(\begin{array}{cc}
\mathbf{T}_{\mathrm{e}}^{\mathrm{car}} \mathbf{L} & \mathbf{T}_{\mathrm{em}}^{\mathrm{car}} \mathbf{L} \\
\mathbf{T}_{\mathrm{me}}^{\mathrm{car}} \mathbf{L} & \mathbf{T}_{\mathrm{mm}}^{\mathrm{car}} \mathbf{L}
\end{array}\right)\right]^{-1}\left(\begin{array}{cc}
\mathbf{T}_{\mathrm{e}}^{\mathrm{car}} & \mathbf{T}_{\mathrm{e}}^{\mathrm{cor}} \\
\mathbf{T}_{\mathrm{me}}^{\mathrm{car}} & \mathbf{T}_{\mathrm{mm}}^{c \mathrm{car}}
\end{array}\right)
$$

for the homogenized parameters, where $\mathbf{T}_{i j}^{\text {car }}=\mathbf{C}^{-1} \mathbf{T}_{i j} \mathbf{C}$ are the dipolar coefficients of the T-matrix in parity basis converted to the Cartesian basis and $n$ is the concentration of scatterers. In a reciprocal material, we have $\boldsymbol{\kappa}=\tilde{\boldsymbol{\kappa}}$. This equation can also be adapted to include the permittivity of the host medium.

An example for the homogenization of a complex photonic material is shown in Fig. 5.10. The unit cell of the cubic lattice with 200 nm pitch consists of a cut-plate pair, which is expected to exhibit a magnetic resonance at low frequencies [162]. Two gold layers with 30 nm thickness, where we use the permittivity from [163], are separated by an insulator with 5 nm thickness with $\epsilon=2.25$. The rather thin layer pushes the antisymmetric mode of the coupled plates towards extremely long wavelengths, which is the key to achieve a
magnetic response deep subwavelength. The radius of the cut-plate pair is 90 nm . It is shown in the inset of panel (a). Before homogenizing this photonic material, we analyze its band structure, which is obtained on the base of Eq. (2.95). Panels (a) and (b) show the real and imaginary parts of $k_{z}$ of the lowest order mode computed with this method as black dots. These dots are labeled mpGMM in the legend, which is the abbreviation of the predecessor software of treams using the same methods. We find a band gap above 300 THz , indicated by the large imaginary components of $k_{z}$. The dispersion relation of the homogenized material parameters is shown in red. It has a good agreement with the dispersion relation except in the region where the bands are strongly modified at the Bragg resonance near the Brillouin zone edges. Note that these regions, where the homogenization is not possible can be identified $a$-priori by the mode bending at the edge of the Brillouin zone. In all panels, this region is indicated by the grayed-out areas. Panels (c) and (d) show real and imaginary part of one component of the relative permittivity and the relative permeability tensor as retrieved with the procedure described above. We find a strong magnetic resonance, which was also visible in the band structure diagrams. Panels (e) and (f) show the reflection and transmission coefficients obtained from the simulation of nine stacked layers of the cut-plate pairs and from a homogeneous slab of 1800 nm thickness with the derived material parameters. We find a very good agreement in the $a$-priori identified areas where the homogenization is possible. Panel (f) shows, furthermore, the quantity

$$
\begin{equation*}
\tau=\sqrt{\frac{\operatorname{Tr}\left[\left(\mathbf{T}_{\mathrm{eff}}^{\mathrm{dip}}-\mathbf{T}_{\mathrm{eff}}\right)^{\dagger}\left(\mathbf{T}_{\mathrm{eff}}^{\mathrm{dip}}-\mathbf{T}_{\mathrm{eff}}\right)\right]}{2\left[\operatorname{Tr}\left(\mathbf{T}_{\mathrm{eff}}^{\mathrm{dip} \dagger} \mathbf{T}_{\mathrm{eff}}^{\mathrm{dip}}\right)+\operatorname{Tr}\left(\mathbf{T}_{\mathrm{eff}}^{\dagger} \mathbf{T}_{\mathrm{eff}}\right)\right]}}, \tag{5.10}
\end{equation*}
$$

which can be used to determine the validity of the homogenization. In essence, this quantity measures the dipolar content of the T-matrix as a normalized quantity. For a value close to zero, the T-matrix is purely dipolar. A reasonably small value in this parameter is acceptable to consider the material as homogenizable in the dipolar limit.

This example highlights how the three-dimensional lattice sums implemented in treams can be used for the homogenization of photonic media by assigning effective material parameters to it and how its methods can also be used to calculate the band structure. Thus, in summary, we demonstrated the versatility of treams: It is useful for large parameter studies and computations using chiral matter. It can be interfaced with other methods as shown in the focus calculations. It can be used as part of sophisticated multi-scale modeling workflows, as shown for molecular arrays. Finally, we showed its application to homogenize photonic materials by assigning effective parameters.

## 6 | Conclusions


#### Abstract

This thesis shows how the T-matrix method and related approaches can be used to study electromagnetic scattering with chiral matter in periodic structures. Based on the solution of the multi-scattering equations combined with a unified approach to evaluate the arising lattice sums, we implemented and published a novel program treams. The derived methods have several unique capabilities compared to other approaches to solve Maxwell's equations, which we highlight in various applications analyzing physical problems of contemporary interest. We give a summary of our main results in Section 6.1. The derived methods and applications also have great potential for further research. We outline several research directions based on the results of this thesis in Section 6.2.


### 6.1 Summary

The electromagnetic scattering calculations of this thesis are based on the theory derived in Chapter 2. We carefully construct different basis sets solving Maxwell's equations, namely the vector spherical, cylindrical, and plane waves. By considering, in particular, constitutive relations for chiral materials, we define these basis sets not only using parity modes but also with modes of well-defined helicity, which greatly simplifies the description of electromagnetic fields in chiral media. Furthermore, the preservation of helicity under transformations, such as translations, renders these modes an efficient tool for scattering calculations. We formulate the T-matrix method for vector spherical and cylindrical waves for two cases: Finite clusters and periodic arrays. To make this approach as versatile as possible, the equations to describe scattering in periodic arrays incorporate the case of complex unit cells, i.e., unit cells containing multiple objects. Furthermore, we show connections between the different basis sets, which are incredibly useful for efficient descriptions of the total response of periodic structures: One-dimensional arrays of vector spherical waves solutions can be effectively described by vector cylindrical waves, and two-dimensional arrays of vector spherical waves and one-dimensional arrays of vector cylindrical waves can be described by plane waves. To describe scattering in a plane wave basis, we usually use the related S-matrix or transfer matrix descriptions instead of the T-matrix.

While the multi-scattering equations can be expressed concisely using the T-matrix method with the above-mentioned basis sets, a major challenge in solving them for periodic structures are slowly converging lattice sums. We treat these lattice sums in detail in Chapter 3 using a unified approach based on Ewald's method. The results are also published in [P4]. We find exponentially fast converging expressions, for one-, two-, and three-dimensional lattices of spherical and cylindrical waves. Again, we emphasize on expressions for complex lattices, such that they can be combined with the results of Chapter 2 for possible cases. We extensively test the accuracy and convergence of these expressions and demonstrate a speed-up of the lattice sums by several orders of magnitude.

We publish an implementation of the T-matrix method based on the multiple different basis sets and their combination with the derived lattice sum expressions in the opensource software package treams. This software is described in Chapter 4 and in [S1]. For T-matrix calculations, treams has the following features:

- T-matrices for chiral multi-layered spheres and cylinders can be calculated analytically,
- an interface to externally calculated T-matrices is implemented,
- the interaction of T-matrices can be solved in clusters and complex periodic arrangements, where exponentially convergent lattice sums are used,
- transformations of T-matrices, such as translations or rotations, are included,
- the transitions between expansions in different basis sets are available, and
- many quantities to analyze the results, such as cross-sections, transmittance, reflectance, or circular dichroism, are provided from the calculation results.

To simplify the access to all these and further features for the user, we provide an interface combining a class for "physics-aware" arrays and a mathematics-inspired implementation of operators. These data structures track and use physical parameters throughout the computation and, hence, ensure unintentional changes or incompatible operations. Moreover, an emphasis is placed on integrating treams into the framework of scientific software published for Python. Continuous integration methods are used to test, document, and package each novel version of treams, such that the correctness of the calculations is monitored, and all available resources are kept up-to-date.

We demonstrate the unique capabilities to solve physical problems at several examples in Chapter 5 . In the first example, we analyze the use of helicity preserving structures to enhance the chirality density for sensing applications, especially for optical rotation. The optical rotation is, besides the circular dichroism, a promising possibility to distinguish enantiomers of a molecules. Especially with helicity preserving cavities, we find strong enhancement factors [P2] comparable to previous results for similar cavities used for the enhancement of circular dichroism [P6, P15] . The necessary large parameter sweeps for the analysis are considerably simplified with fast solution approaches implemented in treams. Unique to these cavities is the enhancement of the chirality density not just at some isolated points but rather over an extended spatial domain. This is decisive for future applications.

The second example revolves around the prediction of the focal spot in different setups for multi-photon direct laser writing. In particular, we analyze different setups for avoiding multiple focal spots in birefringent liquid-crystal based resists [P12]. Furthermore, we combine the focal spot calculation using angular spectrum calculations with the T-matrix approach to predict the influence of inhomogeneities in the resist on the focus [P21]. Thereby, we show the flexibility of treams to be interfaced with other methods. Another application of this method, that is not presented in this thesis, is our analysis of an inverted printing setup that minimizes the propagation distance through the resist [P17].

Our third example uses the capabilities of treams as part of a workflow for the ab-initio multi-scale modeling of molecular arrays. Such arrays have applications in optics for, e.g.,
luminescence or Raman scattering. Starting from the quantum level with time-dependent density functional theory computations, we can obtain polarizabilities of the constituent molecules. The connection of the quantum-chemical calculations to the T-matrix [P7] can then be used to bridge from the nanometer scale of the individual molecular unit cells to orders of magnitude larger array structures [P18]. Finally, the fourth example demonstrates how treams can be used to homogenize periodic photonic materials based on the T-matrix of the individual unit cell [P20]. Outside of the scope of this thesis but using treams is further work, that combines the connection to quantum-chemical simulations and homogenization approaches [P19] or that analyses second-harmonic generation by molecular arrays [S2].

Besides the applications mentioned earlier, we contributed with the presented methods to further scientific publications, which we want to briefly summarize as well. The derived lattice sums and their implementation in treams was used to investigate atomic chains forming one-dimensional moiré lattices [P5]. To investigate amorphous nanostructures for light-harvesting on top of solar cells, the lattice sums are used to calculate the interaction of larger super-cells, where a carefully chosen size of the super-cell avoids the appearance of artifacts arising due to the periodicity [P16]. Such studies are only possible by having the lattice sum expression derived for complex unit cells. Furthermore, one benefits greatly from a fast implementation of the lattice sums. By having an analytical approach to describe the scatterers and their lattice interaction, a general framework to treat metasurfaces has been derived [P14] and inverse design approaches for bound states in the continuum were used P9]. By using the combination of T-matrices and a description of time-varying scatterers 164-166], it is also possible to analyze four-dimensional metamaterials [P8]. We furthermore used the methods to simulate clusters of particles fabricated with self-assembly methods P10, P11, P13].

Thus, we have demonstrated the usefulness of the combination of the T-matrix method, especially, its versatility by using different basis sets and modes of well-defined helicity and fast lattice sums for the implementation of periodic boundary conditions.

### 6.2 Outlook

In the following, we want to outline multiple possible developments based on the results of this thesis. Starting with the currently implemented methods, automatically differentiable programs can be explored. These approaches allow the use of gradient based optimizations that can be leveraged for the inverse design of structures. By having many analytic formulas for operations, the T-matrix method is an excellent candidate for this method. Furthermore, by being a method that relies on many linear algebra operations, treams can benefit from acceleration by using computations on graphical processing units GPUs. Furthermore, instead of using the T-matrix method for electromagnetic scattering, it can also be applied to acoustic scattering [84]. Thus, many of the results of this thesis could be reused or adapted to analyze acoustics.

A future enhancement of to treams could be including of T-matrices with distributed sources. By describing an object by multipole expansions at multiple origins, similar to the use of a local T-matrix for a cluster, the domain in the vicinity of the scatterer that is excluded by the Rayleigh hypothesis can be reduced [167]. This approach could enlarge the scope of treams considerably, e.g., by making close packings of objects with
high aspect ratio possible. Another interesting possibility is the inclusion of not only finite and infinite systems, but also semi-infinite lattices, which can be used to analyze surface effects, such as surface second harmonic generation. Therefore, approaches to efficiently calculate semi-infinite lattice sums can be investigated [168-171] or S-matrix based methods can be used [172]. Moreover, the exploration of the influence of defects in the lattice structure is a potential future research endeavor.
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## Appendix

## A Fourier transform and Poisson's formula

We use the following definition of the function $f(t)$ depending on the time $t$ in terms of its Fourier transform $\tilde{f}\left(k_{0}\right)$

$$
\begin{equation*}
f(t)=c \int_{-\infty}^{\infty} \mathrm{d} k_{0} \tilde{f}\left(k_{0}\right) \mathrm{e}^{-\mathrm{i} c k_{0} t} \tag{A.1}
\end{equation*}
$$

where we express the dependence in frequency space by the wave number $k_{0}=\frac{\omega}{c}$ instead of the angular frequency $\omega$ using the speed of light in vacuum $c$. The inverse transformation is then defined by

$$
\begin{equation*}
\tilde{f}\left(k_{0}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} t f(t) \mathrm{e}^{\mathrm{i} c k_{0} t} \tag{A.2}
\end{equation*}
$$

Similarly, for a function $f(\boldsymbol{r})$ in real space depending on the spatial coordinates $\boldsymbol{r} \in \mathbb{R}^{d}$, we define

$$
\begin{equation*}
f(\boldsymbol{r})=\int_{\mathbb{R}^{d}} \mathrm{~d}^{d} \boldsymbol{q} \underline{f}(\boldsymbol{q}) \mathrm{e}^{\mathrm{i} \boldsymbol{q} \boldsymbol{r}} \tag{A.3}
\end{equation*}
$$

and its inverse

$$
\begin{equation*}
\underline{f}(\boldsymbol{q})=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathrm{~d}^{d} \boldsymbol{r} f(\boldsymbol{r}) \mathrm{e}^{-\mathrm{i} \boldsymbol{q} \boldsymbol{r}}, \tag{A.4}
\end{equation*}
$$

where $\boldsymbol{q} \in \mathbb{R}^{d}$ is the reciprocal space coordinate vector.
Furthermore, these definitions lead to the Poisson sum formula for a lattice $\Lambda_{d}=$ $\left\{\sum_{i=1}^{d} n_{i} \boldsymbol{u}_{i} \mid n_{i} \in \mathbb{Z}\right\}$ of dimension $d$, where $\boldsymbol{u}_{i} \in \mathbb{R}^{d}, i \in\{1, \ldots, d\}$ are its basis vectors, given by [173]

$$
\begin{equation*}
\sum_{\boldsymbol{R} \in \Lambda_{d}} f(\boldsymbol{R})=\frac{(2 \pi)^{d}}{V_{d}} \sum_{\boldsymbol{Q} \in \Lambda_{d}^{*}} \underline{f}(\boldsymbol{Q}) \tag{A.5}
\end{equation*}
$$

The vectors $\boldsymbol{Q}$ are elements of the reciprocal lattice $\Lambda_{d}^{*}=\left\{\sum_{i=1}^{d} n_{i} \boldsymbol{v}_{i} \mid n_{i} \in \mathbb{Z}\right\}$, with basis vectors $\boldsymbol{v}_{j} \in \mathbb{R}^{d}, j \in\{1, \ldots, d\}$ fulfilling $\boldsymbol{v}_{j} \boldsymbol{u}_{i}=2 \pi \delta_{i j}$.

## B Cylindrical and spherical coordinate systems

The cylindrical coordinates $\rho, \varphi$, and $z$ are implicitly defined by

$$
\begin{align*}
& x=\rho \cos \varphi  \tag{B.1a}\\
& y=\rho \sin \varphi  \tag{B.1b}\\
& z=z \tag{B.1c}
\end{align*}
$$

in terms of the Cartesian coordinates $x, y$, and $z$. Likewise, the spherical coordinates $r$, $\theta$, and $\varphi$ are

$$
\begin{align*}
& x=r \sin \theta \cos \varphi  \tag{B.2a}\\
& y=r \sin \theta \sin \varphi  \tag{B.2b}\\
& z=r \cos \theta \tag{B.2c}
\end{align*}
$$

With these definitions, a distinction between $\varphi$ in cylindrical and spherical coordinates is not necessary because it coincides. The unit vectors in these coordinate systems that form a right-handed set are $\hat{\boldsymbol{\rho}}, \hat{\boldsymbol{\varphi}}$, and $\hat{\boldsymbol{z}}$ in cylindrical coordinates and $\hat{\boldsymbol{r}}, \hat{\boldsymbol{\theta}}$, and $\hat{\boldsymbol{\varphi}}$ in spherical coordinates, where the unit vectors are defined by

$$
\begin{align*}
\hat{\boldsymbol{\rho}} & =\hat{\boldsymbol{x}} \cos \varphi+\hat{\boldsymbol{y}} \sin \varphi  \tag{B.3a}\\
\hat{\boldsymbol{\varphi}} & =-\hat{\boldsymbol{x}} \sin \varphi+\hat{\boldsymbol{y}} \cos \varphi  \tag{B.3b}\\
\hat{\boldsymbol{r}} & =\hat{\boldsymbol{x}} \sin \theta \cos \varphi+\hat{\boldsymbol{y}} \sin \theta \sin \varphi+\hat{\boldsymbol{z}} \cos \theta  \tag{B.3c}\\
\hat{\boldsymbol{\theta}} & =\hat{\boldsymbol{x}} \cos \theta \cos \varphi+\hat{\boldsymbol{y}} \cos \theta \sin \varphi-\hat{\boldsymbol{z}} \sin \theta . \tag{B.3d}
\end{align*}
$$

The ambiguity of $\varphi$ for $x=0=y$ is lifted by setting $\varphi=0$ in that case. If additionally $z=0$, we also set $\theta=0$.

We also use these coordinates in reciprocal space for the wave vectors $\boldsymbol{k}$ with Cartesian components $k_{x}, k_{y}$, and $k_{z}$ instead of $\boldsymbol{r}$ with Cartesian components $x, y$, and $z$. We then use the following notation: $k$ instead of $r, k_{\rho}$ instead of $\rho, \hat{\boldsymbol{k}}$ instead of $\hat{\boldsymbol{r}}$. For all other quantities $\boldsymbol{k}$ is added as subscript, e.g., $\varphi_{\boldsymbol{k}}$.

## C Associated Legendre polynomials and spherical harmonics

The spherical harmonics used in this thesis are defined as

$$
\begin{equation*}
Y_{l m}(\theta, \varphi)=\sqrt{\frac{2 l+1}{4 \pi} \frac{(l-m)!}{(l+m)!}} P_{l}^{m}(\cos \theta) \mathrm{e}^{\mathrm{i} m \varphi} \tag{C.1}
\end{equation*}
$$

where the polar dependency is given by the associated Legendre polynomials, which can be derived from the Legendre polynomials $P_{l}(x)$ by

$$
\begin{align*}
P_{l}^{m}(x) & =(-1)^{m}\left(1-x^{2}\right)^{\frac{m}{2}} \frac{\mathrm{~d}^{m}}{\mathrm{~d} x^{m}} P_{l}(x)  \tag{C.2}\\
& =\frac{(-1)^{m}}{2^{l} l!}\left(1-x^{2}\right)^{\frac{m}{2}} \frac{\mathrm{~d}^{l m}}{\mathrm{~d} x^{l+m}}\left(x^{2}-1\right)^{l} . \tag{C.3}
\end{align*}
$$

In the second equation, we used Rodrigues' formula. While the first equation, strictly speaking, is only valid for $m \geq 0$ the second equation of this definition can be extended to $|m| \leq l$. However, associated Legendre polynomials of opposite $m$ are related by

$$
\begin{equation*}
P_{l}^{-m}(x)=(-1)^{m} \frac{(l-m)!}{(l+m)!} P_{l}^{m}(x) . \tag{C.4}
\end{equation*}
$$

A very useful representation of the associated Legendre polynomials for this thesis in case of the often encountered argument of $\cos \theta=\frac{z}{\sqrt{\rho^{2}+z^{2}}}$ is

$$
\begin{equation*}
P_{l}^{|m|}\left(\frac{z}{\sqrt{\rho^{2}+z^{2}}}\right)=\sum_{j=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \frac{(-1)^{j+|m|}(l-2 j)!}{2^{l}(l-|m|-2 j)!}\binom{l}{j}\binom{2 l-2 j}{l} \frac{z^{l-|m|-2 j} \rho^{|m|}}{\sqrt{\rho^{2}+z^{2}}}{ }^{l-2 j} \tag{C.5}
\end{equation*}
$$

that is obtained by applying Eq. (C.2) to

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l}} \sum_{j=0}^{\left\lfloor\frac{l}{2}\right\rfloor}(-1)^{j}\binom{l}{j}\binom{2 l-2 j}{l} x^{l-2 j} . \tag{C.6}
\end{equation*}
$$

First, we pull out the factors independent of the sum

$$
\begin{align*}
P_{l}^{|m|}\left(\frac{z}{\sqrt{\rho^{2}+z^{2}}}\right)= & \frac{(-1)^{|m|} \rho^{|m|}}{2^{l} \sqrt{\rho^{2}+z^{2}}} \sum_{j=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \frac{(-1)^{j}(l-2 j)!}{(l-|m|-2 j)!}\binom{l}{j}\binom{2 l-2 j}{l} \\
& \cdot \sum_{s=0}^{j}\binom{j}{s} \rho^{2 s} z^{l-|m|-2 s} . \tag{C.7}
\end{align*}
$$

After rearranging the two sums to get a factor independent of $z$ and $\rho$, we have

$$
\begin{align*}
P_{l}^{|m|}\left(\frac{z}{\sqrt{\rho^{2}+z^{2}}}\right)= & \frac{(-1)^{|m|} \rho^{|m|}}{2^{l} \sqrt{\rho^{2}+z^{2}}} \sum_{s=0}^{\left.\frac{l-|m|}{2}\right\rfloor} \frac{\rho^{2 s} z^{l-|m|-2 s}}{s!} \\
& \cdot \sum_{j=s}^{\left\lfloor\frac{l-|| |}{2}\right\rfloor} \frac{(-1)^{j}(2 l-2 j)!}{(l-|m|-2 j)!(l-j)!(j-s)!} . \tag{C.8}
\end{align*}
$$

The second sum now fulfills the formula

$$
\begin{equation*}
f(l, m, s)=\sum_{j=s}^{\left\lfloor\frac{l-m}{2}\right\rfloor} \frac{(-1)^{j}(2 l-2 j)!}{(l-m-2 j)!(l-j)!(j-s)!}=\frac{(-1)^{s}(l+m)!2^{l-m-2 s}}{(l-m-2 s)!(s+m)!}, \tag{C.9}
\end{equation*}
$$

for integer values $l, m$, and $s$ with $l \geq m$. This can be proven by recursion via

$$
\begin{equation*}
f(l+1, m, s)=2(f(l, m, s)+(l+m) f(l, m-1, s)) \tag{C.10}
\end{equation*}
$$

and the starting value

$$
\begin{equation*}
f(l,-l, s)=\delta_{l s}(-1)^{l} . \tag{C.11}
\end{equation*}
$$

Hence, we get

$$
\begin{equation*}
P_{l}^{m}\left(\frac{z}{\sqrt{\rho^{2}+z^{2}}}\right)=\frac{(-1)^{\frac{|m|+m}{2}}}{\sqrt{\rho^{2}+z^{2}}} \sum_{s=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \frac{(-1)^{s}(l+m)!\rho^{2 s+|m|} z^{l-|m|-2 s}}{2^{2 s+|m|}(l-|m|-2 s)!(s+|m|)!s!}, \tag{C.12}
\end{equation*}
$$

where we used Eq. (C.4) to also include negative values of $m$.

## D Displacement field and magnetic flux density expansion

Based on the expansions in Eqs. (2.31) and (2.32) and the constitutive relations Eq. (2.7), we can expand the displacement field by

$$
\begin{equation*}
\mathcal{D}\left(\boldsymbol{r} ; k_{0}\right)=\frac{1}{Z\left(k_{0}\right)} \sum_{s= \pm 1} \sum_{\nu} s n_{s}\left(k_{0}\right) a_{\nu s} \boldsymbol{A}_{\nu s}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right), \tag{D.1}
\end{equation*}
$$

the magnetic flux density as

$$
\begin{equation*}
\boldsymbol{\mathcal { B }}\left(\boldsymbol{r} ; k_{0}\right)=-\mathrm{i} \sum_{s= \pm 1} \sum_{\nu} s n_{s}\left(k_{0}\right) a_{\nu s} \boldsymbol{A}_{\nu s}\left(\boldsymbol{r}, k_{s}\left(k_{0}\right)\right), \tag{D.2}
\end{equation*}
$$

and the alternative definition of the Riemann-Silberstein vectors

$$
\begin{align*}
\mathcal{F}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right) & =\frac{\frac{\mathcal{D}\left(\boldsymbol{r} ; k_{0}\right)}{\epsilon\left(k_{0}\right)} \pm \mathrm{i} \frac{\boldsymbol{\mathcal { H }}\left(\boldsymbol{r} ; k_{0}\right)}{n\left(k_{0}\right)}}{\sqrt{2}} \\
& =\sqrt{2} \frac{n_{ \pm}\left(k_{0}\right)}{n\left(k_{0}\right)} \sum_{\nu} a_{\nu \pm} \boldsymbol{A}_{\nu \pm}\left(\boldsymbol{r}, k_{ \pm}\left(k_{0}\right)\right)=\frac{n_{s}\left(k_{0}\right)}{n\left(k_{0}\right)} \mathcal{G}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right) \tag{D.3}
\end{align*}
$$

that diagonalize the equations in chiral media like the fields $\boldsymbol{\mathcal { G }}_{ \pm}\left(\boldsymbol{r} ; k_{0}\right)$.

## E Interface matrices for spheres and cylinders

We define the following quantities

$$
\begin{align*}
& a_{s \sigma}^{n \nu}=\left(\frac{\left(\tilde{x}_{s} z_{l}^{(n)}\left(\tilde{x}_{s}\right)\right)^{\prime}}{\tilde{x}_{s}} z_{l}^{(\nu)}\left(x_{\sigma}\right)-s \sigma z_{l}^{(n)}\left(\tilde{x}_{s}\right) \frac{\left(x_{\sigma} z_{l}^{(\nu)}\left(x_{\sigma}\right)\right)^{\prime}}{x_{\sigma}}\right) \frac{\tilde{Z}-s \sigma Z}{Z} \tilde{x}_{s}^{2}  \tag{E.1}\\
& A_{s \sigma}^{n \nu}=\left(Z_{l}^{(n)^{\prime}}\left(\tilde{x}_{s}\right) Z_{l}^{(\nu)}\left(x_{\sigma}\right)-s \sigma Z_{l}^{(n)}\left(\tilde{x}_{s}\right) Z_{l}^{(\nu)^{\prime}}\left(x_{\sigma}\right)\right) \frac{\tilde{Z}-s \sigma Z}{Z} \tilde{x}_{s}, \tag{E.2}
\end{align*}
$$

where $n, \nu \in\{1,3\}$ indicate the (spherical) Bessel and Hankel functions, and $s, \sigma \in\{-1,1\}$ indicate the polarization. The quantities with a tilde use the material parameters outside the interface and those without one use the material parameters inside the interface. These quantities can then be used to give the compact closed-form matrix expressions

$$
\mathbf{M}=-\frac{\mathrm{i}}{2}\left(\begin{array}{cccc}
a_{--}^{31} & a_{-+}^{31} & a_{-1}^{33} & a_{-}^{33}  \tag{E.3}\\
a_{+-\overline{1}}^{31} & a_{++}^{31} & a_{+-}^{33} & a_{+}^{33} \\
-a_{--}^{11} & -a_{-+}^{11} & -a_{-1}^{13} & -a_{-+}^{33} \\
-a_{+-}^{11} & -a_{++}^{11} & -a_{+-}^{13} & -a_{++}^{33}
\end{array}\right)
$$

for spheres and

$$
\mathbf{M}=-\frac{\mathrm{i} \pi}{4}\left(\begin{array}{cccc}
A_{--}^{31} & A_{-+}^{31} & A_{--}^{33} & A_{-+}^{33}  \tag{E.4}\\
A_{+-}^{31} & A_{+++}^{31} & A_{++}^{33} & A_{+++}^{33} \\
-A_{--}^{11} & -A_{-+}^{11} & -A_{--}^{13} & -A_{-+}^{33} \\
-A_{+-}^{11} & -A_{++}^{11} & -A_{+-}^{13} & -A_{++}^{33}
\end{array}\right)
$$

for cylinders under illumination perpendicular to their surface.

## F Translation coefficients for vector spherical waves

The translation coefficients for the vector spherical waves used in Eqs. (2.50) and (2.53) are given by [26, 36, 37]

$$
\begin{array}{r}
A_{\lambda \mu l m}(\boldsymbol{r}, k)=\frac{\mathrm{i}^{\lambda-l}(-1)^{m}}{2} \sqrt{\frac{(2 l+1)(2 \lambda+1)}{l(l+1) \lambda(\lambda+1)}} \mathrm{e}^{\mathrm{i}(m-\mu) \varphi} \\
\cdot \sum_{p=\max (|l-\lambda|,|m-\mu|)}^{l+\lambda}(2 p+1) \mathrm{i}^{p}[l(l+1)+\lambda(\lambda+1)-p(p+1)]  \tag{F.1}\\
\cdot \sqrt{\frac{(p-m-\mu)!}{(p+m+\mu)!}}\left(\begin{array}{ccc}
l & \lambda & p \\
m & \mu & \mu-m
\end{array}\right)\left(\begin{array}{ccc}
l & \lambda & p \\
0 & 0 & 0
\end{array}\right) z_{p}^{(n)}(k r) P_{p}^{m-\mu}(\cos \theta)
\end{array}
$$

and

$$
\begin{array}{r}
B_{\lambda \mu l m}(\boldsymbol{r}, k)=\frac{\mathrm{i}^{\lambda-l}(-1)^{m}}{2} \sqrt{\frac{(2 l+1)(2 \lambda+1)}{l(l+1) \lambda(\lambda+1)}} \mathrm{e}^{\mathrm{i}(m-\mu) \varphi} \\
\cdot \sum_{p=\max (|l-\lambda|,|m-\mu|)}^{l+\lambda-1}(2 p+1) \mathrm{i}^{p} \sqrt{\left((l+\lambda+1)^{2}-p^{2}\right)\left(\left(p^{2}-(l-\lambda)^{2}\right)\right.}  \tag{F.2}\\
\cdot \sqrt{\frac{(p-m-\mu)!}{(p+m+\mu)!}}\left(\begin{array}{ccc}
l & \lambda & p \\
m & -\mu & \mu-m
\end{array}\right)\left(\begin{array}{ccc}
l & \lambda & p-1 \\
0 & 0 & 0
\end{array}\right) z_{p}^{(n)}(k r) P_{p}^{m-\mu}(\cos \theta)
\end{array}
$$

where the terms in brackets are the Wigner 3j-symbols [88]. The sum over $p$ only needs to include values where $l+\lambda+p$ is even or odd, respectively.

## G Plane wave expansion

In Chapter 3, we use the plane wave expansions ind in cylindrical waves

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{i} \boldsymbol{k} \boldsymbol{r}}=\sum_{l=-\infty}^{\infty}(-\mathrm{i})^{|l|} J_{|l|}(k r) \mathrm{e}^{\mathrm{i} l\left(\varphi_{\boldsymbol{k}}-\varphi_{\boldsymbol{r}}\right)} \tag{G.1}
\end{equation*}
$$

and in spherical waves

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{i} \boldsymbol{k} \boldsymbol{r}}=4 \pi \sum_{l=0}^{\infty} \sum_{m=-l}^{l}(-\mathrm{i})^{l} j_{l}(k r) Y_{l m}\left(\theta_{\boldsymbol{k}}, \varphi_{\boldsymbol{k}}\right) Y_{l m}^{*}\left(\theta_{\boldsymbol{r}}, \varphi_{\boldsymbol{r}}\right) \tag{G.2}
\end{equation*}
$$

## H Real and reciprocal space integral

The integral

$$
\begin{equation*}
I_{n}(z, \alpha)=\int_{\alpha}^{\infty} \mathrm{d} t t^{n} \mathrm{e}^{-\frac{z^{2} t^{2}}{2}+\frac{1}{2 t^{2}}} \tag{H.1}
\end{equation*}
$$

appears in the derivation of quickly converging series of Chapter 3. It is evaluated for complex-valued variables $z, \alpha \in \mathbb{C}$ and for the integer index $n \in \mathbb{Z}$. The values with $n \geq-1$ appear in the real space sum and the values $n \leq 0$ in the reciprocal space sum, as shown below. With the recursion Eq. (3.7), we need for starting values for which we choose $n \in\{-3,-2,-1,0\}$. The starting value for $n=0$ and $n=-2$ can be derived by examining the combination [50, 55]

$$
\begin{align*}
z I_{0}(z, \alpha) \pm \mathrm{i} I_{-2}(z, \alpha) & =\int_{\alpha}^{\infty} \mathrm{d} t\left(z \pm \frac{\mathrm{i}}{t^{2}}\right) \mathrm{e}^{-\frac{\left(z t \mp \frac{\mathrm{i}}{}\right)^{2}}{2} \mp \mathrm{i} z}  \tag{H.2a}\\
& =\mathrm{e}^{\mp \mathrm{i} z} \sqrt{2} \int_{\frac{1}{\sqrt{2}}\left(\alpha z \mp \frac{\mathrm{i}}{\alpha}\right)}^{\infty} \mathrm{d} u \mathrm{e}^{-u^{2}}  \tag{H.2b}\\
& =\sqrt{\frac{\pi}{2}} \mathrm{e}^{\mp \mathrm{i} z} \operatorname{erfc}\left(\frac{\alpha z \mp \frac{\mathrm{i}}{\alpha}}{\sqrt{2}}\right) \tag{H.2c}
\end{align*}
$$

first. As shown, it can be transformed to a complementary error function integral. Implementations for the evaluation of this function are widely available. By undoing the sum or difference above, we find

$$
\begin{align*}
I_{0}(z, \alpha) & =\frac{\sqrt{\pi}}{2 \sqrt{2} z}\left(\mathrm{e}^{-\mathrm{i} z} \operatorname{erfc}\left(\frac{\alpha z-\frac{\mathrm{i}}{\alpha}}{\sqrt{2}}\right)+\mathrm{e}^{\mathrm{i} z} \operatorname{erfc}\left(\frac{\alpha z+\frac{\mathrm{i}}{\alpha}}{\sqrt{2}}\right)\right)  \tag{H.3}\\
I_{-2}(z, \alpha) & =\frac{-\mathrm{i} \sqrt{\pi}}{2 \sqrt{2} z}\left(\mathrm{e}^{-\mathrm{i} z} \operatorname{erfc}\left(\frac{\alpha z-\frac{\mathrm{i}}{\alpha}}{\sqrt{2}}\right)-\mathrm{e}^{\mathrm{i} z} \operatorname{erfc}\left(\frac{\alpha z+\frac{\mathrm{i}}{\alpha}}{\sqrt{2}}\right)\right) . \tag{H.4}
\end{align*}
$$

The other two cases can be evaluated by expanding the exponential in the integral as a power series. Then, we can immediately identify the incomplete gamma function to arrive at the series

$$
\begin{align*}
I_{-1}(z, \alpha) & =\frac{1}{2} \int_{\frac{z^{2} t^{2}}{2}}^{\infty} \frac{\mathrm{d} u}{u} \mathrm{e}^{-u} \mathrm{e}^{\frac{z^{2}}{4 u}}  \tag{H.5a}\\
& =\frac{1}{2} \sum_{n=0}^{\infty} \frac{1}{n!}\left(\frac{z^{2}}{4}\right)^{n} \int_{\frac{z^{2} t^{2}}{2}}^{\infty} \mathrm{d} u u^{-n-1} \mathrm{e}^{-u}  \tag{H.5b}\\
& =\frac{1}{2} \sum_{n=0}^{\infty} \frac{1}{n!}\left(\frac{z^{2}}{4}\right)^{n} \Gamma\left(-n, \frac{z^{2} t^{2}}{2}\right) . \tag{H.5c}
\end{align*}
$$

The equivalent procedure leads to

$$
\begin{equation*}
I_{-3}(z, \alpha)=\sum_{n=0}^{\infty} \frac{1}{n!}\left(\frac{z^{2}}{4}\right)^{n+1} \Gamma\left(-n-1, \frac{z^{2} t^{2}}{2}\right) \tag{H.6}
\end{equation*}
$$

for $n=-3$.

In the reciprocal sum integral we find

$$
\begin{equation*}
\int_{\mathrm{e}^{-\mathrm{i} \pi \frac{\gamma^{2}}{2 \eta^{2}}}}^{\infty} \frac{\mathrm{d} u}{u} u^{n} \mathrm{e}^{-u+\frac{(\gamma k z)^{2}}{4 u}} \tag{H.7}
\end{equation*}
$$

with integer or half integer value $n$. By substituting $2 u=(k \gamma z t)^{2}$, we arrive at

$$
\begin{equation*}
2\left(\frac{k^{2} \gamma^{2} z^{2}}{2}\right)^{n} \int_{\frac{e^{-i \frac{\pi}{2}}}{k z \eta}}^{\infty} \mathrm{d} t t^{2 n-1} \mathrm{e}^{-\frac{(k \gamma z)^{2}}{2}+\frac{1}{2 t^{2}}}=2\left(\frac{k^{2} \gamma^{2} z^{2}}{2}\right)^{n} I_{2 n-1}\left(k \gamma z,-\frac{\mathrm{i}}{k z \eta}\right) \tag{H.8}
\end{equation*}
$$

where we can easily identify the integral. for which we derived all necessary starting values to apply the recursion formula in Eq. (3.7).

## I Whittaker function

The Whittaker function with parameters $\frac{1+|m|}{2}+s$ and $\frac{|m|}{2}$ can be written as 67]

$$
\begin{equation*}
M_{\frac{1+|m|}{2}+s, \frac{|m|}{2}}(z)=\frac{\mathrm{e}^{\frac{z}{2}} z^{\frac{1-|m|}{2}}|m|!}{(|m|+s)!} \frac{\mathrm{d}^{s}}{\mathrm{~d} z^{s}}\left(\mathrm{e}^{-z} z^{|m|+s}\right) \tag{I.1}
\end{equation*}
$$

for $m \in \mathbb{Z}$ and $s \in \mathbb{N}_{0}$. We use the generalized product rule for higher order derivatives

$$
\begin{equation*}
\frac{\mathrm{d}^{s}}{\mathrm{~d} z^{s}}(f(z) g(z))=\sum_{n=0}^{s}\binom{s}{n}\left(\frac{\mathrm{~d}^{s-n}}{\mathrm{~d} z^{s-n}} f(z)\right)\left(\frac{\mathrm{d}^{n}}{\mathrm{~d} z^{n}} g(z)\right), \tag{I.2}
\end{equation*}
$$

to rewrite Eq. (I.1) as

$$
\begin{equation*}
M_{\frac{1+|m|}{2}+s, \frac{|m|}{2}}(z)=\mathrm{e}^{-\frac{z}{2}}|m|!\sum_{n=0}^{s}\binom{s}{n} \frac{z^{\frac{1+|m|}{2}}(-z)^{s-n}}{(|m|+s-n)!} \tag{I.3}
\end{equation*}
$$

and, thereby, in a closed-form expression.

## J Sum manipulations

The following finite double sums appear in five cases of the derivation of the lattice sums in Chapter 3. They are manipulated such that their argument takes a simple form. In the case of spherical waves in three dimensions (Subsection 3.3.2), we have

$$
\begin{align*}
\sum_{s=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \sum_{n=0}^{s} a_{s, n} & =\sum_{s=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \sum_{w=l-|m|-2 s}^{l-|m|-s} a_{s, w-l+|m|+2 s} \\
& =\sum_{w=0}^{l-|m|} \sum_{s=\left\lceil\frac{l-|m|-n}{2}\right\rceil}^{\left.\min \left(l-|m|, \frac{l-|m|}{2}\right\rfloor\right)} a_{s, w-l+|m|+2 s}  \tag{J.1}\\
& =\sum_{w=0}^{l-|m| \min (l-|m|, 2 w)} \sum_{v=w} a_{\frac{l-|m|-2 w+v}{2}, v-w}
\end{align*}
$$

where the sum over $v$ only takes every other value. Next, for spherical waves in a onedimensional lattice (Subsection 3.3.3), it is

$$
\begin{align*}
\sum_{s=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor} \sum_{n=0}^{\left\lfloor\frac{l-|m|}{2}\right\rfloor-s} a_{s, n} & =\sum_{s=0}^{\left\lfloor\frac{L-|m|}{2}\right\rfloor} \sum_{w=|m|+2 s}^{\left\lfloor\frac{l+|m|}{2}\right\rfloor+s} a_{s, w-|m|-2 s} \\
& =\sum_{w=|m|}^{l} \sum_{s=\max \left(0, n-\left\lfloor\frac{l+|m|}{2}\right\rfloor\right)}^{\left\lfloor\frac{w-|m|}{2}\right\rfloor} a_{s, w-|m|-2 s}  \tag{J.2}\\
& =\sum_{w=|m|}^{l} \sum_{v=w}^{\min (2 n-|m|, l)} a_{w-\frac{v+|m|}{2}, v-w},
\end{align*}
$$

with again $v$ only taking every other value in the sum. The last case are cylindrical waves in a one-dimensional lattice (Subsection 3.3.4), where we have

$$
\begin{align*}
\sum_{s=0}^{|l|} \sum_{n=0}^{\left\lfloor\frac{s}{2}\right\rfloor} a_{s, n} & =\sum_{s=0}^{|l|} \sum_{w=|l|-s}^{|l|-\left\lceil\frac{s}{2}\right\rceil} a_{s, w+s-|l|} \\
& =\sum_{w=0}^{|l|} \sum_{s=|l|-w}^{\min (|l|, 2|l|-2 w)} a_{s, w+s-|l|}  \tag{J.3}\\
& =\sum_{w=0}^{|l|} \sum_{v=w,}^{\min (2 w,|l|)} a_{v+|l|-2 w, v-w} .
\end{align*}
$$

## K Permutation of Cartesian axes

We want to derive the coefficients that are encoding the change in the definition of the plane waves in parity and helicity basis, when we permute the axes labels from $x, y$, and $z$ to a system with $x=y^{\prime}, y=z^{\prime}$, and $z=x^{\prime}$. By relabeling the axes, the wave vector is now written as $\boldsymbol{k}=k_{x} \hat{\boldsymbol{x}}+k_{y} \hat{\boldsymbol{y}}+k_{z} \hat{\boldsymbol{z}}=k_{z} \hat{\boldsymbol{x}}^{\prime}+k_{x} \hat{\boldsymbol{y}}^{\prime}+k_{y} \hat{\boldsymbol{z}}^{\prime}$.

We introduce the vectors $\boldsymbol{m}_{\boldsymbol{k}}$ and $\boldsymbol{n}_{\boldsymbol{k}}$ that are the vector part of $\boldsymbol{M}_{\hat{\boldsymbol{k}}}(\boldsymbol{r})$ and $\boldsymbol{N}_{\hat{\boldsymbol{k}}}(\boldsymbol{r})$ defined in Eq. (2.15), namely

$$
\begin{align*}
\boldsymbol{m}_{\boldsymbol{k}} & =\mathrm{i} \frac{k_{y} \hat{\boldsymbol{x}}-k_{x} \hat{\boldsymbol{y}}}{k_{x y}}  \tag{K.1a}\\
\boldsymbol{n}_{\boldsymbol{k}} & =\frac{-k_{x} k_{z} \hat{\boldsymbol{x}}-k_{y} k_{z} \hat{\boldsymbol{y}}+k_{x y}^{2} \hat{z}}{k k_{x y}}, \tag{K.1b}
\end{align*}
$$

with $k_{x y}=\sqrt{k_{x}^{2}+k_{y}^{2}}$. In the coordinate system with permuted axes labels, these vectors are

$$
\begin{align*}
\boldsymbol{m}_{\boldsymbol{k}}^{\prime} & =\mathrm{i} \frac{k_{x} \hat{\boldsymbol{x}}^{\prime}-k_{z} \hat{\boldsymbol{y}}^{\prime}}{k_{x z}}=\mathrm{i} \frac{k_{x} \hat{\boldsymbol{z}}-k_{z} \hat{\boldsymbol{x}}}{k_{x z}} \\
\boldsymbol{n}_{\boldsymbol{k}}^{\prime} & =\frac{-k_{z} k_{y} \hat{\boldsymbol{x}}^{\prime}-k_{x} k_{y} \hat{\boldsymbol{y}}^{\prime}+k_{x z}^{2} \hat{\boldsymbol{z}}^{\prime}}{k k_{x z}}=\frac{-k_{z} k_{y} \hat{z}-k_{x} k_{y} \hat{\boldsymbol{x}}+k_{x z}^{2} \hat{\boldsymbol{y}}}{k k_{x z}}, \tag{K.2b}
\end{align*}
$$

where $k_{x z}$ is defined analogously to $k_{x y}$. The projections of the vectors in Eq. (K.1) onto those in Eq. (K.2) are

$$
\begin{align*}
-\boldsymbol{m}_{\boldsymbol{k}}^{\prime} \boldsymbol{m}_{\boldsymbol{k}} & =-\frac{k_{y} k_{z}}{k_{x y} k_{x z}}  \tag{K.3a}\\
-\boldsymbol{m}_{\boldsymbol{k}}^{\prime} \boldsymbol{n}_{\boldsymbol{k}} & =-\mathrm{i} \frac{k_{x} k_{x y}^{2}+k_{x} k_{z}^{2}}{k k_{x y} k_{x z}}=-\mathrm{i} \frac{k_{x} k}{k_{x y} k_{x z}}  \tag{K.3b}\\
\boldsymbol{n}_{\boldsymbol{k}}^{\prime} \boldsymbol{m}_{\boldsymbol{k}} & =-\mathrm{i} \frac{k_{x} k_{y}^{2}+k_{x} k_{x z}^{2}}{k k_{x y} k_{x z}}=-\mathrm{i} \frac{k_{x} k}{k_{x y} k_{x z}}  \tag{K.3c}\\
\boldsymbol{n}_{\boldsymbol{k}}^{\prime} \boldsymbol{n}_{\boldsymbol{k}} & =\frac{-k_{z} k_{y} k_{x y}^{2}+k_{z} k_{y} k_{x}^{2}-k_{z} k_{y} k_{x z}^{2}}{k^{2} k_{x y} k_{x z}}=-\frac{k_{y} k_{z}}{k_{x y} k_{x z}} \tag{K.3d}
\end{align*}
$$

where the minus sign comes from $\boldsymbol{m}_{\boldsymbol{k}}^{2}=-1$ in the convention we use. In summary, these coefficients can be written compactly as

$$
\frac{1}{k_{x y} k_{x z}}\left(\begin{array}{ll}
-k_{y} k_{z} & -\mathrm{i} k k_{x}  \tag{K.4}\\
-\mathrm{i} k k_{x} & -k_{y} k_{z}
\end{array}\right),
$$

which becomes

$$
\left(\begin{array}{cc}
0 & -\mathrm{i}  \tag{K.5}\\
-\mathrm{i} & 0
\end{array}\right)
$$

for $k_{x}=k_{y}=0$ and

$$
\left(\begin{array}{cc}
-\frac{k_{y}}{k} & 0  \tag{K.6}\\
0 & -\frac{k_{y}}{k}
\end{array}\right)
$$

for $k_{x}=k_{z}=0$. The transformations in the helicity basis are

$$
\begin{equation*}
\frac{-k_{y} k_{z} \mp \mathrm{i} k k_{x}}{k_{x y} k_{x z}} \tag{K.7}
\end{equation*}
$$

for helicity $\pm 1$.
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