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Abstract: The regeneration of highly dynamic driving maneuvers on vehicle test benches is challeng-
ing due to several influences, such as power losses, vibrations in the overall system that involves
the vehicle with the test bench, uncertainties in the model parameterization, and time delays from
both the test bench and the measurement systems. In order to improve the dynamic response of
the vehicle test bench and to overcome system disturbances, we employed different types of control
algorithms for a mechanical multi-mass model. First, those controllers are extensively investigated in
the frequency domain to analyze their stability and evaluate the noise rejection quality. Then, the
expectations from the frequency analysis are confirmed in a time-domain simulation. Furthermore,
sensitivity analysis tests were conducted to evaluate each controller’s robustness against the modeling
parameters’ uncertainty. The linear quadratic controller with integral action demonstrated the best
compromise between performance and robustness.

Keywords: test bench; electric vehicle; multi-mass system; linear quadratic state-space controller;
robust control; vibration suppression; frequency analysis; sensitivity analysis

1. Introduction

The powertrain test benches apply the desired driving resistances directly to the
wheel-hub of the test vehicle. So, the loading machines will be coupled to the vehicle’s
powertrain [1,2]. This setup establishes high stability and allows the powertrain to op-
erate without restraint while the wheel-hubs are attached to electrical load machines [3].
Therefore, powertrain test benches are practical tools for highly dynamic driving condition
simulation and advanced driving assistance systems applications. For instance, in [1,2], a
control concept for powertrain test benches was proposed to simulate different street con-
ditions, such as dry, wet, or icy. The reliability of this concept was proved by successfully
simulating the anti-lock braking system performance on the road with a side ice patch.
Nevertheless, accurate tire modeling becomes indispensable to compensate for the absence
of the actual tire characteristics. For example, an approach was proposed to establish
a correlation between the road and the test bench measurements in [4]. The developed
method is based on empirically optimizing the Pacejka tire model parameters.

The complete vehicle test benches are developed to allow the steering of the front
wheels and even vertical excitation. These assets contribute to bridging the gap between
real-world driving and vehicle-in-the-loop (VHiL) simulation. In addition, the complete
vehicle test benches took the VHiL-testing to a new level by enabling more degrees of
freedom in automotive testing. In addition to the four electrical loading machines used
in the powertrain test benches, the complete vehicle test benches have actuators on the
steering wheels to simulate the self-aligning torque phenomenon [5].

Many researchers used a proportional-integral-controller (PI) to reduce the unwanted
dynamics in mechanical torsional systems [6,7]. The widely spread utilization of the PI
controller is due to its simple design and tuning techniques, its ability to be adapted to many
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applications, and its lack of an SS model [8,9]. However, the performance of the PI control
is inferior to the other control algorithms, such as SS feedback control [8,9]. Furthermore,
only a single design goal can be optimally solved. For instance, a PI controller can be
tuned for high robustness or quick signal tracking performance, but not both [8,10,11]. In
addition, many studies proved that PI control could not effectively dampen the torsional
vibrations [10,12,13]. Moreover, since it has only two tunable parameters (i.e., proportional
gain (kp) and integral gain (ki)), it has limited performance with high-order systems [8,10].
In contrast, SS feedback control allows placing the closed-loop poles anywhere in the
space [10]. The limitations of the PI controller were further investigated in [10,14]. One
of the techniques to compensate for the limited number of closed-loop poles of the PI
controller is implemented by adding more internal feedback to the system control loop.
The authors of [15] conducted a study for employing a double feedback coefficient pole
placement to improve two-inertia system performance. Based on a proper choice for the
location of the closed-loop system poles, different cases were investigated for the poles of a
cascade control structure with a PI speed controller. System dynamics were investigated
for different natural angular frequencies and damping coefficients (i.e., different closed-
loop poles). Likewise, two additional feedback gains are employed in [16]: one is for the
shaft moment, and the second is for the angular speed difference between the motor and
the wheel.

A more efficient approach for vibration suppression is achieved with feedback gains
from all system state variables, namely, shafts’ torsional moment and the corresponding
rotational speed of each inertia. The SS control realizes this concept [17–19]. SS control
gained its advantage from its features that support the control process. According to [8], the
fundamental feature of SS control is that it enables fast detection of deviations in all system
states because it allows information from the internal states of the plant. In addition, it has a
structured design procedure that makes high-control performance achievable. Furthermore,
with SS representation, nonlinearities in the model become easier to handle. Nevertheless,
it was also highlighted in [8,13] that SS control has downsides. For instance, it does require
thorough SS modeling. The second disadvantage is that the designing controller parameters
are not directly interpretable. As a consequence, high implementation and tuning efforts
are likely. Also, compared to the PI controller, it has a more complex design approach.
Moreover, the steady-state accuracy is only apparent since the parameters are uncertain.
Finally, and most importantly, it cannot regulate the output error.

In order to overcome the inadequacy of SS control in compensating for the output
error, a synthesized controller from SS control algorithms with the additional integral
yield is suggested. The additional integral yields the closed-loop output to converge to
zero steady-state error when the desired value is constant. This type of control is called
state-space feedback with integral action (I-SS). More details about I-SS control can be found
in [8,10,20]. It was also proven in [10] that the state-space feedback controller with the
additional integral is a much better choice than the PI controller with additional feedback.
Nevertheless, the modification of SS to I-SS control is made at the expense of increasing the
settling time and reducing the phase margin compared to SS control. An investigation of
the performance of different control algorithms, namely, the conventional PI control, I-SS
control, and model predictive control (MPC), is performed [13]. The results showed that
the PI ranked the lowest in the criterion of dynamic characteristics. In contrast, both I-SS
and MPC achieved better results at the expense of higher complexity of implementation
and tuning. Furthermore, regarding stability and robustness, I-SS was at the top of the list,
followed by PI, while MPC came last. Finally, the MPC entailed the highest calculation
effort in terms of processing time. It is concluded from this thorough study that the
decision of the best speed control method depends on the user and the type of application.
Among all the previously mentioned references, the authors of [7,11] have developed an SS
controller for a multi-mass system, while the rest had applications with a two-mass system
at the most. Thus, an I-SS controller for a multi-mass system will be proposed in this work.
Furthermore, an optimized PI and SS controller, similar to the control algorithm in [11],
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will be developed. Then, an extensive analysis of all controllers will be performed to define
the limits of implementing each controller type. The analysis will comprise the theoretical
equations, frequency response, time-domain response, and sensitivity analysis.

An essential area that, unfortunately, did not receive enough attention from researchers
is the need for a robust control algorithm for the combined system of the test bench and
the test vehicle’s powertrain. So, this research conducts an in-depth investigation of
the development of a control algorithm for high-performance powertrain test benches’.
In Section 2, a multi-mass model for the integrated system from the powertrain of the
test vehicle and the mechanical part of a complete vehicle test bench is derived. The
developed model will be employed in Section 3 to create different angular speed control
algorithms. Frequency analysis and the measurement’s noise-amplification are performed
on all controllers to evaluate their robustness. A time-domain response investigation of
the control alternatives is conducted in Section 4. The evaluation criteria of the different
controllers are mainly based on performance, robustness, and sensitivity analysis.

2. System Modeling

Figure 1 shows the layout of a testing platform called the VEhicle-in-the-Loop (VEL).
The primary purpose behind the VEL test bench is to regenerate the driving environment
influences, resembled by driving resistances on the tires. The wheel hub adaptation enables
the direct connection of the VEL to the vehicle’s wheel hub. The VEL test bench comprises
two types of actuators: four electrical loading machines labeled as (1) in Figure 1. These
loading machines are powered with electrical inverters, labeled as (4). The main task of
these motors is to regenerate the driving resistances of the assigned driving maneuver
around the spinning axis of the wheel. The second type of actuator is the two servo motors,
labeled as (2) in Figure 1. These actuators permit the simulation of the self-aligning torque
at the front wheels. Moreover, environment wind speed is simulated with the airstream
simulator, marked as (3) in Figure 1.
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Thus, straight and curved driving tests can be realized inside the lab room. Fur-
thermore, the track width and wheelbase setting enable many vehicles with different
geometrical dimensions to be accommodated [21]. The technical data of the VEL test bench
are listed in Table 1.

https://www.fast.kit.edu/lff/4667.php
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Table 1. Technical specification data of VEL test rig.

Feature Value

Maximum allowable vehicle mass 12,000 [kg]
Maximum allowable wheel load 3000 [kg]

Wheelbase range 1.8–4.9 [m]
Vehicle’s track width range 1.2–3.9 [m]

Maximum loading machine speed 2000 [RPM]
Nominal loading machine torque 2500 [N.m]
Nominal loading machine power 209 [kW]

Steering angle range at the front wheels ±20 [degree]
Maximum steering load torque at the front wheels 1000 [N.m]

Maximum air speed of the portable airstream simulator 135 [km/h]

2.1. Modeling of VEL Test Rig

The system plant consists mainly of the vehicle under the test powertrain, which is, in
this case, a front-wheel-drive electric vehicle. A constant velocity (CV) shaft connects each
loading machine with the powertrain’s corresponding axle and wheel hub. The installed
measurement devices are an angular speed sensor at each loading machine end and a
moment sensor at each wheel-hub end.

The resistance moments generated by the electric loading machines are delivered to
the wheel hub through the power transmission of the VEL, as illustrated in Figure 2. Since
the right and left sides of the front-drive system with the VEL test bench are symmetric,
a reduced system of half of the total system may be considered for building the model
equations. Then, a suitable control algorithm is developed based on that. Finally, the
complete system (i.e., full plant and the developed controllers for both sides) is used for
testing. Similar approaches are considered in [11,22,23]. As shown in Figure 3, the plant
can be modeled as three masses and two spring-damper systems.

The three masses are the loading machine plus the CV shaft inertia (JT), the wheel-
hub inertia (JW), one axle inertia plus half of the powertrain equivalent inertia (JPt2W).
The two spring-damper systems are CV shaft-equivalent torsional spring and damper
coefficients and the axle-equivalent torsional spring and damper coefficients. Due to the
relative flexibility of the shaft between the loading machine and the wheel hub, the shafts
will be respected as flexible coupling components with equivalent stiffness and internal
damping. The system has two inputs: first, the resistance moment from the loading
machine (MM), which will be the manipulated variable for the speed controller; and second,
half of the final moment at the differential output gear (MSx) (i.e., x = left, right). One
output state variable is assigned for the system, which is the measured angular speed of
the loading machine. The gearboxes of modern commercial vehicles are produced with
high efficiency, so backlash losses become negligible [23,24]. The friction influence between
gears is indeed significant. Including friction in the system’s equations adds nonlinear
dynamic constraints to the model, making the system more stable [25]. The friction acting
in the differential gearbox combines Coulomb and viscous friction [11,23,24]. The Coulomb
friction moment has a constant value (MF0) and a moment-dependent part. The total
output moment from the differential equals the vehicle’s motor moment (Me) multiplied
by the total gear transmission ratio (i.e., gearbox transmission ratio (ig) multiplied by
the differential transmission ratio (id)). This last quantity is specified by the factor (kM).
The factor (k∆ω) and the angular speed difference between the differential outputs (∆ωD)
determine the viscous friction moment portion. Therefore, the total gear friction moment
(MF), which can be considered a disturbance, is described in Equation (1) [24]

MF =
(

MF0id + kM
∣∣Meigid

∣∣)sgn(∆ωD) + k∆ω∆ωD (1)

MF will be distributed equally between the left and right sides of the total system
model [23,24]. The parameterization of the mechanical part of VEL associated with the
front wheels is listed in Table 2. The controlled system plant and the controller in the state
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space can be described in differential equations and in the form of matrices. Therefore,
Equation (2) describes the three-mass system shown in Figure 3

JT
dωM

dt = MM − DS(ωM −ωW)− KS(θM − θW)

JW
dωW

dt = DS(ωM −ωW) + KS(θM − θW)− DAx(ωW −ωSx)− KAx(θW − θSx)

JPt2W
dωD

dt = DAx(ωW −ωD) + KAx(θW − θD)−MSx − MF
2

where JPt2W = JA +
JD i2d+(JE+Jg)i2g

2 .

(2)
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Table 2. Parameters of the VEL mechanical parts associated with front wheels.

Element Value Unit References

Powertrain motor inertia (JE) 0.03 Kg·m2 [26]
Wheel hub inertia (JW) 0.124 kg·m2 [27]

Axle inertia (JAx) 3.7 × 10−4 kg·m2 [27]
Differential inertia (JD) 1 × 10−2 kg·m2 [26–28]

Gearbox inertia (JG) 0.0524 kg·m2 [27]
Gearbox transmission ratio (ig) 4 - Technical data

Differential transmission ratio (id) 2.5 - Technical data
Loading machine inertia (JM) 0.6 kg·m2 Technical data

CV shaft inertia (JS) 0.0243 kg·m2 Technical data
CV shaft stiffness (KS) 1715 N.m/rad Technical data

CV shaft internal damping (DS) 5.99 N.m.s/rad Technical data
Axle stiffness (KAx) 7700 N.m/rad [29]

Axle internal damping (DAx) 3.57 N.m.s/rad [30]
Coulomb friction constant (MF0) 0.5 N.m [23]

Friction moment factor (kM) 0.06 - [23]
Viscous friction factor (k∆ω) 0.06 - [23]
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In order to rewrite the model in a state-space (SS) presentation, the state variables
need to be specified as follows:

• The angular speed of the electrical loading machine (ωM);
• The difference between the loading machine angular position (θM) and the wheel-hub

angular position (θW);
• The angular speed of the wheel-hub (ωW);
• The difference between wheel-hub angular position (θW) and the differential gear

output angular position (θSx);
• The angular speed of the differential gear output (ωSx).

Accordingly, the state vector becomes

xT =
[
ωM (θM − θW) ωW (θW − θSx) ωSx

]
where ωM is the reference variable, ωW and ωSx are estimated outputs, and (θM − θW) and
(θW − θD) are estimated disturbances. The model is given in matrix form as in Equation (3).

.
x =


−DS

JT
−KS

JT

DS
JT

0 0
1 0 −1 0 0
DS
JW

KS
JW

−(D S+DAx)
JW

−KAx
JW

DAx
JW

0 0 1 0 −1
0 0 DAx

JPt2W

KAx
JPt2W

− DAx
JPt2W


︸ ︷︷ ︸

A

x +


1
JT
0
0
0
0


︸ ︷︷ ︸

BM

MM +


0
0
0
0
− 1

JPt2W


︸ ︷︷ ︸

BW

MSx +


0
0
0
0
− 1

2JPt2W


︸ ︷︷ ︸

E

MF

y =
[

1 0 0 0 0
]︸ ︷︷ ︸

C

x.

(3)

A is the system’s state space matrix, BM is the input matrix of moment MM, BW is the
input matrix of moment MSx, E is the input matrix for the disturbance moment MF, and C
is the output matrix.

2.2. Time Delay Model

An inverter must adjust the electric machines’ voltage supplies to manipulate the
electromagnetic moments since the loading machines cannot be controlled directly. The
moment control of the loading machines is realized using vector control methods and
a designated field-oriented control [23]. The moment control response can be modeled
as a transfer function from the reference moment to the actual motor moment [10,31].
According to [23,31], the time delay response in electrical components Gt(s) is modeled as
in Equation (4)

Gt(s) = e−s Td
αt

s + αt
(4)

where Td is the time delay in the moment control loop and αt is the bandwidth of the
electrical part of the VEL test bench (i.e., the inverter with the loading machine). If Td in
the moment control loop of the inverter exceeds a certain level, it can lead to instability of
the angular speed control loop, particularly if the high resonance frequencies need to be
considered [10,23]. Therefore, the hardware setup of the electrical components should be
optimized for small time delays and sudden changes at the moment.

Another source of time delay is caused by the angular speed measurement of the
electric loading machines, as indicated in [10], typically achieved by an incremental encoder.
The working principle of the incremental encoder is based on calculating the difference in
the measured rotational angle within a specific sampling time interval. Thus, significant
quantization noise and time delays in the measurements are produced from the sampling
scheme [32]. Hence, the measurement time delay is modeled in [10] as a transfer function
M(s) with a given measurement time delay (Tm). Hence, M(s) model (5) yields

M(s) = e−Tm s . (5)
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In [10], the total delay of the sum of Td and Tm was examined for a two-mass system.
As a result, the total delay transfer function is designated in Equation (6) as (G∆)

G∆(s) = Gt(s)M(s) = e−s (Td+Tm) αt

s + αt
. (6)

3. Development of the Control Algorithm

The system in Figure 3 is accurately modeled as a nonlinear higher-order system of
a multi-mass oscillator. However, because of the high complexity of this mathematical
model, it will not be suitable for controller design. Hence, the nonlinearities may be ignored
when designing the controller. Even so, the nonlinearities should be considered in the
simulation [11,23,24].

The three-mass system model has five poles 0, −2.65 ± j 108, and −41.2 ± j 1310, as
shown in Figure 4. The pole at 0 makes the system marginally stable. The other poles
characterize the plant system’s resonance frequencies: 108 rad/s and 1310 rad/s, and the
corresponding damping ratios: 0.0244 and 0.0315. The poles 0,−2.65± j 108, which demote
the original system’s stability, are dominant. Obviously, the system requires a control
algorithm that makes it more stable and enhances the damping properties. Suppose a
shaft with relative flexibility connects the wheel-hub with the loading machine. In that
case, a control algorithm is required to compensate for the mechanical losses and suppress
the vibrations in the system [2]. These are achieved mainly by manipulating the angular
speeds to minimize the twist angle differences between the shaft ends [10–12,14,16]. Other
sources of torsional vibrations are the backlash between gears [6,23,33,34] and the moment
harmonics from the electrical machines [2,23].
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3.1. Controller Design

The linear-quadratic (LQ) optimization method is implemented to systematically
determine the state’s feedback gains [8,35,36]. LQ design leads to a more robust controller
than the eigenvalue placement gains method [8,35,36]. So, the LQ method will be adopted
to design the state feedback gains. The main idea of the LQ optimization approach is to
minimize a quadratic cost function (7), with Q and R as the weighting matrices for the state
vector (x) and the input vector (u), respectively. The cost function (J) is minimized by the
state feedback controller law (8) and subject to the plant system dynamics. This approach,
in contrast to the standard pole placement method, leads to a globally optimal solution for
the gain matrix (KLQ). KLQ is determined as in Equation (9), which also depends on the
solution (P) of the Riccati Equation (10). A state control loop can easily be implemented
with a well-designed system model. Then, the feedback of all state variables creates a
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multi-loop control loop [8]. Practically speaking, designing a good-performing SS controller
will be challenging if not all the necessary system state variables are measurable, which is a
pervasive issue in industrial applications [7,11,13].

Unfortunately, direct feedback from each state variable is often unfeasible since mea-
suring every mechanical variable would be difficult, excessively costly, or reduce the
system’s reliability. Hence, advanced estimators of these variables are necessary [18,19,37].
Therefore, estimating the nonmeasurable variables with estimation algorithms, such as the
Luenberger observer, neural network, or Kalman filters [35,36], becomes indispensable to
solving the problem of nonmeasurable state variables [18,19,37]. In many research studies,
Luenberger observers were employed to estimate nonmeasurable state variables. If the
system is linear with nonvariant parameters and moderate measurement noises, then the
states can be accurately estimated [19].

J =
∫ ∞

0

(
xTQx + uT Ru

)
dt (7)

u = −KLQx (8)

KLQ = R−1BT
MP (9)

ATP + PA− PBMR−1BT
MP + Q = 0 (10)

The Luenberger observer gain matrix (LLQ) is attained by the pole placement method.
In order to obtain a high estimation quality, the desired poles are determined from the
eigenvalues of the closed-loop characteristics matrix (11) of the full-state feedback controller,
and the same method is utilized [11]. Then, the dynamics of the estimated state variables
vector (x̂) are determined by Equation (12). By comparing the actual measured output (y)
with the estimated output (ŷ), x̂ is corrected until it matches the actual state variables vector
(x). Therefore, the observer’s error dynamics (e) are given in Equation (13)

(A cl)LQ =

[
A− BMKLQ BM

C 0

]
(11)

.
x̂ = Ax̂ + BMu + LLQ(y− ŷ) (12)

.
e =

.
x−

.
x̂ =

(
A− LLQC

)
e. (13)

So far, the regulator is designed to handle the transient state. However, the steady-state
error needs to be handled. Unlike the other control methods, LQ feedbacks all the states
multiplied with the designed KLQ, and then compares the final result with the reference
signal. A precompensation gain (F) is added to the reference signal as an adjustment. The
gain F is determined using Equation (14) [8,35,36].

F =
(

C
(
−A + BKLQ

)−1B
)−1

(14)

We obtain the full LQ controller by assembling the full-state controller with the lin-
ear part of the state estimator. Lastly, the obtained closed-loop system is described in
Equation (15) [8,35]

.
x̂ = (A− LLQC− BMKLQ)x̂ +

[
FBM LLQ

][yd
y

]
u = −KLQx̂ + Fyd. (15)

The block diagram representation of the complete system’s transfer function (16) is
illustrated in Figure 5. G(s) is the state-space system’s transfer function, and the transfer
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function from the manipulated variable MM to the output y is given in Equation (17). The
regulator transfer function R(s) comprises the state’s feedback controller and observer.

G(s) =
Y(s)

MM(s)
= C(sI − A)−1BM G∆ (16)
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The closed-loop poles of the LQ-controlled system in Figure 5 cannot be specified
directly. According to Equations (9), which also depends on the solution (P) of the Riccati
Equation (10), if the weighting matrices Q and R are chosen to be diagonal matrices,
each feedback gain in KLQ could be tuned for its corresponding state variable without
affecting the feedback gains for the other state variables [8,11]. The tuning of the Q and
R is performed iteratively, and the results are shown in Equation (17). The criteria of
tuning were minimizing the following: first, the difference between the estimated values of
(θM − θW) and (θW − θSx), which is crucial in reducing the fluctuations and vibration in
the system [11]; second, the steady-state error of y [8,11]; and third, the controller effort by
minimizing the manipulated variable MM, which decreases the stress on the mechanical
parts and, at the same time, prevents overloading the electrical components [11,22,23]. With
Q and R, KLQ and LLQ are determined as in Equation (18). The value of precompensation
gain F is equal to 277. Figure 6 presents upgrading the LQ-controlled system, shown in
Figure 5, to the LQ with an integral action (LQI)-controlled system. The LQI controller
design is achieved according to [8,10,20]. First, the plant should be redefined with an
extended form to include the integral action. After that, feedback should be considered in
the controller structure to regulate the output variable through the integrator. Then, all the
LQ design theories are applied to LQI.

Q =


1× 108 0 0 0 0

0 1 0 0 0
0 0 5× 106 0 0
0 0 0 1 0
0 0 0 0 1× 107

, R = 1500 (17)

KLQ =
[
250.75 −1211.20 12.07 612.79 14.07

]
, LLQ =


401.65

0.01
97.35
−0.08
3.38

 (18)
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The first step in the design procedure is to define the error between the measured
output and desired output and desired signal as a new state variable (

.
ξ) so that the extended

system with the integrator becomes as in Equation (19).
.
ξ = y− yd

u = −Kxx− Kξ ξ − Fyd[ .
x
.
ξ

]
=

[
A 0
C 0

][
x
ξ

]
+

[
B
0

]
u +

[
0
−1

]
yd

y =
[
C 0

][x
ξ

] (19)

It was found that using the same tuned values of the weighting matrices Q and R in
weighting matrices of LQI, which are Qi and Ri, will lead to equivalent robustness and
control effort to LQ. Of course, an additional tuning effort is made for the last Qi parameter
related to the new state variable (ξ). In addition, the tuning was made with the aim of
both LQ and LQI having analogous closed-loop poles so that a reasonable comparison
between them could be made. The tuned Qi and Ri are provided in Equation (20). The gain
matrix for LQI (KLQI) and its observer gain matrix (LLQI) are determined similarly for KLQ
and LLQ. The results are found in Equation (21). The value of precompensation F gain in
the case of LQI is equal to 320.5. Accordingly, the PI controller gains are tuned until the
dominant poles of the PI controller system are as close as possible to the LQI controller
system. Consequently, the PI controller gains are set to kp equals 260, and ki is 2050. With
that achieved, it is expected that both systems would have similar time responses. Figure 7
shows the closed-loop poles related to each controller. The LQ-controlled system has
10 stable poles, while employing LQI produced 11 stable poles, and the result with the PI
controller is only six stable poles. This observation means that all controllers do not have
the zero pole from the original plant.

Qi =



1× 108 0 0 0 0 0
0 1 0 0 0 0
0 0 5× 106 0 0 0
0 0 0 1 0 0
0 0 0 0 1× 107 0
0 0 0 0 0 1× 1010

 , Ri = 1500 (20)

KLQI =
[
256.1 −1602.7 13.1 328.9 51.3 2582

]
, LLQI =


410.29

0.01
105.91
−0.04
12.31

 (21)
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In addition, the low-frequency resonance, attained from complex poles −2.65 ± j 108,
is also successfully eliminated by all controllers. Therefore, all the developed controllers
can stabilize the closed-loop system since they have successfully eliminated the 0 and
−2.65 ± j 108 poles. Figure 8 shows the dominant poles in Figure 7. A subtle difference
exists between LQ and LQI poles, although the same Q, R values are employed for both.
This difference results from tuning the additional factor in the diagonal matrix Qi. More-
over, LQI has an additional pole on the real axis (i.e., without a complex conjugate part),
representing the integral action effect. Therefore, the poles related to the integrator action
of both PI and LQI are located approximately at the same location. Therefore, the two
underdamped poles of the PI-controlled system are placed as near as possible to other
poles of LQ and LQI in order to obtain a comparable dynamic response. However, PI poles
cannot be placed arbitrarily in the space (i.e., they could not be placed closer to LQ or LQI
poles, no matter how many more tuning iterations are performed). This result confirms the
same conclusion in [10,14] that PI controller is more constrained than SS controllers.
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3.2. Frequency Analysis

In Equation (22), the sensitivity function is a simple measure for disturbance attenua-
tion. It indicates how the variations in the output will be affected by feedback. Disturbances
with frequencies that make the magnitude of the sensitivity transfer function less than
one, i.e., |S(jω)| < 1, are attenuated. In contrast, disturbances with frequencies such as
|S(jω)| > 1 are amplified by closed-loop. The maximum sensitivity MSv, which occurs at
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the crossover frequency, is a measure of the most significant amplification of the distur-
bances. The maximum magnitude of 1/(1 + H(s)), where H(s) is the open-loop transfer
function, is indeed the stability margin. Thus, MSv is a robustness criterion [10,36]. If MSv is
less than two, the associate closed-loop has good robustness, whereas when MSv is greater
than four, both the robustness and performance would be poor [10].

MSv = max
ω

∣∣∣∣ 1
1 + H(s)

∣∣∣∣ = max
ω
|S(jω)| (22)

3.2.1. Stability Analysis

The sensitivity of different closed-loop control systems will be evaluated with and
without delay quantities: delay from the electrical part of VEL (i.e., represented by the
transfer function Gt) and delay from the angular speed sensor (i.e., represented by the
transfer function M). Then, the stability will be evaluated using Nyquist criteria [35,36].

The parameters of the total delay transfer function (G∆) are set according to [10], so
that αt is 1800 rad/s, and Td equals 0.2 ms. Since Tm depends on the sampling time of the
measurement sensor [10,32], it will vary during this work. However, it will be fixed to
0.7 ms in this section. As a result, G∆ can be described as a first-order system with a total
delay time of 0.9 ms. The open-loop transfer functions of PI, LQ, and LQI are determined
through Equations (23)–(25), respectively

HPI(s) = G(s)
[

kp +
ki
s

]
(23)

HLQ(s) = KLQ
(
sI−A + LLQC

)−1
+
[
LLQG(s) + BM

]
(24)

HLQI(s) = Kx
(
sI−A + LLQIC

)−1
+
[
LLQIG(s) + BM

]
+

Kξ

s
G(s). (25)

The Nyquist plot in Figure 9 shows that the PI closed-loop control system has high
robustness with MSv = 1 in the ideal case (i.e., G∆ = 1), while it shows unsatisfactory
robustness of MSv > 2 in the presence of a 0.9 ms delay. The Nyquist contour is very close to
the −1 point, explaining the low robustness evaluation. Nonetheless, according to Nyquist
stability criteria, the closed-loop with the PI controller is stable.
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The maximum sensitivity of the LQ closed-loop control system has insignificantly
increased due to a time delay, as illustrated in Figure 10. Therefore, according to Nyquist
stability criteria, the closed-loop with an LQ controller is stable and robust.
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In Figure 11, the robustness of the LQI-controlled system provides the same MSv
evaluation as the LQ controller in both cases. In the ideal case, it is worth noting that
the LQ and LQI have almost identical Nyquist plots. Also, in case of a time delay, both
controllers produced the same outer contour, but the inner contour of LQI forms a spiral
pattern. Therefore, according to Nyquist stability criteria, the closed-loop of LQI is stable
and robust.
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3.2.2. Measurement Noise Amplification

The noise amplification of the closed-loop-controlled system is evaluated by the
noise transfer function from noise n, shown in Figures 5 and 6, to the electromagnetic
motor moment MM [10]. The noise transfer functions of PI, LQ, and LQI are determined
through Equations (26)–(28), respectively. Figure 12 shows the noise rejection for each
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controller command moment (i.e., demanded moment by the controller from the electrical
loading machine).

NPI(s) = −Gt(s)
[

kp +
ki
s

]
(26)

NLQ(s) = −Gt(s)
[
KLQ(sI−A)−1LLQ

]
(27)

NLQI(s) = −Gt(s)
[

KLQI(sI−A)−1LLQI +
Kξ

s

]
(28)Appl. Sci. 2023, 13, x FOR PEER REVIEW 15 of 28 
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Apparently, the noise rejection quality increases with the frequency for each control
loop. Moreover, the LQI has equivalent characteristics to LQ, even in the noise rejection
quality. It can also be seen that the PI controller provides the worst noise rejection evaluation.
The spiral Nyquist form, which results from an internal delay, reflects that high phases
offset high frequencies [39]. This means that the phase of the LQ-controlled system is the
least sensitive to time delay. After evaluating using frequency response analysis, the earlier
conclusions will be approved with the time-domain simulation.

4. Simulation Results

In Figure 13, the middle figure shows the desired angular speed, as attained by
integrating the angular acceleration signal [10]. The advantage of using this approach is to
smoothen the sharp transition angles in the speed profile. In doing so, the high peaks in
the system’s acceleration, which may cause high moment impulses, are avoided. The test is
highly dynamic due to the abrupt change in angular acceleration 0–1000 rpm (104.7 rad/s)
in 0.4 s, equivalent to an acceleration of 9.3 m/s2 to the A-Class test vehicle. The simulated
powertrain moment at the wheel-hub will be inverted from 500 to −500 N.m after 4 s. The
controllers perceive the final powertrain moment as a disturbance moment. This maneuver
will show how effectively each controller would respond to maintain the desired speed in
high acceleration and disturbance moment demands.
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4.1. Time-Domain Analysis

In Figure 14, the figures at the left show the high robustness of the PI-controlled system
with the time delay ignored (i.e., in the ideal case, G∆ = 1). The response also showed
an excellent tracking performance. Nevertheless, when a 0.9 ms time delay exists, the
PI controller begins to perform poorly after the powertrain moment value is inverted, as
shown in the figures at the right. This outcome confirms the accuracy of the frequency
analysis. The LQ-controlled system displays high robustness even with a time delay,
as shown in Figure 15. However, its time response has a steady-state deviation and no
significant influence of a 0.9 ms delay on the system.
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Figure 16 shows that the LQI-controlled system has the best tracking performance
with zero steady-state error and an insignificant influence of a 0.9 ms delay on the system.
Figure 17 presents each controller’s angular speed tracking error in case of a time delay.
The PI controller has an analogous tracking response since the dominant poles of PI were
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placed close to the dominant poles of LQI. However, the difference in robustness is apparent.
Although the LQ controller is robust, it has an absolute steady-state error of 0.37 rad/s.
This error occurs as a consequence of applying the powertrain moment. LQI controller,
in contrast, demonstrates both high robustness and tracking performance, and it could
achieve a zero steady-state error in a short time.
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In order to confirm the accuracy of the estimated noise rejection performance, demon-
strated in Figure 12, the previous simulation test is executed again. However, this time,
white measurement noise is added to the angular speed feedback signal. The previous
simulation test is executed again, but this time, white measurement noise is added to the
angular speed feedback signal. The white noise has an amplitude of ±0.5 rad/s and a
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sampling time of 1 × 10−5 s. The noise amplification magnitudes for PI, LQ, and LQI are
4.6778, 0.01878, and 0.01832, respectively. So, the control command is expected to have high
noise amplification when the PI controller is implemented. In contrast, LQ and LQI should
handle the measurement noise with low influence in the control signal. These expectations
are proven in Figures 18–20.
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Figure 18. Measurement noise amplification of PI controller: (Left) without time delay, (Right) with
time delay.

The simulation results meet the expectations of the noise model, where the PI controller
leads to high noise amplification that causes noise in the controller moment that exceeds
±1000 N.m, compared to the case of the noise-free measurements. Moreover, with both time
delay and noise, the PI controller drove the system to instability directly after attempting
to settle the angular speed to 30 rad/s. On the contrary, both LQ and LQI controllers had a
low noise of ±3 N.m in the controller signal.
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Figure 19. Measurement noise amplification of LQ controller: (Left) without time delay, (Right) with
time delay.
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Figure 20. Measurement noise amplification of LQI controller: (Left) without time delay, (Right)
with time delay.

In summary, the PI controller has fewer closed-loop poles than both LQ and LQI
controllers, making it less efficient in controlling complex systems. LQ and LQI demonstrate
high robustness against a time delay and measurement noise. PI, conversely, could not
handle highly dynamic reference signals in the presence of time delay. In addition, PI has
bad noise rejection quality compared to both LQ and LQI. Based on these results, the PI
controller option will not be considered for further testing in the rest of this work.

4.2. Sensitivity Analysis for a Single Parameter Uncertainty

The selected controllers are designed based on prior knowledge of system model
equations and the values of their parameters. The concept of uncertainty will be employed
by repeating the same tests several times. Each test will be conducted with a new variation
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in a specific parameter. Only LQ and LQI will be investigated. No further analysis will be
made for PI since it failed the basic tests. In this section, the sensitivity of each controlled
system will be examined concerning time delay sensitivity, disturbance moment effect,
single parameters uncertainty, and multiparameter uncertainty. Previously, the time delay
sources were introduced: the test bench electrical components delay, which resembled the
Gt function model (4), and the measurements time delay expressed in Equation (5). The test
is performed with a fixed Td at 0.2 s, and Tm varies randomly in the range of [0.5, 5] ms.
LQ proved highly robust against Tm, apart from speed tracking efficiency, as shown in
Figure 21. However, as expected from the frequency analysis section, LQI is more sensitive
to time delay than LQ, as demonstrated in Figure 22. Still, LQI could handle measurement
time delay variations until 5 ms.
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Figure 21. Time response of LQ-controlled system at different Tm values.
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Figure 22. Time response of LQI-controlled system at different Tm values.
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The electrical loading machine perceives the powertrain driving moment (Mdrive) as a
disturbance moment. Therefore, the loading machine should generate a resistance moment
according to the desired rotational speed value. Figures 23 and 24 illustrate the influence of
changing the driving moment on LQ- and LQI-controlled systems, respectively. At no load
testing (i.e., Mdrive = 0 N.m), LQ followed the desired speed profile perfectly. However,
there will be a consequent shift in LQ speed response with any moment applied. Positive
moment values (i.e., driving moment) lead to an upward offset in LQ speed response. In
comparison, a negative or braking moment causes a downward offset. In contrast, LQI
maintained the same speed response at all disturbance moment values. Also, it was able
to compensate for the extreme moment change. For instance, when changes were made
from 500 to −500 N.m, the result was an error of 5 rad/s. This error was corrected in about
0.5 s. Therefore, the same LQ- and LQI-tuned parameters will be used for all tests to study
the influence of parameter uncertainties on controllers’ performance. Furthermore, a large
disturbance moment (500 to −500 N.m) is applied to put the controllers under extreme
conditions. Figure 25 illustrates the influence of uncertainty in JPt2W, where the Monte
Carlo simulation is utilized to generate random variations in JPt2W. The LQ controller
proved to be highly robust against uncertain JPt2W values. At the same time, no significant
change in both angular speed tracking and controller command response is observed.
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Also, Figure 26 displays that the LQI controller maintained high tracking performance
against uncertain JPt2W values and the controller’s moment command, which was slightly
influenced. The same technique is also employed to investigate the effect of KAx uncertainty.
Uncertain KAx estimation caused no substantial alteration in LQ controller performance,
as in Figure 27. Despite this, the angular speed and moment did not reach the same
steady-state values in all cases. Likewise, the LQI controller could sustain the uncertainty
of KAx and provide nearly unchanged angular speed tracking performance despite the
considerable variations in KAx. The results are shown in Figure 28.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 23 of 28 
 

 
Figure 26. Time response of LQI-controlled system at different JPt2W values. 

 
Figure 27. Time response of LQ-controlled system at different KAx values. 

0 1 2 3 4 5 6 7 8
0

5

10

15

20

25

30

JPt = -9.5%

JPt = 15%

JPt = 12%

JPt = -1.5%

JPt = -16%

0 1 2 3 4 5 6 7 8
Time [s]

-1000

-500

0

500

1000

0 1 2 3 4 5 6 7 8
0

10

20

30

40
KAx = 23%

KAx = 1.5%

KAx = 30%

KAx = -30%

KAx = 17%

0 1 2 3 4 5 6 7 8
Time [s]

-500

0

500

1000

Figure 26. Time response of LQI-controlled system at different JPt2W values.



Appl. Sci. 2023, 13, 13268 22 of 27

Appl. Sci. 2023, 13, x FOR PEER REVIEW 23 of 28 
 

 
Figure 26. Time response of LQI-controlled system at different JPt2W values. 

 
Figure 27. Time response of LQ-controlled system at different KAx values. 

0 1 2 3 4 5 6 7 8
0

5

10

15

20

25

30

JPt = -9.5%

JPt = 15%

JPt = 12%

JPt = -1.5%

JPt = -16%

0 1 2 3 4 5 6 7 8
Time [s]

-1000

-500

0

500

1000

0 1 2 3 4 5 6 7 8
0

10

20

30

40
KAx = 23%

KAx = 1.5%

KAx = 30%

KAx = -30%

KAx = 17%

0 1 2 3 4 5 6 7 8
Time [s]

-500

0

500

1000

Figure 27. Time response of LQ-controlled system at different KAx values.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 24 of 28 
 

 
Figure 28. Time response of LQI-controlled system at different values. 

4.3. Sensitivity Analysis for Multiple Parameter Uncertainties 
The same uncertain value variations of JPt2W and KAx are combined in pairs. The re-

sults for LQ- and LQI-controlled systems are presented in Figures 29 and 30, respectively. 
Obviously, with two incorrect parameter estimations, the speed response of LQ changed 
substantially. In comparison, the LQI has preserved almost the same tracking response 
with minor variations. It is, however, worth noticing that the moment control command 
is different in each case. For example, it did not reach ±500 N.m at a steady state, as when 
the parametrization was accurate. Moreover, more oscillations appeared in the controller 
command after each transient state for some tests. 

 
Figure 29. Time response of LQ-controlled system at different JPt2W and KAx values. 

0 1 2 3 4 5 6 7 8
0

5

10

15

20

25

30

An
gu

la
r s

pe
ed

 [r
ad

/s
]

KAx = 23%

KAx = 1.5%

KAx = 30%

KAx = -30%

KAx = 17%

0 1 2 3 4 5 6 7 8
Time [s]

-1000

-500

0

500

1000

Lo
ad

in
g 

m
ac

hi
ne

 m
om

en
t [

N
.m

]

0 1 2 3 4 5 6 7
0

10

20

30

40

JPt = -9.5%, KAx = 23%

JPt = 15%, KAx = 1.5%

JPt = 12%, KAx = 30%

JPt = -1.5%, KAx = -30%

JPt = -16%, KAx = 17%

0 1 2 3 4 5 6 7 8
Time [s]

-1000

-500

0

500

1000

Figure 28. Time response of LQI-controlled system at different values.

4.3. Sensitivity Analysis for Multiple Parameter Uncertainties

The same uncertain value variations of JPt2W and KAx are combined in pairs. The
results for LQ- and LQI-controlled systems are presented in Figures 29 and 30, respectively.
Obviously, with two incorrect parameter estimations, the speed response of LQ changed
substantially. In comparison, the LQI has preserved almost the same tracking response
with minor variations. It is, however, worth noticing that the moment control command is
different in each case. For example, it did not reach ±500 N.m at a steady state, as when
the parametrization was accurate. Moreover, more oscillations appeared in the controller
command after each transient state for some tests.
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Figure 29. Time response of LQ-controlled system at different JPt2W and KAx values.
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5. Conclusions

A complete vehicle test bench is examined with the help of simulation models. The
complex system from coupling the powertrain of the electric test vehicle with the mechani-
cal part of the test bench is modelled in a three-mass system. It can be concluded that if the
same Q and R parameters are employed with fine-tuning of the integral weighting factor
in LQI, both LQ, and LQI could achieve the same gain margin. However, there will be a
difference in the phase margin due to the integral effect of the LQI controller. Moreover,
time delay affects only the system phase in the frequency domain analysis, while it does
not influence the frequency gain. In addition, the additional integration in the LQI reduces
its phase margin compared to its equivalent LQ-controlled system. However, the speed
error in the LQ control increases with the disturbance moment. In contrast, LQI can sustain
approximately the same response regardless of the disturbance moment. Ideally, if there is
no delay in the system, all controllers suppress the vibrations efficiently. Nevertheless, the
PI-controlled system became vulnerable to instability as the time delay was introduced to
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the model. In contrast, LQ- and LQI-controlled systems remained stable despite extreme
operating conditions. Regarding parameter uncertainty, overestimating the powertrain
inertia leads to a lower controller command moment in the transient states but slightly
more oscillation in the response. On the other hand, underestimated powertrain inertia
forces the controllers to generate higher moments than accurate parametrization. When
the axle stiffness is the only uncertain parameter, the impact on LQ and LQI responses
is minor. Despite this, LQ did not perform well with uncertainty in both the powertrain
inertia and axle stiffness. In contrast, multiparameter uncertainty did not significantly
affect LQI performance. However, it did influence the controller effort response.

This work can be extended by developing a moment controller to control the power of
the test vehicle mounted on the test bench. As both the speed and moment become con-
trolled variables, the VEL test bench would be beneficial in different development scopes,
such as energy consumption estimations and real-world driving scenarios. Furthermore,
the performance of nonlinear control algorithms could be compared to the proposed LQI
controller. In addition, further optimal control techniques may be investigated.
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Abbreviations

Symbol Description
CV Constant velocity shaft
DAx Axle internal damping
DS CV shaft internal damping
H Open-loop transfer function
id Differential gear ratio
ig Transmission gear ratio
I-SS State-space with integral action
JE Vehicle electric motor inertia
JG Gearbox inertia
JM Electric machine inertia
JPt2W Front axle inertia plus half of the powertrain equivalent inertia
JS Shaft inertia around its longitudinal axis
JT Equivalent inertia of the electrical loading machine and the continuous velocity shaft
JW Wheel-hub inertia
k∆ω Viscous friction factor
KAx Axle stiffness
ki Integral gain
KLQ Full-state feedback gain matrix for the LQ controller
KLQI Full-state feedback gain matrix for the LQI controller

https://doi.org/10.6084/m9.figshare.24798516
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kM Friction moment factor
kp Proportional gain
Ks Shaft equivalent rotational stiffness
LLQ Luenberger observer gain matrix for LQ controller
LLQI Luenberger observer gain matrix for LQI controller
LQ Linear-quadratic
LQI Linear-quadratic with integral action
M(s) Measurement time delay transfer function
Mdrive Total powertrain driving moment
Me Electric motor moment
MF Coulomb friction moment
MM Electrical loading machine moment
MPC Model predictive control
MSv Maximum sensitivity
MSx Final output moment at one side of the differential gear
PI Proportional-integral-controller
PI-SS PI with state-space feedbacks
S Sensitivity transfer function
SS State-space
Td Time delay in the moment control loop
Tm Measurement time delay
VEL VEhicle-in-the-Loop
VHiL Vehicle-in-the-loop
VUT Vehicle under test
y Measured system’s output
yd Reference input for the controller
∆ωD Angular speed difference between the differential gear outputs
θD The differential gear output angular position
θM The loading machine angular position
θSx Angular position of the differential gear output
θW the wheel-hub angular position
ωM Motor angular speed
ωSx Angular speed of the differential gear output
ωW Wheel rotational speed
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