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Abstract 
 

In this thesis, the chemical and electronic structure of Ga2O3 is investigated by means of electron 

and x-ray spectroscopic techniques. Ga2O3 has a wide bandgap (4.4 - 4.9 eV), which means that 

it does not absorb visible light. It belongs to two classes of materials: the ultrawide-bandgap 

(UWBG) semiconductors, and the transparent conductive oxides (TCOs). The wide bandgap and 

optical transparency make Ga2O3 attractive for usage in a variety of applications, e.g., in 

electronics and photovoltaics.  

In the multilayer structure of Cu(In,Ga)Se2 (CIGSe)-based thin-film solar cells, a buffer layer is 

needed for the formation of a p-n junction, as well as to separate the absorber from the 

transparent front contact. Ga2O3 has shown promising potential as buffer layer material, offering 

several advantages, including its high bandgap for reduced visible light absorption and in-

vacuum processability for optimal integration in an inline solar-cell production process. 

Understanding the chemical structure of this layer and its interface with the absorber is crucial 

for further optimization of the device performance of the corresponding thin-film solar cells.  

In the first part of this thesis, the chemical structure of the interface between a sputter-deposited 

Ga2O3 buffer layer and the CIGSe absorber prepared with a state-of-the-art RbF postdeposition 

treatment, is studied in detail. Particular focus is placed on understanding the impact of the RbF 

postdeposition treatment and an ammonia-based rising step on the chemical structure of the 

Ga2O3/CIGSe interface. Using a combination of synchrotron-based hard x-ray photoelectron 

spectroscopy (HAXPES), and laboratory-based x-ray photoelectron spectroscopy (XPS) and x-

ray excited Auger electron spectroscopy (XAES), a detailed and depth-varied picture of the 

chemical structure is painted. It is found that the ammonia-based rinse has a significant impact 

on the chemical structure, partially removing Rb and completely removing F, as well as 

removing Ga-F, Ga-O, and In-O surface bonds, and reducing the Ga/(Ga+In) ratio at the 

absorber surface. After Ga2O3 deposition, the formation of In oxides is identified, and the 

diffusion of Rb and small amounts of F into/onto the Ga2O3 buffer layer is observed.  

The electronic properties at the surface, i.e., the positions of the valence band maximum (VBM) 

and conduction band minimum (CBM) with respect to the Fermi level (EF), the band alignment 



VI 
 

at the Ga2O3/CIGSe interface, and the bandgap (Eg), directly influence the charge transport, and 

hence the efficiencies of devices. Thus, understanding the electronic structure of Ga2O3 is 

equally (if not even more) important as understanding its chemical structure. In the next part of 

the thesis, the valence bands of three differently prepared Ga2O3 surfaces are investigated. The 

solar cell samples with the highest thickness of Ga2O3 were taken as a model of nanocrystalline 

Ga2O3, and β-Ga2O3 single crystals were prepared in two different ways: one sample was cleaved 

under ultra-high vacuum (UHV) to obtain a clean β-Ga2O3 single crystal surface, while another 

underwent a mild Ar+-ion treatment to introduce defects, such as oxygen vacancies to the 

surface. By measuring the valence bands for all three samples with photoelectron spectroscopy 

(PES) at a wide range of photon excitation energies (70 eV - 6.3 keV), both the surface and the 

near-bulk electronic structure of the samples could be investigated. Density functional theory 

(DFT)-based calculations were performed for β-Ga2O3, for a better understanding of the 

experimental results. While the VBM for the UHV-cleaved β-Ga2O3 is determined as  

4.8 ± 0.1 eV, independent of the photon excitation energy, the VBM of the nanocrystalline 

Ga2O3, and the Ar+-ion treated β-Ga2O3 single crystal samples are significantly different 

depending on whether the bulk or the surface is being probed. Strong tails in the VBM of the 

surface-sensitive measurements, likely induced by surface defects, and a downwards shift of the 

VBM from EF with increasing photon excitation energy, likely due to surface adsorbate-induced 

band-bending, are observed in the latter two samples. 

In the last part of this thesis, the electronic structure of the bulk of the 𝛽-Ga2O3 single crystals 

are studied by means of x-ray emission spectroscopy (XES), x-ray absorption spectroscopy 

(XAS), and resonant inelastic x-ray scattering (RIXS) at the oxygen K edge. 𝛽-Ga2O3 is highly 

anisotropic, so its optical and electronic properties are expected to change depending on the 

orientation of the crystal with respect to the polarization of the incoming x-ray beam. 

Polarization-dependent measurements allow to selectively excite different regions within the 

band structure as well. Thus, polarization-dependent measurements were performed by rotating 

differently oriented 𝛽-Ga2O3 single crystals with respect to the incoming x-ray beam. In addition 

to DFT calculations for the ground state, calculations for the excited system with a core/valence 

exciton in XAS and RIXS were performed using the Bethe-Salpeter Equation (BSE) method. 

The BSE calculations are able to capture all the main features of the calculated spectra correctly. 

There are clear differences in the measured spectra depending on the polarization direction, 
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which are all reproduced in the calculated spectra as well. Evidence for core-exciton formation 

are observed in all the experimental RIXS spectra. Finally, an electron-photon scattering lifetime 

could be determined from the RIXS spectra as 3± 2 fs, in agreement with literature results.  
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1.  Introduction  
 

The immense progress in electronics over the last 70 years would not have been possible without 

the invention of the transistor by John Bardeen, Walter Brattain, and William Shockley in 1947, 

for which they received a Nobel prize in 1956.1 The ubiquitous use of semiconductor devices in 

nearly all modern electronics means that the search for new semiconductor materials, as well as 

the improvement of existing semiconductors continues to be a very active and exciting area of 

research. One of the most important parameters characterizing the optical and electronic 

properties of a semiconductor is its bandgap (Eg), the minimum energy required to promote an 

electron from the valence to the conduction band. Currently, the most commonly used 

semiconductor is Si, with a bandgap of 1.12 eV,2 followed by GaAs, with a bandgap of 1.42 eV.3  

Semiconductors with a wide bandgap can operate at higher temperatures, voltages, and 

frequencies than their Si counterpart, expanding their uses dramatically. While wide bandgap 

semiconductors such as GaN (bandgap 3.4 eV4) have been extensively studied, a rather new area 

of research is to investigate the ultrawide-bandgap (UWBG) semiconductors, defined as having a 

bandgap larger than 3.4 eV.4 Some UWBG materials are Al-based nitrides, boron nitride, 

diamond, and Ga2O3. Photons must have an energy greater than the bandgap to be absorbed by 

the material, so wide bandgap semiconductors have reduced (compared to Si) or no absorption in 

the visible light range. This is particularly important for applications in photovoltaics: in 

Cu(In,Ga)Se2 (CIGSe)-based thin-film solar cells, light is incident on the front contact (also 

known as a high-resistive layer), travels through the buffer layer, and is absorbed in the CIGSe 

absorber. Therefore, absorption of visible light should be minimized in both front contact and 

buffer layer to maximize absorption in the CIGSe.  

Although Ga2O3 has been studied for more than 60 years, interest in it was low until the first 

Ga2O3 field-effect transistor (FET) was successfully made in 2011.5 Since then, in addition to 

using it as an FET,5–7 several other applications have been found, including solar-blind UV 

detectors8–11 and gas-sensing devices.12–14 Although it is known that Ga2O3 has a wide bandgap, 

a large range of bandgap values have been reported in literature: 4.4-4.9 eV.15–21 Ga2O3 also 

belongs to the transparent conductive oxides (TCOs), with a good electrical conductivity and 
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transparency in the UV- visible light region.  Ga2O3 must contain charge-transport states at or 

near the Fermi energy to be a TCO.22 Taking the bandgap as 4.5 eV, this means that Ga2O3 

absorbs light of wavelengths < 276 nm. This makes it an attractive candidate for use as a buffer 

layer or high-resistive layer in CIGSe based thin-film solar cells.23 It even potentially allows 

usages in space-based applications.23, 24  

Most of the applications mentioned above use crystalline 𝛽-Ga2O3. In comparison to other 

UWBG materials, such as diamond and Al-based nitrides, large amounts of high-quality  

𝛽-Ga2O3 single crystals have been produced using various growth methods.26–30 The commercial 

availability of samples facilitates the study and potential applications of Ga2O3. Much of the 

experimental research has focused on the crystal growth, as well as measuring the optical and 

electronic properties such as optical absorption (transmittance and reflectance as well)18,19,31–33, 

and the transport properties (electrical and thermal conductivity).31,34–37 Amorphous or 

nanocrystalline Ga2O3 has also found applications in solar-blind UV detectors11 and gas-sensing 

devices12, and an insulator-metal transition has been observed in amorphous Ga2O3, with 

potential applications in storage devices.38 The goal of this thesis is to elucidate the chemical and 

electronic structure of Ga2O3 by using a variety of electron and x-ray spectroscopic methods. 

In the first part of the thesis, the application of thin-films of Ga2O3 as buffer layers in 

Cu(In,Ga)Se2 (CIGSe)-based thin-film solar cells is investigated. Traditionally, CdS is used as a 

buffer layer in CIGSe-based film solar cells. However, the wet chemical bath used for its 

deposition is toxic and disrupts the vacuum-based in-line production process. Thus, alternative 

buffer layers such as InxSy,
16,39–42 Zn(O,S,OH),42–44(Zn,Mg)O,45–47 Zn1-xSnxOy,

48,49 HfOx,
50 

Al2O3,
42,51,52 Ga2O3,

16,53,54 Sn1-xGaxOy,
55 (In,Ga)2O3,

53 and (Al,Ga)2O3,
53 have been investigated. 

The industrially-relevant solar cell samples investigated in this thesis were manufactured by the 

Zentrum für Sonnenenergie-und Wasserstoff-Forschung Baden-Württemberg (ZSW), where 

sputter-deposited Ga2O3 was used as a buffer layer for CIGSe absorbers.  

Ultimately, manufacturers of the solar cells focus on the power conversion efficiency, device 

stability, and cost. For further optimization of the thin-film solar cell devices, a detailed 

understanding of the chemical and electronic structure of the various surfaces and interfaces in 

the solar cell is essential. Insights into the chemical structure, such as the effect of surface 

treatments, and diffusion/segregation processes are important in improving the device 
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performance. Here, the goal was to shed light on the chemical structure of the CIGSe and Ga2O3 

surfaces, as well as the Ga2O3/CIGSe interface. The CIGSe samples were exposed to a state-of-

the-art RbF post-deposition treatment and an ammonia-based rinsing step, as used in 

corresponding thin-film solar cells. The samples were investigated using laboratory-based x-ray 

photoelectron spectroscopy (XPS), x-ray excited Auger photoelectron spectroscopy (XAES), as 

well as synchrotron-based hard x-ray photoelectron spectroscopy (HAXPES). Employing several 

surface-sensitive photoelectron spectroscopy techniques allows to take advantage of their 

respective strengths and obtain detailed and complimentary results. By measuring detailed 

regions of core-level peaks with a wide range of kinetic (and binding) energies, and by using 

higher excitation energies in HAXPES as compared to laboratory XPS, a depth-resolved picture 

of the Ga2O3/CIGSe interface can be obtained.  

Although understanding the chemical structure is important for improving the device 

performance, the electronic structure at the interface, i.e., the positions of the valence band 

maximum (VBM) and conduction band minimum (CBM) with respect to the Fermi level (EF), 

the band alignment at the interface, and the bandgap (Eg), directly influence the charge transport, 

and hence the efficiencies of devices. Thus, it is important to investigate the electronic properties 

of the Ga2O3 surface. In the next part of the thesis, the VBM of Ga2O3 was investigated in detail. 

Many factors can affect the electronic structure and hence the VBM and the Eg values, such as 

the morphology (i.e., whether the Ga2O3 is amorphous, nanocrystalline, or a single crystal),56 the 

crystal structure (there are five polymorphs of Ga2O3),
57 and how the sample surface was 

prepared (cleaving, any surface treatments such as annealing, Ar+-ion treatment, or some rinsing 

procedure)58–61 .Our group has previously reported defect-induced states responsible for the 

electrical conductivity in TCOs, which appear as a foot/tail present at the valence band spectral 

onset.22 The presence of this “foot” is likely due to surface defect states. It can show up 

differently in spectra measured at different photon excitation energies, i.e., depending on whether 

the measurements are more bulk or surface-sensitive. (HAX)PES measurements at the X-SPEC 

beamline62 at the KIT synchrotron can be performed at a wide range of photon excitation 

energies, thus allowing to investigate the role the photon excitation energy can play in the 

determination of the VB and VBM.  
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Here, the goal was to understand how the various above-mentioned factors affect the valence 

band, and for this purpose three different types of samples were investigated: the Ga2O3/CIGSe 

samples described above with the thickest buffer layer, β-Ga2O3 single crystals cleaved in ultra-

high vacuum, and β-Ga2O3 single crystals that underwent a mild Ar+-ion treatment. The 

Ga2O3/CIGSe samples served as a model of nanocrystalline Ga2O3, while one β-Ga2O3 single 

crystal sample was cleaved to obtain a clean surface, and another underwent a mild Ar+-ion 

treatment to introduce defects, such as O vacancies to the surface. To obtain depth-varied 

information, the samples were investigated with (HAX)PES using a wide range of photon 

excitation energies: 70 eV – 6.3 keV. Density Functional Theory (DFT) calculations were 

performed to better understand the photon excitation energy dependence of the spectra, and to 

have a comparison with the measurements for the cleaved β-Ga2O3 single crystal.  

In the last part of the thesis, the focus was on understanding the bulk electronic structure of the 

β-Ga2O3 single crystals, which was investigated using several x-ray spectroscopic techniques at 

the O K edge: x-ray emission spectroscopy (XES), x-ray absorption spectroscopy (XAS), and 

resonant inelastic x-ray scattering (RIXS). Utilizing a combination of x-ray spectroscopic 

techniques allows to obtain information on both the occupied (XES, RIXS), and unoccupied 

(XAS, RIXS) electronic states. In addition, XES, XAS, and RIXS are local spectroscopic 

techniques: the spectral intensities are proportional to the dipole transition matrix elements, 

which depend on the local geometry, i.e., how the O atoms are bonding with their neighboring 

Ga atoms (the inequivalent O atoms) in the crystal structure of 𝛽-Ga2O3, as well as the crystal 

orientation with respect to the incident x-ray polarization. Due to the anisotropy of the crystal 

structure of 𝛽-Ga2O3, one can expect differences in the spectra depending on which inequivalent 

O atom is excited. By controlling the crystal orientation with respect to the incident x-ray 

polarization, different regions within the band structure can be probed as well. Thus, in the last 

part of the thesis, the goal was to explore the polarization dependence through both measured 

and calculated oxygen K edge XES, XAS, and RIXS spectra. The polarization-dependent 

measurements could be performed by rotating the samples with respect to the incident x-ray 

beam. While ground-state DFT calculations were performed for the XES spectra, the Bethe-

Salpeter Equation (BSE) method was used in the OCEAN code63 to calculate the XAS and RIXS 

spectra with the core and valence excitons taken into account.  



5 
 

The thesis is thus constructed as follows:  

Chapter 2 provides the necessary background to understand the underlying theory of this thesis, 

as well as background on CIGSe solar cells, and the crystal structure, Brillouin zone, and band 

structure of Ga2O3. 

Chapter 3 explains the experimental setups that were used for the measurements presented in this 

thesis.  

Chapter 4 presents the study of the chemical structure of the Ga2O3/CIGSe interface in thin-film 

solar cells.  

Chapter 5 explores the valence band maxima of different Ga2O3 samples.  

Chapter 6 presents a polarization-dependent XAS, XES, and RIXS study of the β-Ga2O3 single 

crystals.  

Chapter 7 finally summarizes the results of Chapters 4-6, and gives an outlook on potential 

future work.  
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2.  Background 
 

2.1  Spectroscopic Methods 
 

2.1.1   Electron Spectroscopies 
 

2.1.1.1 X-ray photoelectron spectroscopy 

 

X-ray photoelectron spectroscopy (XPS), originally called Electron Spectroscopy for Chemical 

Analysis (ESCA), was first developed by Kai Siegbahn and his group in Uppsala, Sweden in the 

1950s-1960s,64–66 for which Siegbahn received the Nobel Prize in Physics in 1981.67 It is based 

on the photoelectric effect: the investigated material is irradiated with x-rays, and emits 

photoelectrons, with kinetic energy 𝐸𝑘𝑖𝑛 given by:  

 𝐸𝑘𝑖𝑛 = ℎ𝜈 − 𝐸𝑏𝑖𝑛 − 𝜙, (2.1) 

where ℎ𝜈 is the x-ray photon energy, 𝐸𝑏𝑖𝑛 is the binding energy of the electrons, and 𝜙 is the 

work function of the sample. Figure 2.1 shows a schematic of the photoelectric effect. 

 

Figure 2.1. Illustration of the photoelectric effect. A photon ejects an electron (from the 1s core level in 

this case), and a photoelectron is emitted into the vacuum. For simplicity, the spin-orbit splitting of the 2p 

level is not shown. 

Due to the spin-orbit interaction, (i.e., the interaction of the spin with the angular momentum), 

for all levels with non-zero angular momentum number L, the energy levels will be split into a 
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doublet; the energy difference between them is known as the spin-orbit splitting. For simplicity, 

the 2p level in shown without the spin-orbit splitting in Figure 2.1.  

Although in equation 2.1, the work function is of the sample, 𝜙 = 𝜙𝑠, the instrument has its own 

work function 𝜙𝑖. Because the sample and instrument are in electrical contact, there must be a 

contact potential 𝜙𝑠 − 𝜙𝑖 for equalization of the Fermi level, 𝐸𝐹 . Thus, the final kinetic energy 

recorded is 𝐸𝑘𝑖𝑛 = ℎ𝜈 − 𝐸𝑏𝑖𝑛 − 𝜙𝑠 + (𝜙𝑠 −𝜙𝑖) = ℎ𝜈 − 𝐸𝑏𝑖𝑛 − 𝜙𝑖 . This means that the XPS 

measurements do not depend on the work function of the sample. The work function of the 

instrument is a fixed constant that is taken into account during the calibration procedure.  

In XPS, the spectral intensity is measured as a function of the kinetic energy of the 

photoelectrons, 𝐼(𝐸𝑘𝑖𝑛). Using equation 2.1, the measured kinetic energies are converted to 

binding energies, which are given with respect to the Fermi level, 𝐸𝐹 (the zero binding energy is 

set at the Fermi level). Then the intensity is given as a function of the binding energy, 𝐼(𝐸𝑏𝑖𝑛). 

The binding energies of the electrons are unique to each chemical element, so XPS allows to 

identify which elements are present in the investigated material. 

Typically, XPS is used for measuring solids in various forms such as single crystals, powders, 

and thin-films. These solids can be metals, semiconductors, or insulators. However, there are 

some problems associated with measuring insulators, such as a buildup of surface charge. An 

electron flood gun can be used for charge neutralization, but it may not solve the problem 

completely, since the charge buildup may not necessarily be uniform. In principle, it is also 

possible to measure liquids using a liquid beam/jet, as originally proposed by Siegbahn66, and 

presented in the literature such as Ref.68. However, then the system is not in an equilibrium state, 

which significantly complicates the analysis and goes beyond the scope of this dissertation. Only 

semiconductors are studied in this dissertation. 

Figure 2.2 illustrates the XPS process schematically.  
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Figure 2.2. A schematic representation of the XPS process.  

 

All of the electron states in semiconductors can be characterized into three types: core levels 

(CL), valence band (VB), and conduction band (CB). At absolute zero (T = 0 K), the VB is 

completely filled, while the CB is free of electrons. Electrons in CLs are in the inner orbitals and 

do not participate in chemical bonding; they can therefore be thought of as behaving like atomic 

orbitals, with no band dispersion. The only difference with atomic orbitals is the chemical shift: 

the binding energy of the CL electrons can shift slightly (on the order of 1 to several eV) 

depending on the chemical bonds the atom from which the electron is ejected is forming. For 

example, in metal oxides, the oxygen atom is more electronegative and pulls the electrons 

towards it, resulting in a higher binding energy of the corresponding CL of the metal compared 

to if it were in a pure metal state.  

In XPS, both the CLs and the VB states are probed. The CLs allow to obtain information on the 

chemical structure, and the VB states mainly on the electronic structure of the material.  

The key components in an XPS experimental setup are the x-ray source, the analysis chamber 

under ultra-high vacuum (UHV), and the hemispherical analyzer and detector. In the x-ray 

source, a tungsten filament acts as the cathode, which is heated by an electric current, generating 

electrons. A high potential difference (15 kV) is applied between the cathode and anode made 
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from the target material. The thermoelectrons are accelerated towards the anode, and as a result 

of the interaction between the electrons and anode material, x-rays are emitted. The x-ray tube 

that Röntgen used when he discovered x-rays in 1895 was essentially not so different; the 

modern configuration is under vacuum, while in the early setup there was a partial vacuum and 

the electrons were produced by ionization of the residual air molecules.  

The resulting x-ray spectra consists of two components. First, there is the continuous spectrum 

due to bremsstrahlung (“braking radiation”): the electrons emitted from the cathode are 

decelerated in the target material and emit radiation as a result. On top of the bremsstrahlung lie 

the characteristic x-ray peaks. When an electron emitted from the cathode strikes the target 

material, an electron from an inner shell is ejected, forming a core hole; an electron from an 

outer shell relaxes and fills this hole, and an x-ray photon is emitted as a result. The transitions 

must obey the selection rule for angular momentum: ∆L = ±1. Thus, s-s transitions are 

forbidden. Siegbahn notation is used for the characteristic X-rays: transitions from the L2,3 (2p) to 

the K (1s) level are the Kα emission lines, M2,3 (3p) to K (1s) are the Kβ lines, and so on.  

The two x-ray sources used for measurements presented in this dissertation are Mg 𝐾𝛼, with 

energy 1253.6 eV and line width 0.7 eV, and Al 𝐾𝛼 , with energy 1486.7 eV and line width  

0.85 eV. In our laboratory, for Al 𝐾𝛼 radiation, a monochromator (a quartz crystal) is used to 

remove the Kβ line, bremsstrahlung, and make the narrower line width. This reduces the intensity 

of the photoelectron beam, but the resolution is greatly improved. 

It is important to note that the chamber where the measurements are performed must be under 

ultra-high vacuum (UHV), which is defined as the vacuum characterized by pressures less than 

10-8 mbar; in practice measurements are performed with pressure on the order of 10-10 mbar. 

UHV is crucial for XPS measurements, to ensure a sufficiently low probability of the 

photoelectrons interacting with residual gas molecules. In addition, XPS is a surface-sensitive 

technique (see more below) so it is important to ensure an atomically-clean sample surface. The 

time 𝑡 (in seconds) it takes to form a new monolayer of surface adsorbates (such as oxygen, 

carbon, and their compounds) on a freshly cleaned surface is (roughly) given by69 

 𝑡[𝑠] =
1.7×10−6

0.6 ∙ 𝑝 ∙𝑆[𝑚𝑏𝑎𝑟]
, (2.2) 
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where the pressure 𝑝 is in mbar, and S is the Sticking coefficient, (which is 1 if all the atoms 

colliding with the surface stick to it). Thus, for pressures on the order of 10-8 mbar, a new 

monolayer will form after several minutes, while for pressures on the order of 10-10 mbar, it will 

already take several hours.  

The photoelectrons are decelerated by electrostatic lenses and go through a hemispherical 

analyzer with two concentric hemispheres with a potential difference applied between them. This 

potential difference sets the so-called pass energy, the kinetic energy the photoelectrons must 

possess to travel across the analyzer. The voltages are usually kept constant to ensure a constant 

energy resolution. For further details of the experimental setup, please refer to Chapter 3, as well 

as literature such as Refs.69,70.  

The photoemission process can be described theoretically as follows. In time-dependent first 

order perturbation theory, the transition probability per unit time, 𝑊𝑓𝑖, from the initial state 

(ground state) to the final state (1 electron ejected from the material and the (𝑁 − 1) electron 

system  is given by Fermi’s golden rule:71 

𝑊𝑓𝑖 ∝
2𝜋

ℏ
|⟨𝜓𝑓|�̂�

′|𝜓𝑖⟩|
2
𝛿(𝐸𝑖 − 𝐸𝑓 − ℎ𝜈) =

2𝜋

ℏ
|𝑀𝑓𝑖|

2
𝛿(𝐸𝑖 − 𝐸𝑓 − ℎ𝜈) .      (2.3) 

 Here, 𝜓𝑖 and 𝜓𝑓 are the initial and final eigenstates, and 𝐸𝑖 and 𝐸𝑓 are the initial and final 

eigenvalues of the unperturbed Hamiltonian �̂�0. �̂�′ is the interaction Hamiltonian describing the 

perturbation, 𝑀𝑓𝑖 are the transition matrix elements, and the delta function ensures energy 

conservation. The interaction Hamiltonian is given by:  

 �̂�′ = −
𝑒

𝑚𝑐
𝐴 ∙ �⃗�, (2.4) 

 where 𝐴 is the vector potential of the electromagnetic field, �⃗� is the momentum of the electron, 

𝑚 and 𝑒 are the mass and charge of the electron, and c is the speed of light. Several 

approximations are made when writing down Equation 2.4: the scalar potential is set to zero, the 

linear optical regime is assumed, which allows to drop the quadratic term in 𝐴, and the dipole 

approximation is made (neglecting spatial variations of 𝐴 over atomic distances), i.e., ∇𝐴 = 0. In 

addition, the commutation relation [�⃗�, 𝐴] = 𝑖ℏ∇𝐴 is used to obtain Equation 2.4.69 



11 
 

Assuming the investigated surface is homogenous and infinitely thick, the photoelectrons are 

detected perpendicularly to the sample, and the angle between the x-ray source and the analyzer 

is the magic angle (54.7°), the intensity of an XPS spectrum can be expressed/approximated by 

the following formula: 

 𝐼 ~ 𝜎𝑁𝜆(𝐸)𝑇(𝐸). (2.5) 

The magic angle ensures that the angular asymmetry factors can be set to unity.72 

In equation 2.5, 𝜎 is the photoionization cross-section, which describes the probability for the 

photoemission to occur, and is proportional to the square of the matrix elements:  

 𝜎 ∝ ∑ |𝑀𝑓𝑖|
2

𝑓 . (2.6) 

𝑁 is the concentration of the element in the investigated sample. 𝜆 is the inelastic mean free path 

(IMPF); it describes the distance an electron can travel through a material before the intensity of 

the electron beam decreases to 1/𝑒 of its initial value. It is a function of the kinetic energy, and is 

roughly described by the universal curve shown in Figure 2.373 below:  

 

Figure 2.3. Inelastic mean free path as a function of the kinetic energy. The experimental data points for 

different materials are averaged to obtain the universal curve. The kinetic energy range roughly explored 
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by XPS, and the corresponding IMFP values are indicated by the blue dashed lines. Figure reproduced 

from Ref.73.  

From Figure 2.3, one can see that for Mg 𝐾𝛼 and Al 𝐾𝛼- excited XPS, the photoelectron kinetic 

energies roughly vary from 100 to 1500 eV, and the IMFP roughly ranges from 1 to 3 nm. Thus, 

XPS measurements are surface sensitive. As will be explained in more detail in 2.1.1.3, hard x-

ray photoelectron spectroscopy (HAXPES), allows to obtain more bulk-sensitive results.  

𝑇 is the analyzer transmission function, and it depends on the kinetic energy. It depends on the 

pass energy of the analyzer as well, so it is important to choose appropriate values for the pass 

energy to maximize the intensity, as well as to obtain high resolution spectra.  

In this dissertation, the ratio of concentrations of two elements are determined from XPS peaks 

with very similar kinetic energies. In this case, 𝜆 and 𝑇 can be considered to be nearly identical. 

Then the ratio of the concentration of two elements A and B in the sample can be written as:  

 
𝑁𝐴
𝑁𝐵

= 
𝐼𝐴/𝜎𝐴
𝐼𝐵/𝜎𝐵

 (2.7) 

Specifically, the Ga/In ratio (and thus the [Ga]/ ([Ga]+[In]) or GGI ratio which is important for 

the solar-cell samples presented in Chapter 4) can be computed in this way from the In 4d 

(binding energy ~17-18 eV) and Ga 3d (binding energy ~ 18-20 eV) peaks.  

In addition to the electrons forming the main photoelectron peaks, there are electrons that are 

inelastically scattered before they are able to escape into the vacuum; these electrons constitute 

the background observed in the XPS spectrum. Different functions can be used to describe the 

background such as the Shirley or Tougaard background; however, in this dissertation a simple 

linear function was found to be sufficient to describe the background.  

The core hole formed has a finite lifetime 𝜏 on the order of 10-15 s; by Heisenberg’s uncertainty 

principle this corresponds to a lifetime broadening Γ =  
ℏ

𝜏
, which is on the order of 0.1 eV. This 

intrinsic lifetime broadening contributes to the broadening of the XPS peaks and is described by 

a Lorentzian function. In addition, there are various factors contributing to the experimental 

broadening, the main factors being the resolution of the electron analyzer, and the line widths of 

the x-ray source. In addition, there are factors such as thermal, pressure, and vibrational 

broadening, which can also contribute to the experimental broadening. In general, the 
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experimental broadening can typically be approximated by a Gaussian function. To take into 

account the various effects, together with a linear fit of the background, the XPS peak is fitted by 

a Voigt function, which is a convolution of the Gaussian and Lorentzian functions. The fits are 

performed in the Fityk software,74 where the ratio between the Gaussian and Lorentzian 

functions can be varied to obtain an optimal fit.  

The core hole will be filled by an electron lying at a higher energy level. The resulting energy 

can be used in one of two processes: an x-ray photon can be emitted, or another electron can be 

emitted into the vacuum. The latter process will be described in the following section.  

 

2.1.1.2 X-ray excited Auger electron spectroscopy 

 

Figure 2.4 shows the X-ray-excited Auger electron spectroscopy (XAES) process: 

 

Figure 2.4. Schematic representation of the XAES process, after the core hole is created in XPS. The 

spin-orbit splitting of the 2p level is not shown for simplicity. 

For the Auger process to occur, a core hole must be created, either by an electron or x-ray 

photon. When the x-ray source creates the core hole (i.e., the XPS process), the consequent 

Auger process is known as x-ray excited Auger spectroscopy (XAES). Then, the core hole is 

filled by a higher lying electron (either from a core level or the valence band), and the energy left 
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is used for the emission of a second (Auger) electron (also from a core level or the valence 

band). In Figure 2.4, the kinetic energy of the Auger electron, 𝐸𝐴𝑢𝑔𝑒𝑟 is given by  

 𝐸𝐴𝑢𝑔𝑒𝑟 = 𝐸𝐾 − 𝐸𝐿1 − 𝐸𝐿2,3 − 𝜙, (2.8) 

where 𝐸𝐾 , 𝐸𝐿1, and 𝐸𝐿2,3 are the binding energies of the 1s, 2s, and 2p electrons, respectively, 

and 𝜙 is the work function. Other transitions (e.g., with a core-hole in the L or M level, or the 

higher-lying electrons in the valence band) are also Auger transitions occurring in various 

materials. From Equation 2.8, it is clear that the Auger kinetic energy is independent of the initial 

photon energy. Therefore, the XAES spectral intensities are plotted as a function of the kinetic 

energy rather than the binding energy as in XPS. It should be mentioned that x-ray notation is 

used to specify the Auger process (as compared to spectroscopic notation used in XPS).  

As mentioned in 2.1.1.1, x-ray emission (XES) is a competing process to the Auger process. 

However, as shown in Figure 2.5 below, for light elements (Z< 30), Auger emission is more 

likely to occur:  

 

Figure 2.5. Auger and fluorescence x-ray yields as a function of the atomic number when a core hole is 

created in the K shell (i.e., the 1s orbital). The fluorescence yields are denoted as 𝜔𝐾 with square data 

points, while the Auger yields are denoted as 𝑎𝐾 with circle data points. Figure reproduced from Ref.75. 
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The Auger kinetic energy is element specific, and Auger spectra have very distinct shapes 

depending on the specific transitions. As such they offer complimentary information to XPS on 

the chemical structure of the investigated material. Due to the complex shapes of Auger spectra, 

the fitting procedure differs to that of XPS spectra. Rather than using an analytical function, the 

Auger spectra of a reference material/sample are taken, and a multi-component fit is performed.  

The chemical shifts of the Auger spectra are often larger than of the corresponding photoelectron 

peaks. Combining this information can be very useful when analyzing the chemical structure, 

which is done by calculating the modified Auger parameter for an element, 𝛼′, which is defined 

as follows:  

 𝛼′ = 𝐸𝑏𝑖𝑛(𝑝ℎ𝑜𝑡𝑜𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛) + 𝐸𝑘𝑖𝑛(𝐴𝑢𝑔𝑒𝑟). (2.9) 

 

In other words, the binding energy of the most prominent photoemission peak, and the kinetic 

energy of the most prominent Auger peak are added together. It is robust to charging effects 

since charging has the opposite effect on kinetic and binding energies. This makes it easier to 

identify the chemical compounds in a material. Values of the modified Auger parameter are 

presented in literature such as the NIST XPS Database,76 and are often shown in the form of a 

Wagner plot: the photoelectron binding energies are plotted on the x-axis, and the corresponding 

Auger kinetic energies are plotted on the y-axis; diagonal lines indicate the calculated modified 

Auger parameter.77  

 

   2.1.1.3 Synchrotron based (hard) x-ray photoelectron spectroscopy 

 

In 2.1.1.1, it was mentioned how bremsstrahlung contributes to the background of the x-ray 

radiation, upon which are situated the characteristic x-ray lines. The bremsstrahlung is mostly 

seen as an impediment and can be removed by monochromatizing the x-ray light. The generation 

of synchrotron radiation can be understood by drawing a parallel to how bremsstrahlung is 

created.  

The synchrotron was invented by Vladimir Veksler in 1944,78 and is a type of cyclic particle 

accelerator where an electric field is used to accelerate the particles, and a magnetic field is used 



16 
 

to bend their trajectory (bending magnets). The particles travel with a constant speed, and in a 

(nearly) circular trajectory; thus, they have a centripetal acceleration. According to the classical 

theory of electromagnetism, they emit radiation as a result of this acceleration. This radiation can 

be used as the light source for various experiments. The storage ring is a special type of 

synchrotron where the electrons are “stored” by circulating with a (mostly) constant energy. At 

the KIT light source, the electrons circulate around the storage ring at 2.5 GeV.79 The radiation is 

produced at bending magnets and specialized insertion devices called wigglers and undulators 

that are inserted into the straight sections of the storage ring, creating highly brilliant synchrotron 

radiation. Beamlines are built tangentially to the bending magnets or insertion devices and 

capture the radiation exiting at a tangent from the storage ring. Figure 2.6 shows the layout of the 

KIT light source:  

 

 

Figure 2.6. Schematic layout of the KIT light source: microtron, storage ring, and beamlines (X-SPEC 

beamline on the lower right side). Figure reproduced from Ref.80. 

 

In this dissertation, photoelectron spectroscopy (PES) studies were done at the (double) 

undulator X-SPEC beamline at the KIT synchrotron.62 Experimental details and the beamline 

layout are presented in Chapter 3. The x-ray beam has a high photon flux and is much more 
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intense and collimated than the laboratory-based sources. In addition, one of the main advantages 

is the available variation of photon energy as compared to the discrete photon energy in 

laboratory-based XPS. In particular, X-SPEC offers a wide photon energy range of 70 eV up to 

15 keV. Experiments presented in this dissertation were performed in the photon energy range 

from 70 eV to 6.3 keV, corresponding to a maximum IMFP (when the kinetic energy is maximal 

and the binding energy is close to zero) from 0.5 to 7.9 nm (see Table 5.1 in Chapter 5). 

Experiments performed with photon energies of 2.1 keV and higher are referred to as hard x-ray 

PES (HAXPES). By performing (HAX)PES measurements on a sample at these wide range of 

photon energies, information on the chemical and electronic structure of both its bulk and surface 

can be obtained. In Chapter 5, valence band measurements at this wide range of photon energies 

are presented.  
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2.1.2   X-ray Spectroscopies 
 

2.1.2.1 X-ray absorption and emission spectroscopies 

 

In all of the techniques discussed in 2.1.1, the emitted electrons were detected, i.e., “photon in, 

electron out” techniques were presented. In this section, “photon in, photon out” techniques are 

discussed. Figure 2.7 illustrates the x-ray absorption (XAS) and x-ray emission (XES) processes:  

 

Figure 2.7. Schematic representation of the XAS and XES, and RIXS processes. a) describes XAS, b) 

describes XES (the initial excitation is shown in gray and is non-resonant, with the photoelectron leaving 

the system), and a) followed by b) describes RIXS (without the excitation shown in gray).   

In XAS (Figure 2.7 a)), an incident x-ray photon with energy ℎ𝜈𝑖𝑛 is used to excite a core 

electron into the conduction band (not into the vacuum as in XPS). The absorption is measured 

and plotted as a function of ℎ𝜈𝑖𝑛. In XES, the excitation is typically non-resonant, i.e., ℎ𝜈𝑖𝑛 is 

significantly larger than the energy required to excite the core electron into the conduction band. 

This initial excitation is shown in gray in Figure 2.7 b). The created core hole is then filled by an 

electron lying at a higher level (the valence band or higher-lying core levels). The energy created 

by this relaxation process is used in the emission of another photon, which is detected in XES 

experiments. The intensity of the emitted x-rays is plotted as a function of ℎ𝜈𝑜𝑢𝑡. 
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As for photoelectron spectroscopy, the transitions from the initial to final states are described by 

Fermi’s golden rule (Equation 2.4). In the dipole approximation, the interaction Hamiltonian can 

be written as: �̂�′ = 𝑒 ∙ 𝑟, where 𝑒 is the polarization vector of the light source and 𝑟 is the 

position vector. This approximation works well for light atoms such as O with small core wave-

functions, i.e., small 𝒓, and small photon energies, i.e., small ℎ𝜈.81 Keeping in mind the 

definition of the density of states, 𝜌(𝐸) =  ∑
2𝜋

ℏ𝑓 𝛿(𝐸 − 𝐸𝑓),  XAS and XES intensities can be 

written as:  

𝐼𝑋𝐴𝑆(ℎ𝜈𝑖𝑛) ∝ |⟨𝜓𝑓|𝑒 ∙ 𝑟|𝜓𝑖⟩|
2
𝜌𝑓(𝐸𝑓), 𝐸𝑓 = 𝐸𝑖 + ℎ𝜈𝑖𝑛                                                 (2.10) 

𝐼𝑋𝐸𝑆(ℎ𝜈𝑜𝑢𝑡) ∝ |⟨𝜓𝑓|𝑒 ∙ 𝑟|𝜓𝑖⟩|
2
𝜌𝑖(𝐸𝑖), 𝐸𝑖 = 𝐸𝑓 + ℎ𝜈𝑜𝑢𝑡                                               (2.11) 

 

For the XAS and XES intensities to be non-zero, the states must have an overlap with the 

localized core hole. In addition, the dipole selection rules must be followed, in particular, the 

angular momentum quantum number L must follow: ∆L = ±1. This is why in XAS and XES the 

intensity is proportional to the local partial DOS (LPDOS). In Chapter 6, the O 1s core-level is 

probed by XAS and XES. This means that transitions from a state with overlap with the O 1s 

with p symmetry are allowed. Due to the transition matrix elements, the XAS and XES spectra 

depend on the orientation of the crystal with respect to the polarization of the incident x-ray 

beam, which will be explored in Chapter 6. 

Similar to the IMFP for electrons, the x-ray attenuation length describes the distance that the  

x-ray travels in a material before its intensity decreases to 1/𝑒 of its initial value. The attenuation 

lengths are tabulated in the Center for X-Ray Optics x-ray database,82 and are on the order of 0.1 

𝜇m or 100 nm for O K XAS and XES of Ga2O3 (photon energies ~ 530 eV). So, these X-ray 

spectroscopic methods probe the bulk of the material, in contrast to the surface-sensitive XPS 

and XAES.  

To combat the low fluorescence yield (for elements with 𝑍 < 30; see Figure 2.5), and to be able 

to tune the x-ray energies, a high-flux source as provided by synchrotron radiation and a 

spectrometer with a high-efficiency are indispensable for XAS and XES experiments. In XAS, 

information about the unoccupied states, i.e., the CB in semiconductors, or the lowest 
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unoccupied molecular orbital (LUMO) for molecules is obtained, while in XES, the occupied 

states, i.e., the VB in semiconductors, or the highest unoccupied molecular orbital (HOMO) for 

molecules is obtained. XAS and XES are bulk-sensitive techniques, which means that how the 

sample surface is prepared is less critical than for the surface-sensitive photoelectron 

spectroscopy methods. Thus, XAS and XES measurements may be advantageous compared to 

XPS or HAXPES for samples with poorly defined surfaces and molecular systems.  

 

2.1.2.2 Resonant inelastic x-ray scattering 

 

Historically, because of experimental limitations, XAS and XES spectra were obtained 

separately, and were thus considered as two independent, although related processes.83 However, 

with the advances in synchrotron radiation sources in the 1990s, it was shown that when the 

incident photon energy ℎ𝜈𝑖𝑛 is chosen such that it is close to the x-ray absorption edge of the 

material, the emission spectra strongly depend on ℎ𝜈𝑖𝑛. The results of the C K edge resonant 

emission spectra of diamond were formative in further developments.84 In a subsequent paper by 

one of the same authors,83 it was shown that the absorption and emission is in fact a one-step 

process, where the photon is scattered, losing the energy (ℎ𝜈𝑖𝑛 − ℎ𝜈𝑜𝑢𝑡) as a result. In solid state 

systems, an electron hole pair is formed. This combined process is called resonant inelastic x-ray 

scattering (RIXS). Whereas the transition probability for one-photon processes (XPS, XES, 

XAS) is given by Equation 2.4, for two photon processes (RIXS and other scattering processes), 

the intensity is proportional to the scattering cross-section given by the Kramers-Heisenberg 

formula:85–87 

 

𝐼𝑅𝐼𝑋𝑆(ℎ𝜈𝑖𝑛, ℎ𝜈𝑜𝑢𝑡) ∝
𝜈𝑜𝑢𝑡

𝜈𝑖𝑛
∑ ∑

|⟨𝑓|𝒑 ∙ 𝑬𝒐𝒖𝒕|𝑚⟩⟨𝑚|𝒑 ∙ 𝑬𝒊𝒏|𝑖⟩|
2

(𝐸𝑚−𝐸𝑖−ℎ𝜈𝑖𝑛)
2+

Γ𝑚
2

4

𝛿(ℎ𝜈𝑖𝑛 − ℎ𝜈𝑜𝑢𝑡 − 𝐸𝑓 + 𝐸𝑖)𝑚𝑓    (2.12) 

Here, |𝑖⟩ is the initial ground state, |𝑓⟩ is the final state with an electron in the CB and a hole in 

the VB, and |𝑚⟩ is the intermediate state with the core hole with lifetime broadening Γ𝑚, and the 

summation is performed over all intermediate and final states. 𝐸𝑖, 𝐸𝑚, and 𝐸𝑓 are the energies of 

the initial, intermediate, and final states, and the Dirac-delta function ensures energy 

conservation. When ℎ𝜈𝑖𝑛 is on-resonance, the scattering cross-section can be enhanced by many 
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orders of magnitude. If there was no Γ𝑚, the condition for resonance would be: 

 𝐸𝑚 − 𝐸𝑖 − ℎ𝜈𝑖𝑛 → 0 . Then, 𝐸𝑚 → 𝐸𝑖 + ℎ𝜈𝑖𝑛 , i.e., resonance would only occur when the 

incident photon energy is approaching the absorption edge. With Γ𝑚, the condition for resonance 

becomes: (𝐸𝑚 − 𝐸𝑖 − ℎ𝜈𝑖𝑛)
2 ⪅

Γ𝑚
2

4
. So, detuned excitation is possible, within the limits of Γ𝑚 

(following a Lorentzian distribution)88. Thus, the lifetime broadening of the intermediate states 

allows to use photon energies below the absorption edge to excite electrons into “virtual” states, 

with an associated Raman shift (see Chapter 6). Since there is no core hole in the final state, the 

lifetime broadening of the core hole is eliminated. The above Figure 2.7 a) followed by b) 

illustrates the one-step process of RIXS.  

The RIXS spectral intensity is a function of both ℎ𝜈𝑖𝑛 and ℎ𝜈𝑜𝑢𝑡, so a two-dimensional 

representation of the data is desirable. However, usually only a few RIXS spectra can be 

measured, and it would take a very long time to obtain densely spaced RIXS spectra. The high-

transmission, high-resolution spectrometer developed by our group (see Chapter 3) allows 

measurements of “maps”, two-dimensional plots of a series of emission spectra for each 

excitation energy of a “normal” XAS scan, to be performed in less than an hour.89  
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2.2 Computational Methods 
 

(This section is based on the introduction given in Ref.90. Readers are also referred to other 

introductory material such as 91). 

Computational solid-state physics/chemistry deals with calculating various properties of 

molecules and solids. In this dissertation, the focus is on calculating the electronic structure of 

solids, from which spectra (PES, XAS, XES, and RIXS spectra) are obtained. A solid is a system 

of 𝑁 + 𝑍𝑁 interacting particles, where 𝑁 is the number of nuclei, and 𝑍 is the number of 

electrons in an atom. This is a many-body problem for which the exact many-body Hamiltonian 

is:  

 

�̂� = −
ℏ2

2
∑

∇
�⃗⃗�𝑖

2

𝑀𝑖
𝑖

−
ℏ2

2
∑

∇𝑟𝑖
2

𝑚𝑒
𝑖

 

−
1

4𝜋𝜖0 
∑

𝑒2𝑍𝑖

|�⃗⃗�𝑖 − 𝑟𝑖|
+

1

8𝜋𝜖0 
∑

𝑒2

|𝑟𝑖 − 𝑟𝑗|𝑖,𝑗

 

𝑖,𝑗

 

+ 
1

8𝜋𝜖0 
∑

𝑒2𝑍𝑖𝑍𝑗

|�⃗⃗�𝑖 − �⃗⃗�𝑗|
 

𝑖≠𝑗

 

(2.13) 

 

The nuclei are located at 𝑅𝑖 with mass 𝑀𝑖 and the electrons are at 𝑟𝑖 with mass 𝑚𝑖. The terms in 

the Hamiltonian are (from first to last): the kinetic energy operator of the nuclei, the kinetic 

energy operator of the electrons, and the Coulomb interaction between the electrons and nuclei, 

the electron-electron interaction, and the nuclei-nuclei interaction. Solving the Schrödinger 

Equation for this many-body problem exactly is not possible, and some approximations must be 

made. 

The first approximation made is the Born-Oppenheimer approximation. Since the nuclei are 

much heavier and hence slower than the electrons, they can be assumed to be fixed, and the 

electrons are moving in the external potential of the nuclei. This removes the first term of the 

Hamiltonian in Equation 2.13 and reduces the last term to a constant, resulting in:  
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�̂� =  �̂� + �̂� + �̂�𝑒𝑥𝑡 

 

   (2.14) 

where �̂� is the kinetic energy operator of the electrons, �̂� is the potential energy of the electron-

electron interaction, and �̂�𝑒𝑥𝑡 is the potential energy of the electron-nuclei interaction. This 

Hamiltonian is still too large and complex to be able to solve. Several methods have been 

developed to further simplify the problem, such as the Hartree-Fock method92, and Density 

Functional Theory, the latter of which will be introduced below.  

 

2.2.1 Density Functional Theory 
 

As the name implies, in Density Functional Theory (DFT), the ground-state properties of a 

many-body system are obtained through the functional (function of another function) of the 

density. The theory of DFT was first established by the two theorems of Hohenberg and Kohn93, 

and the Kohn-Sham equations94 allowed the practical implementation of DFT. The Kohn-Sham 

equations enable the many-body problem of 𝑁 interacting electrons in a static external potential 

(the nuclei) to be reduced to a problem of 𝑁 non-interacting electrons in potentials due to the 

nuclei, as well as due to exchange and correlation effects. The Kohn-Sham Hamiltonian �̂�𝐾𝑆 is:  

 

 

�̂�𝐾𝑆 = �̂�0 + �̂�𝐻 + �̂�𝑥𝑐 + �̂�𝑒𝑥𝑡 

 

   (2.15) 

where �̂�0 is the functional for the kinetic energy of a non-interacting electron gas, �̂�𝐻 is the 

Hartree potential, �̂�𝑥𝑐 is the exchange-correlation functional, and �̂�𝑒𝑥𝑡 is the external potential. 

The theorem of Kohn and Sham states that the exact ground-state density of an 𝑁-electron 

system is given by:  

 

 

𝜌(𝑟) =  ∑𝜙𝑖(𝑟)
∗𝜙𝑖(𝑟)

𝑁

𝑖=1

 

    

(2.16) 
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where 𝜙𝑖(𝑟) are 𝑁 single-particle wave functions that are solutions to the Schrödinger-like 

Kohn-Sham equations:  

 

 

�̂�𝐾𝑆𝜙𝑖 = 𝜖𝑖𝜙𝑖 

 

   (2.17) 

The eigenvalues and eigenvectors can be obtained using traditional linear algebra techniques. It 

is important to note that the 𝜙𝑖 and 𝜖𝑖 are wavefunctions and energies of a fictitious system, i.e., 

they are not the electronic wavefunctions and energies. The Kohn-Sham equations are solved 

iteratively: an initial density 𝜌0 is guessed, from which a Hamiltonian �̂�𝐾𝑆1 is built. Then, the 

equations are solved, obtaining a set of 𝜙1, from which 𝜌1 is obtained. If 𝜌1 and 𝜌0 are equal, 

then the true ground-state density has been obtained. Usually this is not the case, and then the 

cycle is repeated until 𝜌𝑛 = 𝜌𝑛−1 with a given precision (which is set by a convergence 

parameter). This is known as the self-consistent field cycle (SCF).  

If the exchange-correlation functional �̂�𝑥𝑐 was known, then DFT would allow to obtain the exact 

ground-state density. However, the exchange-correlation functional is in fact not known and 

must be approximated. One such approximation is the local density approximation (LDA), where 

the material is divided into a 3-dimensional grid of infinitesimally small volumes with a constant 

density. Then, it is assumed that the contribution from each such volume to the exchange-

correlation energy is the same as that of a homogenous electron gas, with the same overall 

density as the material has in this volume.90 The LDA functional is very efficient as it only 

depends on the local density.95 Further elaborated approximations are where both the local 

density and its gradient play a role, and such approximations are known as generalized gradient 

approximations (GGA). The Perdew-Burke-Ernzerhof (PBE) functional 96 belongs to the class of 

GGA functionals, and is the one used in the calculations presented in this dissertation.  

To solve the Kohn-Sham equations, the wavefunctions need to be expressed in a chosen finite 

basis set. Examples of two different types of basis sets are plane waves, and augmented plane 

waves plus local orbitals, which are used in Quantum Espresso (to obtain the ground-state 

wavefunctions in OCEAN) and Wien2k, respectively. One of the main differences in the two 
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methods employed in Quantum Espresso and Wien2k is how the core and valence electrons are 

treated. The two methods will be introduced in the following two sections.  

 

2.2.1.1 Plane wave pseudopotential method 

 

Assuming that there are periodic boundary conditions applied to the investigated material, 

following Bloch’s theorem, its eigenfunctions 𝜓
�⃗⃗�
𝑛 can be written in the plane wave basis set as 

follows: 

 

 

𝜓
�⃗⃗�
𝑛(𝑟) =  ∑𝑐

�⃗⃗�

𝑛,�⃗⃗�

�⃗⃗⃗�

𝑒𝑖(�⃗⃗�+�⃗⃗⃗�)∙𝑟 

 

   (2.18) 

where �⃗⃗� is the vector in the first Brillouin zone, �⃗⃗⃗� is the reciprocal lattice vector (often labeled as 

�⃗�), 𝑛 is the band index, and 𝑟 is the position vector. There are an infinite set of coefficients 

𝑐
�⃗⃗�

𝑛,�⃗⃗�
for the basis functions of the form 𝑒𝑖(�⃗⃗�+�⃗⃗⃗�)∙𝑟. For practical purposes a finite number of basis 

functions are required, so only plane waves with �⃗⃗⃗� ≤  �⃗⃗⃗�𝑚𝑎𝑥 are used in the basis set. This 

corresponds to a plane-wave cutoff energy of:  

 

 

𝐸𝑐𝑢𝑡 =
ℏ2𝐾𝑚𝑎𝑥

2

2𝑚𝑒 
 

 

   (2.19) 

This cut-off energy must be specified when setting up the calculations.  

The valence electrons are far away from the nuclei and can be approximated as free electrons. 

Plane waves are solutions of the Schrödinger equation when there is no potential in the 

Hamiltonian. On the other hand, the core electrons are much better described by atomic-like 

wavefunctions (see next section). In fact, the radial part of the wavefunction oscillates the most 

in the regions closest to the nuclei, so trying to describe this region by plane waves would require 

such a large number of basis functions that computations would be complicated  To solve this 
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problem, since the core electrons do not directly participate in chemical bonding, they are 

“frozen out”, and the potential in the regions close to the nuclei is replaced by a pseudopotential, 

which acts on corresponding pseudo wavefunctions. Then the core electrons are not part of the 

subsequent DFT calculation. Thus, the required basis set is small, and the number of electrons is 

reduced, so the computations can be carried out. It is important to use pseudopotentials that are 

soft (require few plane waves) and transferrable (system-independent). In OCEAN, the OPIUM 

code97 is used to generate the pseudopotentials.  

Since the ultimate goal is to calculate spectra where (usually) electrons are excited from core 

levels, the core levels must be accounted for. So, in OCEAN, after the pseudopotential-based 

DFT calculation is performed, a separate calculation of the core level wavefunctions is 

performed for an isolated atom.98,99 A transformation from the pseudo to these all-electron 

wavefunctions is required; the projector augmented wave (PAW) method100 is used in OCEAN 

for this transformation. 

2.2.1.2 Augmented plane wave-based all-electron method 

 

Other type of methods are the augmented plane wave (APW) - based methods. As shown in 

Figure 2.8, in APW-based methods, the unit cell is divided into two regions: spheres (sphere 𝑥 

has radius 𝑅𝑥), and the interstitial region between the spheres, I: 
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Figure 2.8. Division of the unit cell into the muffin tin regions, and the interstitial regions90. 

 Electrons inside the spheres have atomic-like wavefunctions, while electrons in the interstitial 

region behave like plane waves. The potential is assumed to be spherically symmetric inside the 

spheres, and constant in the interstitial region, so it is called the muffin-tin potential, and the 

spheres are referred to as muffin-tin spheres. The APW basis function is defined as:  

 

 

𝜙
�⃗⃗⃗�
�⃗⃗�(𝑟, 𝐸) =

{
 
 

 
 

1

√𝑉
𝑒𝑖(�⃗⃗�+�⃗⃗⃗�)∙𝑟 , 𝑟 ∈ 𝐼

∑𝐴𝑙𝑚
𝛼,�⃗⃗�+�⃗⃗⃗� 𝑢𝑙

𝛼

𝑙,𝑚

(𝑟′, 𝐸)𝑌𝑚
𝑙 (𝑟′), 𝑟′ ∈ 𝑆𝛼 

 

 

  (2.20) 

where  �⃗⃗�, �⃗⃗⃗� , and 𝑟 are defined as before for the plane waves, and 𝑉 is the volume of the unit 

cell. The radial part of the atomic orbitals is 𝑢𝑙
𝛼, and 𝑌𝑚

𝑙  are the spherical harmonics (𝑙 and 𝑚 are 

the angular and magnetic quantum numbers, respectively). The distance inside the sphere relative 

to its center is 𝑟′ as shown in Figure 2.8.  
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To have a well-defined kinetic energy, the plane wave outside the sphere must match the 

function inside the sphere, which determines the coefficients 𝐴𝑙𝑚
𝛼,�⃗⃗�+�⃗⃗⃗� 

. However, the eigenenergy 

E is still undefined. In the APW method, it must be guessed first, and an iterative procedure is 

carried out where the APWs are determined for this trial E, from which the Hamiltonian is 

constructed, the matrix equation is solved, and new E are determined, until they are the same as 

the trial E. This results in a long computation time. To combat this problem, in the linearized 

augmented plane wave method (LAPW), a Taylor expansion of 𝑢𝑙
𝛼(𝑟′, 𝐸) at some known energy 

E0 is performed, and is approximated by the first two terms. Then, the resulting LAPW basis 

functions are:  

 

𝜙
�⃗⃗⃗�
�⃗⃗�(𝑟) =

{
 
 

 
 

1

√𝑉
𝑒𝑖(�⃗⃗�+�⃗⃗⃗�)∙𝑟 , 𝑟 ∈ 𝐼

∑(𝐴𝑙𝑚
𝛼,�⃗⃗�+�⃗⃗⃗� 𝑢𝑙

𝛼

𝑙,𝑚

(𝑟′, 𝐸0) + 𝐵𝑙𝑚
𝛼,�⃗⃗�+�⃗⃗⃗��̇�𝑙

𝛼(𝑟′, 𝐸0))𝑌𝑚
𝑙 (𝑟′), 𝑟′ ∈ 𝑆𝛼,

 

 

        (2.21) 

where �̇�𝑙
𝛼 is the derivative of 𝑢𝑙

𝛼. To determine the coefficients 𝐴𝑙𝑚
𝛼,𝑙𝑜 

and 𝐵𝑙𝑚
𝛼,𝑙𝑜

, the plane waves 

and the functions inside the sphere, as well their derivatives, must match each other at the 

boundary. In the final step, rather than taking one universal E0, a set of eigenvalues Etl are taken.  

In the APW+ lo method, another type of basis functions called local orbitals (lo) are added (for 

each atom), which are zero in the interstitial region, and in the muffin tin region of other atoms: 

 

 

𝜙𝛼,𝑙𝑜
𝑙𝑚 (𝑟) = {

0, 𝑟 ∈ 𝐼

∑(𝐴𝑙𝑚
𝛼,𝑙𝑜 𝑢𝑙

𝛼

𝑙,𝑚

(𝑟′, 𝐸)+𝐵𝑙𝑚
𝛼,𝑙𝑜�̇�𝑙𝑚

𝛼,𝑙𝑜(𝑟′, 𝐸))𝑌𝑚
𝑙 (𝑟′), 𝑟′ ∈ 𝑆𝛼  

 

        (2.22) 

where �̇�𝑙𝑚
𝛼,𝑙𝑜

 is the derivative of 𝑢𝑙
𝛼. The two coefficients 𝐴𝑙𝑚

𝛼,𝑙𝑜 
and 𝐵𝑙𝑚

𝛼,𝑙𝑜
are determined by 

requiring that the local orbital has zero value at the boundary of the muffin tin, and also that it is 

normalized. 
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In the APW-based methods, the cutoff parameter for the number of basis functions used is the 

product of the smallest muffin tin radius (𝑅𝛼
𝑚𝑖𝑛) and the largest K vector (𝐾𝑚𝑎𝑥, same as for the 

plane-wave basis), 𝑅𝛼
𝑚𝑖𝑛𝐾𝑚𝑎𝑥 = 𝑙𝑚𝑎𝑥. Typically, this cutoff parameter is set to a value between 

6 and 9 101. The (L)APW-based methods are all-electron methods, so core and valence electrons 

are treated together in the same way. 

 

2.2.2 The Bethe-Salpeter Equation approach 
 

DFT calculations provide accurate results for the ground-state electron density, and allow to 

obtain good results for the band structure and density of states of various materials. It is also 

possible to obtain high quality spectra where, according to the final state rule102–104, the final 

state is not influenced by core hole effects, such as for XES, and PES. For example, in our group, 

the sulfur L2,3 XES spectra were calculated in Wien2k for various sulfates105 and sulfides106. DFT 

calculations of the PES spectra of various polymorphs Ga2O3 were performed in literature,57 with 

a very accurate description of the experimental spectra obtained. Chapters 5 and 6 present results 

of DFT-calculated PES and XES spectra for 𝛽-Ga2O3. However; in XAS, the final state consists 

of a bound core-excitonic state (the core hole and electron in the CB), and in RIXS, there is a 

valence-excitonic state (electron in the CB and hole in the VB) in the final state. The electron-

hole interactions cannot be described by DFT, and additional approaches are required.  

The Bethe-Salpeter Equation (BSE)107 is generally used in condensed matter physics to describe 

neutral particle-hole excitations. The excited system with a core/valence exciton is described in 

the framework of linear response theory and Green’s functions where the x-ray photon is treated 

as a perturbation. The BSE Hamiltonian is given by:  

 

 

�̂�𝐵𝑆𝐸 = �̂�𝑒 + �̂�ℎ + �̂�𝑒ℎ 

 

   (2.23) 

where �̂�𝑒 is the single-particle electron Hamiltonian, �̂�ℎ is the single-particle hole Hamiltonian, 

and �̂�𝑒ℎ is the electron-hole interaction Hamiltonian. �̂�𝑒 is essentially the Kohn-Sham 

Hamiltonian �̂�𝐾𝑆 with some corrections applied as described in Ref.108. �̂�ℎ is given by:  
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�̂�ℎ = 𝜖𝑐 + 𝜒 + 𝑖Γ 

 

   

    (2.24) 

where 𝜖𝑐 is the binding energy of the core hole, 𝜒 is the spin-orbit splitting, and Γ is the lifetime 

broadening. �̂�𝑒ℎ is the sum of the direct (�̂�𝐷) and exchange (�̂�𝑥) interaction terms:  

 

 

�̂�𝑒ℎ = �̂�𝐷 + �̂�𝑥 

 

    (2.25) 

In OCEAN, to evaluate the BSE Hamiltonian, rather than integrating over the Brillouin zone, the 

integrals are replaced by a finite k-point mesh of electron and hole states.63 The size of this  

k-point mesh is one of the inputs that must be supplied prior to starting the calculation. The 

number of conduction bands included in the calculation is also finite, and is a parameter supplied 

as an input as well. In OCEAN, the BSE calculations are performed within the Tamm-Dancoff 

approximation,109 where the coupling between excitations and de-excitations is neglected.  

So, to obtain the XAS and RIXS spectra, the ground-state electron density is first calculated. 

Then, the BSE Hamiltonian is constructed from the DFT Kohn-Sham Hamiltonian for the 

electrons, the Hamiltonian for the holes, and the Hamiltonian describing their interactions. Upon 

solving it, final spectra can be obtained. More details of the BSE approach and linear-response 

formalism as implemented in OCEAN can be found in literature such as Refs 63,108,110. In Chapter 

6, the XAS, XES, and RIXS spectra calculated using OCEAN are presented.  
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2.3  Application of Ga2O3 as a buffer layer in Cu(In,Ga)Se2 – based thin 

film solar cells 
 

In solar cells, light is converted into electricity by the photovoltaic effect: if the incident photon 

has an energy greater than the bandgap of the material, ℎ𝜈 > 𝐸𝑔, an electron will be ejected 

from the VB into the CB, creating an electron-hole pair. A potential difference is applied, and 

after attaching a load, a closed electrical circuit is created such that the electron-hole pair doesn’t 

recombine, and so that there is one direction in which the electrons flow (the holes flow in the 

opposite direction) and not simply an accumulation of charge on the surface. This voltage is 

created by a p-n junction, made of either two different layers of the same material but with 

different doping (homojunction), or made of two different materials (heterojunction). Typically, 

electrons flow through the n-type layer towards the front contact, and holes flow through the  

p-type layer towards the back contact, although the role of front and back contact can be reversed 

in some materials. The front and back contacts are the metal contacts which are attached to a 

load to complete the electric circuit. Figure 2.9 shows a schematic diagram of the p-n junction:  

 

Figure 2.9. Schematic of the p-n junction in solar cells. Figure reproduced from Ref. 111. 

The most commonly used solar cells are crystalline Si solar cells, where the p-n junction is made 

by different doping (n-type Si is most often doped with P and p-type Si with B). It is currently 
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the most dominant type of cell used because of the high efficiencies (27.6% is the current world 

record for single crystal cells112) as well as the relatively low cost. However, for many decades, 

thin-film solar cells, such as amorphous silicon (a-Si)113, cadmium telluride (CdTe)114 and copper 

indium gallium diselenide (Cu(In,Ga)Se2, CIGSe)115 have been studied in parallel. Among the 

thin-film materials relevant for industry, CIGSe-based cells have the highest efficiency and are 

comparable to Si (the current world record for CIGSe is 23.6%).112 CIGSe has a high absorption 

coefficient. This means that much smaller amounts of CIGSe are used (1-2 𝜇m) compared to Si 

(160-190 𝜇m). Another advantage of CIGSe is that its bandgap can be modified by varying the 

Ga/(Ga+In) (GGI) ratio making better use of the solar spectrum: the bandgap is 1.04 eV for 

CuInSe2
116 and goes up to 2.49 eV for CuGaSe2

117. In addition, thin-film solar cells are lighter 

and more flexible than Si-based solar cells.  

In a simplified picture, in CIGSe-based solar cells, there is a p-n junction where the CIGSe 

absorber is of the p-type, while the buffer material is of the n-type. However, this description is 

only considering the bulk of the materials, and cannot accurately describe the absorber and 

buffer surfaces, as well as their interface. Below the absorber is the back contact made out of 

Mo, which is typically 0.5-1 𝜇m thick. The Mo is placed on a substrate, which is most often 

made out of soda-lime glass. The buffer layer is typically made out of CdS. Above the buffer is 

the front contact, which is also called the window layer, and is made of a bilayer of transparent 

conductive oxides (TCOs), typically ZnO and ITO (indium tin oxide). Figure 2.10 shows a 

schematic of the cross section of a CIGSe solar cell:  
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Figure 2.10. Schematic of the CIGSe solar cell, reproduced from Ref.118.  

 

In 1993, beneficial effects of Na residue from the soda-lime glass substrate on the solar-cell 

efficiency were observed119. Since then, it has been an active area of research to understand and 

optimize the incorporation of alkali metals in CIGSe. The highest efficiency CIGSe solar cells 

have been achieved by application of alkali post-deposition treatments (PDT) to the CIGSe after 

its growth: 20.4% has been achieved with KF-PDT120, 22.6% with RbF-PDT,121 and 23.35% 

with CsF-PDT.43 

Although the buffer layer is most often made of CdS, there are several disadvantages of using it. 

Cd is a toxic material, with its use banned in several countries (for example Japan), and the 

chemical bath deposition (CBD) process which is used to deposit CdS onto CIGSe produces 

waste water which needs to be properly handled122,123. Moreover, the CBD cannot be performed 

in vacuum, which interrupts the (otherwise) vacuum-based process chain16,123. There is also 

parasitic absorption, i.e., when the photon is absorbed but an electron-hole pair is not generated, 

at shorter wavelengths of the solar spectrum. Thus, alternative buffer layers are being developed, 

and in fact the current world records for mini modules and lab-based cells use sputtered 

Zn(O,S)124 or CBD-Zn(O,S,OH)43 buffers, respectively. 

 In this dissertation, samples with radio-frequency (rf) sputter-deposited Ga2O3 as the buffer 

layer were investigated. Ga2O3 was chosen due to its large band-gap of 4.4-4.9 eV (which 

reduces the parasitic absorption), and to have a “dry” production process without interrupting the 

vacuum-based process chain. RbF PDT was applied to the CIGSe, and for half of the samples, an 

additional rinsing step was applied (see Chapter 4 for more details). The complete solar cell was 

made similarly to that shown in Figure 2.10, and showed efficiencies of ~13% for the rinsed 

samples. In Chapter 4, the chemical structure of the rinsed and non-rinsed CIGSe absorbers, the 

Ga2O3 buffer, and their interface is investigated, while in Chapter 5, measurements of the 

valence band of the Ga2O3 buffer are presented.  
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2.4  Crystal structure, Brillouin zone, and band structure of β-Ga2O3 
 

In this thesis, Ga2O3 samples with two different morphologies are studied: nanocrystalline thin-

films (Chapters 4 and 5), and single crystals (Chapters 5 and 6). Crystalline Ga2O3 was first 

discovered to exist as five different polymorphs in 1952: 𝛼, 𝛽, 𝛾, 𝛿, and 휀.125. Various studies 

have conclusively shown that 𝛽-Ga2O3 is the most stable polymorph under standard temperature 

and pressure. Thus, most research has focused only on 𝛽-Ga2O3. Although our collaboration 

partners have shown that the nanocrystalline thin-film samples are a mixture of 𝛼-Ga2O3 and  

𝛽-Ga2O3, here, the sole focus is on the geometry and electronic structure of 𝛽-Ga2O3.  

The crystal structure of 𝛽-Ga2O3 is monoclinic, with lattice parameters 𝑎 = 12.23 Å, 𝑏 = 3.04 Å, 

and 𝑐 = 5.80 Å. The angle between the 𝐚 and 𝐜 axes, 𝛽, is 103.8°, while the angles between the 

other axes are 90°.126–128 Figure 2.11 shows the (conventional) unit cell of 𝛽-Ga2O3.  

 

 

 

Figure 2.11. The conventional unit cell of 𝛽-Ga2O3 (see Refs.128 and 129). Tetdrahedrally-coordinated Ga 

atoms (Ga1) and octahedrally-coordinated Ga atoms (Ga2) are shown in green and blue, respectively. 

Inequivalent O atoms are shown in red (O1), maroon (O2) and purple (O3). The crystal structure was 

produced using the VESTA software.130 
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Following Ref. 128, the unit cell vectors of the conventional unit cell are introduced as follows:  

𝒂 = 𝑎�̂� 

𝒃 = 𝑏�̂� 

𝒄 = 𝑐 𝑐𝑜𝑠𝛽�̂� + 𝑐 𝑠𝑖𝑛𝛽�̂� 

 

Here, �̂�, �̂�, and �̂� are unit vectors parallel to the Cartesian x, y, and z axes.   

 

Figure 2.11 shows that there are 2 inequivalent Ga atoms: those that are tetrahedrally-

coordinated are labeled as Ga1 while those that are octahedrally-coordinated are labelled as Ga2. 

There are also 3 inequivalent O atoms, depending on how they are bonding with the Ga atoms: 

O1 has 2 bonds with Ga2 and 1 bond with Ga1, O2 has 3 bonds with Ga2 and 1 bond with Ga1 

(making it octahedrally-coordinated), and O3 has 1 bond with Ga2 and 2 bonds with Ga1 

(making it tetrahedrally-coordinated).  

The conventional unit cell is constructed from the primitive unit cell shown in Figure 2.12 

below: 

 

Figure 2.12. The primitive unit cell of 𝛽-Ga2O3 (see Ref.128). Tetdrahedrally-coordinated Ga atoms (Ga1) 

and octahedrally-coordinated Ga atoms (Ga2) are shown in green and blue, respectively. Inequivalent O 

atoms are shown in red (O1), maroon (O2) and purple (O3). The crystal structure was produced using the 

VESTA software130.  
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The Brillouin zone can be constructed from the primitive unit cell, and is reproduced from Ref.17 

below:  

 

Figure 2.13. The Brillouin zone of monoclinic 𝛽-Ga2O3, reproduced from Ref.17. The high-symmetry 

points are labeled. The reciprocal lattice vectors are shown in red, and the I-L line is marked in green.  

The reciprocal lattice vectors are shown in red, and the high-symmetry points, the coordinates of 

which are given in Ref.17, are marked. The same points are used for the k-path of the k-resolved 

bandstructure of 𝛽-Ga2O3 shown in Figure 2.14 below.  

 

 

 

 

 

 

 

 

CBM 
VBM 
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Figure 2.14. The k-resolved bandstructure of 𝛽-Ga2O3, calculated in Wien2k. The zero of the energy 

scale corresponds to the valence band maximum. The valence band maximum (VBM) and conduction 

band minimum (CBM) positions are marked by blue circles.  

In Figure 2.14, the positions of the high-symmetry points in reciprocal (k) space are shown on 

the x-axis, and the energy relative to the VBM is shown the y-axis. There are three main regions: 

the upper valence band region at 0 to 7 eV below the VBM, and the Ga 3d and O 2s regions at ~ 

12 eV to 13 eV and ~ 17 eV to 20 eV below the VBM, respectively. The Ga 3d and O 2s display 

some dispersion with k, so they cannot simply be treated as core-levels. They are often referred 

to as semi-core states and are known to influence the (upper) VB structure57,131. A portion of the 

conduction band near the conduction band minimum (CBM) is also shown, and one can see that 

the CBM is at the Γ point. Meanwhile, the VBM is located on the I-L line, so 𝛽-Ga2O3 has an 

indirect band-gap. The I-L line is marked in green in Figure 2.14, to shown that the VBM lies on 

this line.  

This band structure corresponds to what was reported earlier in literature for DFT 

calculations21,128,132. Bandgaps are usually underestimated by DFT in the LDA or GGA 

approximation133, as well as the position of the semi-core states with respect to the VBM.57 Both 

effects are evident in Figure 2.14, while the other features of the bandstructure are well 

reproduced. Thus, in this thesis, the bandgaps are not reported from the above bandstructure.  
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3.  Experimental setup 
 

3.1   Laboratory-based setup 
 

All of the XPS and XAES measurements were performed at the Materials for Energy (MFE) 

Laboratory, which is located at the KIT light source. Figure 3.1 shows a picture of the MFE Lab, 

with the key components labeled:  

 

Figure 3.1. MFE lab, showing the key components used for the measurements presented in this 

dissertation. 

Samples and chemicals are stored in the Ar- filled gloveboxes to avoid air exposure. Most of the 

sample preparation was done in the glovebox as well, except for when preparing the cleaving 

sample holder for the experiments presented in Chapter 5. The samples are directly introduced to 

the UHV system through the load lock (the gloveboxes are connected to the load lock, which is 

not visible in Figure 3.1), transferred to the preparation chamber, and finally to the analysis 

chamber where XPS and XAES measurements are performed. There are two x-ray sources: the 

Scienta Omicron DAR 450 twin anode non-monochromatized x-ray source (of which only Mg 
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𝐾𝛼 is used), and the SIGMA Surface Science MECS monochromatized x-ray source (Al 𝐾𝛼). 

Photoelectrons and Auger electrons are detected by the Scienta Omicron Argus CU electron 

analyzer. 

When real-world samples such as solar-cell samples are investigated, they are usually studied in 

their as-received form. Such is the case for the measurement results presented in Chapter 4. 

However, a low energy Ar+-ion treatment may also be performed to reduce the surface 

adsorbates (C and O) on the sample surfaces. Using the FOCUS FDG 150 ion source, a 1 hour 

long 50 eV ion treatment was performed on the 𝛽-Ga2O3 single crystal to study surface defect 

states (see Chapter 5).  

 

3.2   Synchrotron-based setup 
 

3.1.1 X-SPEC beamline at the KIT Light Source 

 

HAX(PES) measurements were performed at the X-SPEC beamline62 at the KIT light source. As 

mentioned in Chapter 2, the X-SPEC beamline allows to perform measurements in the photon 

energy range 70 eV – 15 keV, thus allowing to obtain both bulk and surface-sensitive 

information about the samples. For HAXPES measurements (ℎ𝜈 = 2.1 keV or higher), the 

photoionization cross section rapidly decreases with increasing photon energy134. So, it is 

important to have a high photon-flux synchrotron-based x-ray source. Figure 3.2 illustrates the 

beamline layout of X-SPEC:  
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Figure 3.2. Schematic layout of the X-SPEC beamline, with a bird’s eye view of the design drawing 

(top), and the schematic of the most important components in the beamline (bottom). Some key 

components are: the undulator source with two magnetic structures (U28 and U50), the hard x-ray 

monochromator (DCM), the soft x-ray monochromator (FVLS-PGM), the two hard X-ray mirrors (M1 

and M2), and the two pairs of soft x-ray mirrors, used to focus the beam into the UHV endstation (M3 

and M4), and the in-situ endstation (M5 and M6), respectively. The path of hard x-rays is shown in blue, 

and the path of soft x-rays is shown in red. Figure reproduced from Ref.62.  

 

In addition to the wide photon energy range, one of the main assets of the X-SPEC beamline is 

the ability to perform measurements with both hard and soft x-rays at the same sample spot 

position. X-rays are generated by the double undulator structure shown on the left of Figure 3.2, 

which is placed in one of the straight sections of the storage ring, as shown in Figure 2.6. It 

consists of two magnetic structures of period length 28 mm (U28) and 50 mm (U50), which are 

used for hard and soft x-rays (above and below 580 eV), respectively62. For hard x-rays, all of 

the soft x-ray components are moved out of the beam, and vice versa. Hard x-rays are 

monochromatized by a double-crystal monochromator (DCM) with pairs of Si (111) and Si (311) 

crystals. The higher harmonics of the Si (111) crystal are also used for higher resolution 

measurements at high energies (for example, the Si (333) reflection is used for measurements at 

6.3 keV presented in Chapter 5), but the photon flux is significantly decreased as a result. Then, 

the collimated hard x-ray beam is focused by two mirrors (M1 and M2) onto the endstations.  

The soft x-rays are monochromatized by a focusing variable-line-space plane-grating 

monochromator (FVLS-PGM). In the PGM, one grating can be chosen to cover the whole energy 

range. Two pairs of mirrors focus the soft x-ray beam onto the endstations: M3 and M4 for the 

UHV endstation, and M5 and M6 for the in-situ endstation. X-SPEC has two endstations: in the 

first one, samples are studied under UHV. All measurement results presented in this dissertation 

were performed at the UHV endstation. There is also another endstation, where samples can be 

studied at or above atmospheric pressures, by separating their environment from the UHV 

environment of the analysis chamber. In Figure 3.2, the path of the hard x-rays is shown in blue, 

and the path of the soft x-rays is shown in red.  
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In the (HAX)PES measurements, photoelectrons are detected by the Phoibos 225 electron 

analyzer (SPECS), and are collected at 90° with respect to the incoming x-ray beam.62 The x-ray 

source is linearly polarized, in contrast to laboratory-based XPS where the source is unpolarized. 

Thus, the electrons are collected parallel to the photon polarization vector.  

XAS, XES, and RIXS are also all possible measurement techniques at X-SPEC. However, the  

O K RIXS data of Ga2O3 (Chapter 6) for this thesis were collected with the SALSA endstation at 

Beamline 8.0.1 of the Advanced Light. The next section will briefly introduce Beamline 8.0.1 

and SALSA.  

 

3.1.2 SALSA endstation at Beamline 8.0.1 at the Advanced Light Source, 

Berkeley 
 

All the XAS, XES, and RIXS measurements in this thesis were performed at the SALSA 

endstation of Beamline 8.0.1 at the Advanced Light Source (ALS), Lawrence Berkeley National 

Laboratory. Figure 3.3 shows a schematic layout of Beamline 8.0.1:  

 

Figure 3.3 Schematic layout of Beamline 8.0.1. Some of the key components are: the undulator, mirrors, 

entrance slit, spherical grating monochromator (SGM), and exit slit. There are two endstations at 

Beamline 8.0.1.1: the stationary SXF endstation, and a rollup spot that can be used by “rollable” 

endstations, i.e., SALSA. Figure reproduced from Ref.135.   
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Beamline 8.0.1 is a soft x-ray beamline. Similar to X-SPEC at KIT, the x-rays are generated by 

an undulator structure placed in one of the straight sections of the storage ring. The undulator has 

a period of 50 mm, and offers the energy range of 80-1250 eV. The x-rays are monochromatized 

and collimated by the spherical grating monochromator (SGM). Mirrors and apertures direct the 

beam through the entrance slit, SGM, and exit slit, to either Beamline 8.0.1.1 or 8.0.1.2. Our 

group is only using Beamline 8.0.1.1, which has two endstations: the SXF endstation is 

stationary, while SALSA is a rollup endstation (it is “rolled in” for each beamtime). In addition 

to measuring solid state samples, SALSA also allows to study liquids, gases, and their interfaces 

by means of its flow-through liquid cell which is separated from UHV by a thin window 

membrane.136  

The SALSA endstation has a high-resolution, high-transmission x-ray spectrometer,137 with an 

entrance slit-less design, a spherical collecting mirror, a variable line spacing grating, and a soft 

x-ray CCD. It has a resolving power of 1200 or better, over the photon energy range of 130-650 

eV. The spectrometer is optimized for the S L2,3, C K, N K, and O K edges, since these 

compounds are typically present in organic materials, and allows to detect them simultaneously 

in the appropriate diffraction orders (O K is detected in the 3rd or 4th order).  
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4 Chemical structure of the Ga2O3/Cu(In,Ga)Se2 interface 
 

The majority of the following chapter is published in ACS Applied Materials and Interfaces. 

Reprinted with permission from [Pyatenko et al., ACS Appl. Mater. Interfaces 2023, 15, 45, 

53113- 53121]. Copyright [2023] American Chemical Society. 

 

4.1   Introduction    
 

As mentioned in Chapter 2, ever since Na residue (from the soda-lime glass substrate) was 

observed on CIGSe surfaces119,138–141, optimizing the incorporation of alkali metals in CIGSe 

has been an active area of research. The alkali-fluoride postdeposition treatments (PDTs) are 

most often followed by a rinsing step (e.g., with H2O or an NH3 solution) which removes 

excess alkali fluoride.142–144 Rinsing steps of CIGSe absorber surfaces have been observed to 

lead to a reduction or even complete removal of alkali metals145 and, in some cases, even 

oxides146,147 from the absorber surface.  

Although chemical-bath deposited (CBD) CdS is generally used as the buffer layer in high-

efficiency CIGSe-based thin-film solar cells,121,148–150 , as explained in Chapter 2, there are 

many problems associated with it, namely the toxicity of Cd, the parasitic light absorption of 

CdS, and the CBD process interrupting the vacuum-based process chain. With its wide bandgap 

and optical transparency, Ga2O3 is a promising buffer layer material. Previously, a thin Ga2O3 

layer has also been applied as a passivation layer at the CdS/CIGSe interface, which improved 

the various solar cell parameters such as the open-circuit voltage (Voc), the short-circuit current 

density (Jsc), and the fill factor (FF), resulting in an efficiency increase of 2.6% (absolute) as 

compared to the reference cells without Ga2O3 passivation layer.15 Furthermore, amorphous 

(In1-xGax)2O3 buffer layers (with x ranging from 0.6 to 1) were investigated, achieving 

efficiencies (~15.8%) close to those of reference cells with CdS buffers (~17.2%) for x = 1 (i.e., 

pure Ga2O3).
53  

In a first trial, our collaboration partners at ZSW used sputter-deposited gallium oxide as a 

buffer layer for CIGSe absorbers, reaching efficiencies up to ~13.7% (compared to ~17.6% 

with a CdS reference buffer).16 Furthermore, replacing i-ZnO in a ZnO:Al/i-ZnO/CdS/CIGSe 

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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structure by sputtered Ga2O3 resulted in cell efficiencies of 20.2 % (compared to 20.4% for the 

reference cell).23 The absorbers were exposed to a RbF-PDT, as in the CdS-based ZSW process 

that has led to efficiencies above 22%.121 Additionally, a rinse in a 1.5 M NH3 solution to 

remove surplus RbF, as well as a temperature optimization series for the buffer deposition were 

performed. Due to the wider band-gap of Ga2O3, an increase in Jsc compared to reference cells 

with CdS was observed.16,23  

This Chapter presents a detailed investigation of the chemical structure of the RbF-PDT CIGSe 

absorber surface, the sputter-deposited Ga2O3 buffer layer, and the Ga2O3/CIGSe interface. 

Particular focus is placed on the investigation of the ammonia-based rinsing step and its impact 

on the chemical structure of the absorber surface and the buffer/absorber interface, which is 

substantially more complex than a simple removal of RbF. For this purpose, samples were 

studied by XPS, XAES, and HAXPES. Findings in this work can be correlated to electrical 

device parameters as reported in Refs 16,23.  

4.2   Experimental details 
 

The investigated samples were prepared at ZSW; the CIGSe absorbers were grown in a high-

vacuum chamber by co-evaporating Cu, In, Ga, and Se in an in-line multi-stage process onto a 

molybdenum/soda-lime glass substrate (for more details see Ref.151). The bulk [Ga]/([Ga] + [In]) 

(GGI) ratio was determined by x-ray fluorescence measurements (XRF) as 0.27, and the integral 

Cu content was found to be 21.3 at%. 

The RbF-PDT was applied in the same high-vacuum chamber without breaking the vacuum after 

the CIGSe process. Figure 4.1 illustrates how two different sample sets were prepared.  
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Figure 4.1. Schematic diagram of the preparation of the rinsed and non-rinsed sample sets. The  

RbF-PDT is depicted by blue circles. The rinse removes excess material of the RbF-PDT, while some Rb 

remains at the CIGSe surface, and is depicted by red asterisk symbols. Subsequently, Ga2O3 is RF-sputter 

deposited onto both the rinsed and non-rinsed CIGSe absorbers, generating buffer layers of various 

thicknesses (1, 3, 10, and 100 nm). Although the CIGSe is deposited on a Mo/soda lime glass substrate, it 

is omitted from the diagram for clarity. Graph reprinted with permission from [ACS Appl. Mater. 

Interfaces 2023, 15, 45, 53113- 53121]. Copyright [2023] American Chemical Society. 

The first set of absorbers was rinsed in 1.5 M NH3 solution for 30 seconds (referred to as 

“rinsed” in the following), while the second set was not (“non-rinsed”). Subsequently, Ga2O3 

was deposited by radio-frequency (RF) magnetron sputtering from a ceramic target at a substrate 

temperature of 150 °C (details on the Ga2O3 sputter deposition process can be found in 

Refs.16,23), generating films with thicknesses d of 1, 3, 10, and 100 nm. Sister samples, processed 

to full solar cells (i.e., with an approximately 100 nm thick Ga2O3 buffer layer and a sputtered  

i-ZnO/ZnO:Al transparent front contact), showed maximum efficiencies of ~5% for the non-

rinsed and above 13% for the rinsed CIGSe absorbers, in comparison to above 16% for CdS-

buffered reference devices.44  

After preparation at ZSW, the samples were briefly exposed to air, sealed in a dry nitrogen 

atmosphere, and transported to KIT. There, the sealed samples were unpacked and mounted in an 

Ar-filled glovebox at the MFE laboratory. Without any air-exposure, the mounted samples were 

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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transferred directly from the glovebox into the UHV system for XPS and XAES measurements. 

XPS measurements were performed with both the Mg Kα and monochromatized Al Kα x-ray 

sources. The base pressure in the XPS chamber was less than 2 × 10-10 mbar. After the initial 

XPS and XAES measurements, the samples were transferred to X-SPEC. After a brief exposure 

to air (less than 30 seconds), HAXPES spectra were measured at a photon excitation energy of 

2.1 keV using the Si(111) reflection of the DCM. The base pressure in the HAXPES analysis 

chamber was less than 5 × 10-10 mbar.  

To calibrate the XPS/XAES measurements, the most prominent photoemission and Auger peaks 

of sputter-cleaned Au, Ag, and Cu foils were used.152,153 The HAXPES binding energies were 

calibrated using the Au 4f7/2 peak62,152 of a reference Au foil. 

 

4.3   Results and discussion   
 

Figure 4.2 shows the a) HAXPES (hexc = 2.1 keV) and b) XPS survey spectra of the (red) rinsed 

and (black) non-rinsed samples, as well as the 1, 3, and 100 nm Ga2O3/CIGSe samples.  
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Figure 4.2. a) HAXPES survey spectra, measured at an excitation energy of 2.1 keV, and b) Mg Kα XPS 

survey spectra, of the CIGSe absorbers with RbF-PDT and the 1, 3, and 100 nm Ga2O3/CIGSe interface 

samples. The red and black spectra correspond to the rinsed and non-rinsed sample series, respectively. 

The spectra in a) were normalized to their overall integral intensity, while the spectra in b) were 

normalized to the measurement time. The Ga 2p3/2 signals of the sputtered Ga2O3 buffer layers are 

multiplied by a factor of 0.5 in a) and 0.3 in b) for better visibility (blue dashed box). Prominent 

photoemission and Auger peaks are labeled. Graphs reprinted with permission from [ACS Appl. Mater. 

Interfaces 2023, 15, 45, 53113- 53121]. Copyright [2023] American Chemical Society. 

 

For the CIGSe absorbers, the expected core levels and XAES lines of the absorber elements (Cu, 

In, Ga, and Se) are detected. Also, the Rb 2p lines are clearly visible in a) (Ebin ~ 1800 eV), 

demonstrating one strength of HAXPES to also detect such deeply-bound core levels; in the case 

of Rb on CIGSe, uniquely identifying Rb with any other line is extremely challenging (see 

Figure 4.6 below for an example of the complicated fit for the Rb 3d/Ga 3p detail region). With 

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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increasing buffer layer thickness, the Cu, Se, and In signals are increasingly attenuated by the 

Ga2O3 overlayer, while the Ga and O signals show a strong enhancement. 

Due to the higher excitation energy used for HAXPES as compared to laboratory XPS, the 

kinetic energy of corresponding core-level peaks increases, and thus the HAXPES measurements 

are less surface-sensitive than the XPS measurements (see Figure 2.3 for the inelastic mean free 

path as a function of the kinetic energy). For instance, the inelastic mean free path λ as calculated 

using the Tanuma Powell and Penn (TPP2M) Algorithm154,155 for the In 3d feature is 3.0 nm for 

HAXPES and 1.7 nm for XPS, respectively. 

In the XPS data in Figure 4.2 b), all absorber-related lines are fully attenuated for the thickest 

buffer layer (100 nm) samples, while the HAXPES data (Figure 4.2 a)) shows very small Cu 2p, 

In 3d, and Se 3d signals for the rinsed and non-rinsed sample sets (enabled by the excellent 

signal-to-noise ratio obtainable at the X-SPEC beamline). This could be due to regions with 

lower buffer layer thickness (or even a not fully closed buffer layer), a diffusion of the absorber 

elements into (or onto) the buffer layer, or a combination thereof. Note that a cross-section image 

of the Ga2O3/CIGSe interface44 suggests that regions with lower buffer layer thickness are 

unlikely, but cannot be entirely excluded for this sample series. In both absorber spectra, small C 

and O 1s signals are visible. For the non-rinsed absorber, strong Rb-, F-, and Na-related signals, 

the latter likely due to diffusion from the soda-lime glass,139 are also detected.  

A comparison of the non-rinsed and rinsed CIGSe absorbers shows that the CIGSe-related lines 

(e.g., Cu 2p, In 3d, Se 3d) increase after the ammonia rinse by a factor of ~1.3. In parallel, there 

is a strong decrease of the intensities of the Rb 2p, F 1s, Na 1s, and O 1s lines, while the C 1s 

intensity increases by a factor of 1.2. Figure 4.3 shows the O and C 1s detail spectra for the non-

rinsed and rinsed sample series. 
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Figure 4.3. O 1s (left) and C 1s (right) core levels for the non-rinsed and rinsed CIGSe and Ga2O3/CIGSe 

samples with increasing Ga2O3 thickness, measured with HAXPES at an excitation energy of 2.1 keV. 

The red and black spectra correspond to the rinsed and non-rinsed sample series, respectively. The O 1s 

spectra were magnified by a factor of 20 for the rinsed and by a factor of 4 for the non-rinsed CIGSe 

absorber samples, respectively. Graph reprinted with permission from [ACS Appl. Mater. Interfaces 

2023, 15, 45, 53113- 53121]. Copyright [2023] American Chemical Society. 

In the O 1s spectra, the signals of both, rinsed and non-rinsed, CIGSe absorbers consist of two 

components (the peak shapes are asymmetrical), which indicates that oxygen is present in (at 

least) two different chemical environments. The presence of more than one oxygen species on 

CIGSe absorbers after RbF-PDT has been reported before as well.156 The rinse removes a large 

part of the oxygen, with the signal decreasing by a factor of ~5 for the rinsed sample. Overall, 

the intensity of the oxygen signals on the absorber surfaces is very low (note the magnification 

factors of ×4 and ×20, and also see the survey spectra in Figure 4.2). The samples with Ga2O3 

buffer layer all have the same O 1s peak shape, which increases in intensity and shifts towards 

higher binding energies for thicker buffer layers. The rinse reverses this effect slightly – all peaks 

are shifted to lower binding energy for the rinsed samples. 

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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The C 1s signal in the HAXPES spectra varies strongly between rinsed and non-rinsed samples, 

suggesting that the amount of surface adsorbates present on a particular sample likely depends on 

the specific conditions under which it was prepared and handled. Again, the intensity of the 

carbon signals on the absorber surfaces is very low (see Figure 4.2). A slight shift towards lower 

binding energies of the C 1s peak for the rinsed samples, compared to the non-rinsed samples is 

also observed.  

Figure 4.4 shows the Na 1s signals for the non-rinsed and rinsed sample series. 
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Figure 4.4. Na 1s peaks for the non-rinsed (black) and rinsed (red) CIGSe and Ga2O3/CIGSe samples 

with increasing Ga2O3 thickness, measured with HAXPES at an excitation energy of 2.1 keV. The rinsed 

spectra were magnified by a factor of 20. Graph reprinted with permission from [ACS Appl. Mater. 

Interfaces 2023, 15, 45, 53113- 53121]. Copyright [2023] American Chemical Society. 

The Na 1s signal decreases by a factor of ~20 after the rinse. The peaks decrease with increasing 

buffer layer thickness and appear to exhibit a similar behavior for the non-rinsed and rinsed 

samples, although there are some differences depending on the specific sample and how it was 

prepared (such as the higher Na 1s peak in the 3 nm Ga2O3/CIGSe rinsed sample). 

The spectral changes in Figures 4.2-4.4 can be interpreted as follows: The rinse removes excess 

material of the RbF-PDT (i.e., Rb and F), Na, and surface oxides (as will be discussed below) 

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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from the absorber surface. The absorber-related signals (as well as tightly bound CIGSe surface 

species, e.g., carbon) then increase in intensity due to the reduced attenuation by this surface 

layer. The larger increase of the C 1s signal for the rinsed absorber may also be due to a more 

“reactive” surface after the rinse, being more susceptible to the adsorption of carbon-containing 

species during the subsequent sample handling. 

To study the differences in the chemical environment at the surfaces of the non-rinsed and rinsed 

absorbers, the Ga 2p3/2, In 3d5/2, Rb 2p3/2, and Se 3d spectral regions are presented in Figure 4.5.  
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Figure 4.5. HAXPES (hν = 2.1 keV) and monochromatized Al Kα XPS spectra of the a) Ga 2p3/2, b) In 

3d5/2, c) Rb 2p3/2, and d) Se 3d regions. The black and red lines correspond to the non-rinsed and rinsed 

CIGSe absorbers, respectively. All spectra were normalized by the same factors as the survey spectra in 

Figure 4.2. In addition, the given multiplication factors were applied to the red spectra (rinsed) in Figure 

4.5 in order to maximize the contribution of the respective component. The blue lines then show the 
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difference spectra between “non-rinsed” and “rinsed” surfaces. Colored bars show ranges of literature 

values of the binding energies for different compounds.76,142,157 Graph reprinted with permission from 

[ACS Appl. Mater. Interfaces 2023, 15, 45, 53113- 53121]. Copyright [2023] American Chemical 

Society. 

In Figure 4.5 a), prior to the rinse, a spectral component indicating Ga-F bonds is found (the blue 

box shows literature values for Ga in GaCl, GaBr3, and GaI3).
157 After the rinse, this component 

disappears, as indicated by the difference spectrum (blue). This is in accordance with the F 

signal, which vanishes after the rinse (to be discussed later below). The Ga-F environment is 

much stronger in the more surface-sensitive XPS measurement, and the overall Ga 2p3/2 signal is 

reduced after the rinse, which can be explained as follows: the RbF-PDT forms Ga-F bonds with 

Ga at the surface, and the rinse washes away F and (some of) the Ga, reducing the GGI ratio at 

the surface. This finding is supported by inductively-coupled plasma-mass spectrometry (ICP-

MS), where Ga was found in the rinsing residue.39 This change in Ga content at the surface 

might impact (reduce) the surface band gap and the performance of the cells.158 

In Figure 4.5 b), there is no indication of In-F bonds. However, the XPS spectrum shows a weak 

shoulder at ~ 445.5 eV that is removed after the rinse, likely due to reduction in In-O bonds. 

This observation will be discussed in conjunction with Figure 4.7.  

There are additional shoulders at low binding energies for the HAXPES Ga 2p3/2 and In 3d5/2 

spectra of the non-rinsed samples in Figure 4.5 a) and b), respectively. In the case of the Ga 

2p3/2, this additional component can be assigned to the Na KL2,3L2,3 Auger transition at ~1112 

eV76, which is removed after the rinse. The low-binding energy shoulder of the In 3d5/2 at ~443.8 

eV might be attributed to In in a Rb-In-Se environment present at the surface before the rinse, as 

will be discussed below.  

Figure 4.5 c) shows that the Rb signal decreases by more than a factor of 5 after the rinse. In 

addition, the difference spectrum clearly highlights that there is an additional spectral component 

in the non-rinsed absorber at higher binding energies. It is assigned to an Rb-F environment, 

which, similarly to Ga-F, is removed by the rinse as well. The main spectral component can be 

attributed to Rb at the CIGSe surface159,160.  

https://doi.org/10.1021/acsami.3c11165
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The Se 3d spectra in Figure 4.5 d) indicate only a small contribution from a Rb-In-Se 

environment before the rinse, indicated by a weak additional spectral component at low binding 

energies. The binding energy corresponds to that of an alkali-In-Se environment, as reported in 

Ref.142. A narrowing of the line after the rinse is observed, which may indicate that there are 

several slightly different chemical environments present on the non-rinsed sample. In Ref.142, a 

shift of ~0.5 eV was observed for the In 3d5/2 peak between In in a CIGSe and In in an alkali-In-

Se environment. The weak low-binding energy shoulder (443.8 eV) of the In 3d5/2 in Figure 4.5 

b) might be attributed to this chemical environment. In summary, a comparison between non-

rinsed and rinsed absorber surface suggests the presence of a Rb-In-Se environment, 142,159 which 

is subsequently reduced (if not even fully removed) by the here-applied rinse. 

To further analyze the effect of the rinse on Rb, Figure 4.6 shows data and fits of the Rb 3d/Ga 

3p spectral region measured by monochromatized Al Kα XPS. 
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Figure 4.6. Rb 3d/Ga 3p monochromatized Al Kα XPS spectra of the non-rinsed (left) and rinsed (right) 

CIGSe absorber. Colored components show the fit results: green (Rb 3d), orange (Rb’ 3d), blue (Ga 3p in 

CIGSe), and the sum of the fit (red). The non-rinsed absorber shows two Rb components, while only one 

Rb component (green) is present for the rinsed absorber. Residuals are shown in light gray below each 

spectrum, and are multiplied by a factor of 3 for both samples. The grey bars show ranges of literature 

values of the binding energies for different compounds.159–161 
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One can see that due to the overlap of the Ga 3p and Rb 3d spectra, the analysis is more 

complicated than for the Rb 2p3/2 region. It is necessary to perform a multi-component fit, where 

(as briefly described in Chapter 2), simultaneously with fitting the background by a linear 

function, the photoelectron peaks are fitted by Voigt functions. The intensity ratio between each 

spin-orbit doublet is fixed according to the multiplicity 2j + 1 (i.e., 2:1 for the Ga 3p and 3:2 for 

the Rb 3d peaks), and the spin-orbit splitting, ∆ , was used as a fit parameter (resulting in ∆𝑅𝑏 ≈ 

1.47 eV for Rb 3d, and ∆𝐺𝑎 ≈ 3.52 eV for Ga 3p). The Gaussian and Lorentzian widths of each 

spin-orbit doublet (for each chemical environment) were coupled.  

Figure 4.6 shows that on the non-rinsed absorber, Rb is present in two different chemical 

environments: Rb 3d5/2 at ~ 109.9 eV (Rb 3d), and Rb’ 3d5/2 at ~ 110.3 eV (Rb’ 3d), 

respectively. The rinsed absorber exhibits only one Rb 3d component, with Rb 3d5/2 at ~ 109.8 

eV. Based on results in literature159–161, the Rb 3d component can be attributed to Rb at the 

CIGSe surface, while the Rb 3d’ component can be attributed to Rb in an Rb-F environment. 

These results corroborate the HAXPES Rb 2p3/2 analysis in Figure 4.5 c).  

Figure 4.7 shows the In 4d/Ga 3d spectral region. 
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Figure 4.7. Monochromatized Al Kα XPS spectra of the In 4d/Ga 3d region. The black and red lines 

correspond to the non-rinsed and rinsed CIGSe absorbers, respectively. The spectra were normalized to 

their overall maximum. The blue line shows the difference spectrum between “non-rinsed” and “rinsed”. 
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Colored bars show ranges of literature binding energies for different compounds.76,157 Graph reprinted 

with permission from [ACS Appl. Mater. Interfaces 2023, 15, 45, 53113- 53121]. Copyright [2023] 

American Chemical Society. 

Consistent with the findings above, a second Ga 3d component at ~21.5 eV is found for the non-

rinsed CIGSe. Again, based on literature values for other Ga-halogenides (GaCl3, GaBr3, and 

GaI3),
157 this peak is assigned to Ga-F bonds at the surface. This component is not present for the 

rinsed sample, in agreement with the above-discussed F removal from the surface. The In 4d 

spectrum in Figure 4.7 exhibits a clear intensity reduction at ~18 eV for the rinsed as compared 

to the non-rinsed absorber. The blue difference spectrum (“non-rinsed” – “rinsed”) highlights 

this reduction, in agreement with the intensity reduction on the high-binding energy side of the In 

3d5/2 XPS spectrum in Figure 4.5 b). These additional spectral components are attributed to In-O 

bonds. Figure 4.5 b) shows that the overall In 3d5/2 intensity increases significantly after the 

rinse. In contrast, the overall Ga 2p3/2 intensity decreases, leading to a reduction of the surface 

GGI ratio as a result of the rinse. 

To gain insights into the chemical composition of the Ga2O3 buffer layer and the formation of the 

Ga2O3/CIGSe interface, the XAES spectra of indium (M4,5N4,5N4,5, Figure 4.8) and gallium 

(L3M4,5M4,5, Figure 4.9) were investigated.  
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Figure 4.8. Mg Kα-excited In M4,5N4,5N4,5 for the non-rinsed (left) and rinsed CIGSe (right) and 

Ga2O3/CIGSe samples with Ga2O3 thicknesses of 1 and 3 nm. Data points are represented as open black 

circles, individual species (fit components) are represented in green (In-Se bonds) and purple (In-O 

bonds), and the sum is presented in red. A linear background is shown in gray. Below each spectrum, the 

residual is given. Literature values for the prominent M4N5N5 feature of different compounds76 are 

marked as colored bars. Graph reprinted with permission from [ACS Appl. Mater. Interfaces 2023, 15, 

45, 53113- 53121]. Copyright [2023] American Chemical Society. 

While the two In MNN CIGSe absorber spectra look similar to published spectra,147,152,156,162 the 

1 and 3 nm Ga2O3 thickness spectra show additional intensity in the “valley” at 405 eV, and the 

overall spectral shape is broader. To analyze these spectral changes, all In MNN spectra were 

fitted using two single-species In MNN spectra as fit functions (derived from an untreated ZSW 

absorber sample from another batch). All In MNN fits are thus composed of two components: 

one with the In M4N4,5N4,5 at ~ 407.7 eV, attributed to In in a CIGSe environment, and the other 

at 405 – 405.5 eV, attributed to In in an oxide environment. For the 1 and 3 nm Ga2O3/CIGSe 

samples, an additional Gaussian broadening was applied to the oxide component to describe the 

presence of several, slightly varying chemical environments. The oxide component is weak in 

the non-rinsed absorber, and further decreases by about four times in the rinsed absorber. For 

both the rinsed and non-rinsed 1 and 3 nm Ga2O3/CIGSe samples, a relative increase in the oxide 

component is observed, which dominates the 3 nm spectra. This finding indicates a significant 

influence of the sputter deposition of the Ga2O3 layer on the absorber surface, in particular 

intermixing of absorber elements and the formation of In-O bonds.  

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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Figure 4.9. Mg Kα-excited L3M4,5M4,5 XAES spectra of gallium for the non-rinsed and rinsed CIGSe and 

Ga2O3/CIGSe samples with increasing Ga2O3 thicknesses. Data is represented as open black circles, 

individual species (fit components) are represented in green (selenide), purple (gallium oxide), and blue 

(gallium fluoride), and the sum is represented in red. Below each spectrum, the residual is shown. 

Literature values for the prominent L3M4,5M4,5, feature of different compounds76,157 are marked as colored 

bars. Graph reprinted with permission from [ACS Appl. Mater. Interfaces 2023, 15, 45, 53113- 53121]. 

Copyright [2023] American Chemical Society. 

In a similar fashion, the Ga L3M4,5M4,5 region is analyzed in Figure 4.9. A single species Ga 

L3M4,5M4,5 spectrum (derived from the same untreated ZSW absorber sample mentioned above) 

was used as the fit function to describe the Ga L3M4,5M4,5 absorber spectra, while for the samples 

with buffer layer, the measured Ga L3M4,5M4,5 spectrum of the 100 nm rinsed Ga2O3/CIGSe 

sample was used. This approach is necessary due to a significant broadening and change in the 

spectral shape of the Ga L3M4,5M4,5 spectra for various compounds.157 While the rinsed absorber 

is composed of one gallium component (main peak at 1065.5 eV), attributed to Ga in a CIGSe 

environment, the non-rinsed absorber exhibits two additional components. The second 

component at 1062 eV can be attributed to Ga in an oxide environment, and the third component 

https://doi.org/10.1021/acsami.3c11165
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at 1059 eV to Ga in a fluoride environment. This interpretation is in agreement with the results 

shown in Figure 4.5 a) for the Ga 2p3/2 region.  

The Ga LMM spectra of all Ga2O3/CIGSe samples are very similar. Only a very small absorber 

component is present for the 1 nm Ga2O3/CIGSe samples, in addition to the main component 

attributed to Ga in Ga2O3. The Ga in the CIGSe environment is not visible for thicker buffer 

layers. To determine the chemical environment of Ga, the modified Auger parameters (𝛼′) for 

gallium and oxygen were calculated by adding the binding energies of the most prominent 

photoemission peaks (Ga 2p3/2 and O 1s) to the kinetic energies of the most prominent Auger 

peaks (Ga LMM and O KVV, respectively), 𝛼′ = 𝐸𝑏𝑖𝑛(𝑝ℎ𝑜𝑡𝑜𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛) + 𝐸𝑘𝑖𝑛(𝐴𝑢𝑔𝑒𝑟).  

They are 2180.6 ± 0.2 eV for gallium and 1040.4 ± 0.2 eV for oxygen, respectively, 

independent of the buffer layer thickness. These values are close to the ones reported in literature 

for gallium (2180.1-2180.4 eV) and oxygen (1040.7 eV) in Ga2O3,
76

 suggesting that the 

dominant species in the buffer layer is indeed Ga2O3, independent of the rinse, and that the 

chemical environment does not change with increasing thicknesses. Notably, there is no 

indication for the formation of gallium hydroxides, which would be indicated by an additional 

component in the O 1s spectra (see Figure 4.3).  

As a next step, the RbF-PDT-related elements and their evolution as a function of Ga2O3 buffer 

layer thickness is investigated. As already mentioned, the Rb 2p3/2 peak has a binding energy of 

~1804 eV, and hence can only be studied using HAXPES. A clear advantage of measuring this 

region is that there are no overlapping peaks, in contrast to the Rb 3d/Ga 3p region (as measured 

with XPS and shown in Figure 4.6 for the absorbers).  

Figure 4.10 a) shows the fit analysis of the Rb 2p3/2 peaks for the non-rinsed and rinsed samples 

with Ga2O3 buffer layer, while 4.10 b) shows the Rb 2p3/2 peak area as a function of the nominal 

buffer layer thickness. 
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Figure 4.10. a) Data and fits of the Rb 2p3/2 spectra of the non-rinsed (left) and rinsed (right) CIGSe 

samples with Ga2O3 buffer layer, measured with HAXPES at an excitation energy of 2.1 keV. Data is 

represented as open black circles, individual species (fit components) are represented in green (Rb-F) and 

blue (Rb at the surface), and the sum is represented in red. Below each spectrum, the magnified (×3 or 

×5) residual is shown in light gray. b) Rb 2p3/2 peak area as a function of the nominal buffer layer 

thickness, normalized to the intensity of the non-rinsed absorber surface. Data for the non-rinsed and 

rinsed samples are shown in black and red, respectively. Graph reprinted with permission from [ACS 

Appl. Mater. Interfaces 2023, 15, 45, 53113- 53121]. Copyright [2023] American Chemical Society. 

Figure 4.10 a) demonstrates that a Rb 2p3/2 signal is visible on all sample surfaces. Note that 

these measurements are very surface-sensitive: at this excitation energy, the inelastic mean free 

path of the Rb 2p3/2 electrons is ~0.8 nm; in contrast, it is ~2.3 nm for the Rb 3d region. 

Combined with the complications arising from the spectral overlap with the Ga 3p lines, it is 

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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much harder to unequivocally discern the presence of Rb on the Ga2O3 buffer layer surfaces 

from the Rb 3d spectra. In the non-rinsed samples, Rb is mainly present in two different 

environments, as discussed in Figures 4.5 c) and 4.6: Rb adsorbed on CIGSe and Rb-F, while in 

the rinsed samples only adsorbed Rb is present.  

Figure 4.10 b) shows an overall decrease in the area under the (total) Rb 2p3/2 peak with 

increasing buffer layer thickness. This decrease is much weaker than would be expected for an 

(exponential) attenuation by the Ga2O3 overlayer. This discrepancy indicates a 

diffusion/segregation of Rb in both the rinsed and non-rinsed cases. In the rinsed case, the Rb 

intensity slowly but steadily decreases with buffer layer thickness. In contrast, the Rb 2p 

intensity in the non-rinsed series decreases sharply from the absorber to the 1 nm Ga2O3 sample, 

then stays approximately constant up to 10 nm Ga2O3, and then further strongly decreases from 

10 to 100 nm. In addition, Figure 4.10 a) shows that the relative fraction of the Rb-F component 

increases with increasing buffer layer thickness in the non-rinsed sample series. 

To further investigate the Rb-F diffusion/segregation, the fluorine signals are also studied in 

detail. Figure 4.11 shows the In 3p and F 1s detail regions, measured with HAXPES. Although it 

is possible to observe the F 1s peak with XPS, the high signal-to-noise ratio achievable with 

HAXPES at the X-SPEC beamline helps to clearly detect the small F 1s peak between the 

(strong) In 3p peaks in the rinsed sample series.  
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Figure 4.11. In 3p and F 1s region for the non-rinsed (left) and rinsed (right) CIGSe and Ga2O3/CIGSe 

samples with increasing Ga2O3 thickness, measured with HAXPES at an excitation energy of 2.1 keV. To 

highlight the F 1s signal in the rinsed sample series, it is magnified by a factor of 5 and shown in blue 

above each spectrum. Graph reprinted with permission from [ACS Appl. Mater. Interfaces 2023, 15, 45, 

53113- 53121]. Copyright [2023] American Chemical Society. 

In the non-rinsed samples, the F 1s peak decreases with increasing buffer layer thicknesses. 

There is still a clear F 1s peak for the 100 nm non-rinsed sample but no In 3p peaks, indicating a 

clear diffusion/segregation of F to the Ga2O3 buffer layer surface. After the rinse, no (or only a 

very small) F 1s peak is found, indicating that the rinse removes F from the absorber surface. In 

contrast, the rinsed Ga2O3/CIGSe samples all show a small F 1s peak, which slightly decreases in 

intensity as a function of buffer thickness. As a possible explanation for the presence of F on the 

rinsed Ga2O3/CIGSe samples, some F might diffuse into the CIGSe absorber (e.g., along grain 

boundaries) during the RbF-PDT and then diffuse to the Ga2O3/CIGSe interface during the 

sputter deposition process (assisted by the elevated process temperature).  

To gain a better understanding of the diffusion/segregation of all the PDT-related elements, as 

well as to investigate the potentially weak diffusion of the absorber-related elements, an 

“effective buffer layer thickness” is calculated from the attenuation of the most prominent XPS 

and XAES peaks. Assuming a homogenous buffer layer with thickness 𝑑, the intensity of an 

XPS/XAES signal would be given by 𝐼 = 𝐼0 𝑒
−𝑑/𝜆, where 𝐼0 is the intensity for the absorber 

sample, and 𝜆 is the inelastic mean free path, calculated using the Tanuma Powell and Penn 

(TPP2M) Algorithm.154,155 The “effective buffer layer thickness” is then defined as 

 deff = 𝜆 ln (
𝐼0

𝐼
), and is plotted against the nominal buffer layer thickness in a logarithmic plot. To 

take into account the energy distribution of the peak intensities, i.e., the broadening of the peaks, 

rather than taking the peak maxima for 𝐼 and 𝐼0, an area under the peaks is calculated and taken 

instead. Figure 4.12 shows a plot of the effective vs nominal buffer layer thickness for the non-

rinsed samples (the rinsed samples show very similar results). 

 

https://doi.org/10.1021/acsami.3c11165
https://doi.org/10.1021/acsami.3c11165
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Figure 4.12. Effective buffer layer thickness, deff, calculated from the attenuation of the different absorber 

and PDT-related peaks, as a function of the nominal buffer layer thickness, for the non-rinsed samples. 

The legend shows the different XPS/XAES peaks and their corresponding kinetic energies. While the 

absorber-related peaks indicate no (or very weak) diffusion, the effective buffer layer thicknesses of the 

PDT-related peaks are significantly below the dashed line, indicating their diffusion into the buffer layer.  

 

If there was no diffusion, the effective buffer layer thickness would be equal to the nominal 

buffer layer thickness, and the data points would lie on the straight dashed line shown in Figure 

4.12. On the other hand, if there was diffusion, the effective buffer layer thickness would be less 

than the nominal buffer layer thickness and the data points would lie below the dashed line. One 

can see that the data points for the absorber-related peaks lie close to this line, suggesting no, or 

very weak diffusion of these elements. For the 1 nm Ga2O3/CIGSe samples, many of the data 

points of the absorber-related peaks lie above the dashed line, i.e., the effective buffer layer 

thickness is less than the nominal one. This may suggest that the buffer layer is not completely 

closed/formed at 1 nm, and there may be some holes.  
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For the PDT-related elements, i.e., Rb, F, and Na, the data points are clearly below the dashed 

line, indicating a strong diffusion of these elements into the buffer layer, and corroborating the 

results discussed above in Figures 4.4, 4.10 and 4.11.  

It can be speculated that the large amounts of Rb-F on the non-rinsed absorber and its diffusion 

into the Ga2O3 buffer layer could lead to the observed significantly lower solar-cell efficiencies. 

Rinsing the CIGSe absorber removes F, some Rb, and associated oxides, and could hence result 

in optimized interface properties and higher efficiencies. 

 

4.4   Conclusion 
 

In this Chapter, a detailed investigation of the chemical structure of the RbF-treated CIGSe 

absorber surface, with and without an ammonia-based rinse, as well as their interfaces with a 

sputter-deposited Ga2O3 buffer layer was presented. The rinse removes almost all F and most of 

the Rb in an Rb-F environment, while some remains at the CIGSe surface. The rinse removes In-

O, Ga-O, and Ga-F bonds from the CIGSe surface, decreases the Ga/(Ga+In) ratio at the surface, 

and removes evidence of a Rb-In-Se bonding environment.  

Rb and F are also found on all samples with sputter-deposited Ga2O3 buffer layer, with and 

without rinse (in some cases, only trace amounts of F are observed). During sputter-deposition, a 

significant amount of In-O bonds is formed. The dominating chemical environment of the buffer 

layer is Ga2O3, independent of the buffer layer thickness and the absorber rinsing.  

These findings thus indicate a rather complex chemical interface structure and 

diffusion/segregation behavior from the absorber to the buffer surface for Rb, F, and Na. This 

interface structure is substantially modified by applying the rinse, which then also leads to higher 

solar cell efficiencies. These significant changes in chemical structure are expected to lead to 

changes in the electronic structure, in particular the conduction band alignment, which would be 

the subject of future investigations.  
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5 Determining the valence band maximum of Ga2O3 
 

5.1   Introduction       
 

In Chapter 4, the chemical structure of the Ga2O3/CIGSe interface in thin-film solar cells was 

investigated. Understanding the electronic structure, i.e., determining the positions of the CBM 

and VBM of CIGSe and Ga2O3 with respect to EF, the band bending due to the interface 

formation, as well as the work function, is likewise (if not even more) important for further 

improving the efficiencies of the solar cell devices. In this Chapter, the VBM of Ga2O3 is studied 

in detail.  

Although Ga2O3 is considered to be a TCO, intrinsic (i.e., undoped) Ga2O3 has been reported to 

be poorly conducting or even insulating.163 Defect-induced states that are responsible for the 

electrical conductivity of TCOs are expected to appear as a “foot” present at the valence band 

spectral onset.22 Results in literature suggest that while intrinsic O vacancies are responsible for 

the conductivity of undoped Ga2O3,
164 doping with Sn165 or Si164 can introduce additional defects 

that significantly enhance its conductivity. Nonetheless, there are still many unanswered 

questions about the precise role of dopants in the conductivity of Ga2O3.  

Various factors such as the morphology, crystal structure, and the preparation of the sample 

surface can all affect the electronic structure and hence the VBM and Eg values. The foot/tail can 

show up differently in spectra measured at different photon excitation energies, i.e., depending 

on whether the measurements are more bulk or surface-sensitive. Thus, the photon excitation 

energy can play a role in the determination of the VB and VBM as well.  

In this Chapter, the effects of the various factors on the VBM of Ga2O3 were investigated using 

(HAX)PES for three different types of samples. As a first step, the valence band of the 100 nm 

Ga2O3/CIGSe samples were investigated. Since there is very weak (or even no) diffusion of 

absorber elements into the buffer layer (see Chapter 4), a cross-section image of the 

Ga2O3/CIGSe interface23 suggests that the buffer layer is homogenous and of uniform height, 

with pinholes unlikely, and the inelastic mean free path for the range of excitation energies 

employed is considerably less than the 100 nm buffer layer thickness (0.5-8 nm, see Table 5.1), 

these samples were chosen as a model system for nanocrystalline Ga2O3.. As will be shown 
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below, the VB in general, and the VBM in particular, appears to show a dependence on the 

photon excitation energy for these samples. In addition, a tail is observed in all, especially in the 

most surface-sensitive measurements. To understand these effects better, the valence band of a 

UHV-cleaved 𝛽-Ga2O3 single crystal was measured. In parallel, DFT calculations for the 𝛽-

Ga2O3 single crystal were carried out for comparison.  

For real-world samples where one wants to remove surface adsorbates such as O and C, without 

changing or damaging the investigated surface, a low energy Ar+-ion treatment is often used to 

clean the surfaces. However, depending on the energy of the ions and the duration of the 

treatment, defects, such as O vacancies, may also be introduced to the surface.166 Thus, another 

sample of the 𝛽-Ga2O3 single crystal underwent a second surface preparation: it was exposed to a 

long (~ 1 hour) 50 eV Ar+-ion treatment to study the impact on the valence band as a whole, and 

on the VBM in particular.  

There are several challenges associated with determining the VBM accurately, namely that of 

inelastic scattering (e.g., phonon scattering), band dispersion, and final state screening effects. 

While different methods of determining the VBM have been presented in literature, we argue 

that the effects listed above are best treated by linear extrapolation.167 Thus, for all results 

discussed below, the VBM was determined using linear extrapolation of the leading edge. As 

will be shown and discussed below, all three samples exhibit significant differences in their 

valence band spectra and different values of the VBM are obtained. 

 

5.2   Experimental details    
 

All (HAX)PES measurements were carried out at X-SPEC. Measurements with soft x-rays  

(70 - 1000 eV) were performed with the PGM, while the HAXPES measurements were 

performed using the DCM. The Si(111) reflection of the DCM was used at 2.1 keV and 4.0 keV, 

and the higher order, Si(333) was used at 6.3 keV.  

Table 5.1 shows the inelastic mean free paths (IMFP) for electrons travelling through a Ga2O3 

layer as a function of their kinetic energy. The IMFPs were calculated using the Tanuma Powell 

and Penn (TPP2M) Algorithm154,155 for the excitation energies at which the VBM measurements 
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were performed. Since the binding energies are very small for valence band measurements, they 

can be neglected, and hence the excitation energy can be equated with the kinetic energy.  

 

Excitation Energy (keV) IMFP (nm) 

0.07 0.5 

0.1 0.5 

0.2 0.6 

0.5 1.1 

0.8 1.5 

1.0 1.8 

2.1 3.2 

4.0 5.4 

6.3 7.9 

 

Table 5.1. IMFP of electrons travelling through Ga2O3 for the excitation energies used in the (HAX)PES 

measurements of the valence band, calculated using the TPP2M algorithm.  

Thus, one can see that valence band measurements at 0.1-0.2 keV are very surface sensitive, 

probing on the order of a few atomic layers. If one or at most several atomic layers are 

considered as the surface (around 0.3 nm), measurements at 4.0 and 6.3 keV probe 5-8 nm, i.e., 

more than 10 atomic layers, and can already be considered as giving information on the bulk of 

the material.  

Measurements were first performed on the 100 nm Ga2O3/CIGSe samples; these samples were 

described in more detail in Chapter 4. 𝛽-Ga2O3 single crystal substrates (of size 10 x 15 mm2) in 

the (010) orientation were obtained from Novel Crystal Technology, Inc., Tamura Corporation, 

where they were grown by the edge-defined film-fed growth method.168 The samples were doped 

with Sn to improve their conductivity, resulting in carrier concentrations of 6.3x1018 cm-3. The 

Ga3+ ions are replaced by Sn4+ ions, which thus act as electron donors and hence increase the 

conductivity.165,169 Figure 5.1 shows a schematic diagram of the (010) surface of the 𝛽-Ga2O3 

single crystal. 
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Figure 5.1. Schematic diagram of the (010) surface of the 𝛽-Ga2O3 single crystal. The scratch and 

subsequent cleaving was performed parallel to the shorter side of the sample, which is parallel to the 

[102] direction, and perpendicular to the (010) surface.  

 

 As the crystals had been exposed to air for a prolonged time period, one of the samples was 

cleaved in UHV (in the analysis chamber at X-SPEC; see below) prior to measurement. This 

ensured a clean surface with no surface adsorbates (a small C peak was observed immediately 

after cleaving, indicating the presence of some C in the bulk of the crystal). Figure 5.2 a) shows 

the cleaving sample holder and sample and b) shows a diagram of the cleaving process.  

 

 

Figure 5.2. a) top view of sample holder and sample b) side view of sample holder, sample, and transfer 

rod used to cleave the sample. 
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The sample was mounted onto the sample holder (in air) by securing it with screws attached to 

the aluminum bars. Then, a scratch was made by a cutter parallel to the shorter side of the 

sample, which is parallel to the [102] direction, and perpendicular to the (010) surface, as shown 

in Figure 5.1. The sample and sample holder were then transferred to X-SPEC in an Ar-filled 

sample container, without any additional air exposure. The sample was cleaved in the analysis 

chamber of X-SPEC by moving the transfer rod parallel to the direction of the sctrach, as shown 

in Figure 5.2 b). It is important to keep in mind that the surface after cleaving is different to the 

(010) surface, which could result in variations in the shape of the valence band and the VBM. 

However, the WIEN2k calculations (see 5.3) do not taken into account the orientation of the 

surface, so the effects of the surface orientation were not explored here. 

The second crystal was mounted onto a regular sample holder, with the (010) surface facing 

upwards. It was then exposed to a 1 hour 50 eV Ar+-ion treatment, which was performed using 

the ion source in the MFE laboratory. The samples were transferred to X-SPEC in an Ar-filled 

sample container, without any air exposure. The binding energy of the Au 4f7/2 peak62,152 of a 

reference Au foil was used for energy calibration. The experimental resolution was determined 

from measurements of the Au Fermi edge at different photon excitation energies, and varies as 

0.1-0.7 eV, with the smallest value at photon excitation energy 70 eV, and the largest value at 

photon excitation energy 6.3 keV. 

 

5.3   Calculations details 
 

The PES spectra of 𝛽-Ga2O3 were calculated using Wien2k. As was explained in more detail in 

Chapter 2, Wien2k is a program package that solves the Kohn-Sham Hamiltonian based on the 

full-potential (linearized) augmented plane-wave ((L)APW) + local orbital (lo) methods.170 The 

generalized gradient approximation (GGA), as parametrized by Perdew, Burke, and Ernzerhof 

(PBE)96 was used to approximate the exchange-correlation functional. The accuracy of the basis 

set size is determined by the product of the smallest muffin tin radius (see chapter 2) RMT times 

the largest k-vector Kmax, which was set equal to 8. The self-consistent field (SCF) cycle was run 

with 1000 k points, while the projected density of state (PDOS) calculations were run with 10000 

k points.  
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The PES spectra are calculated according to Ref.171, where the PDOS are multiplied by the 

photoionization cross sections at the given excitation energy and polarization as presented in 

Refs.172,173 (the analyzer is set parallel to the linearly polarized x-ray source at X-SPEC so the 

corresponding option is chosen for the calculations). The Ga 3d orbitals are treated as valence 

orbitals together with Ga 4s, Ga 4p, O 2s, and O 2p.   

The PES were broadened with a Gaussian broadening corresponding to the experimental 

resolution, and a Lorentzian broadening, to account for the lifetime broadening. The Lorentzian 

broadening was chosen such that the tails in the experiments are best described by the 

calculations, and resulted in the value 0.15 eV (at all excitation energies). In Figure 5.7 below, 

the PES spectrum at photon excitation energy 200 eV was broadened with a Gaussian 

broadening of 0.2 eV, while the one at photon excitation energy 2.1 keV was broadened with a 

Gaussian broadening of 0.3 eV. The crystal structure of 𝛽-Ga2O3 was obtained from the 

Materials Project Database.174 

 

5.4   Results and discussion 

5.4.1   VBM for the 100 nm Ga2O3/Cu(In,Ga)Se2 samples 
 

(HAX)PES spectra were measured in the wide energy range of 0.2-6.3 keV for the 100 nm rinsed 

and non-rinsed 100 nm Ga2O3/CIGSe samples. For clarity of presentation, Figure 5.3 shows the 

valence bands for a selection of excitation energies for both of the samples: 
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Figure 5.3. Valence bands of the 100 nm non-rinsed (left, black) and rinsed (right, red) Ga2O3/CIGSe 

samples measured with HAXPES at a wide range of photon excitation energies. The spectra were 

normalized to their peak maxima. 

Figure 5.3 shows how the spectral shape changes with excitation energy. The tail between 2 and 

4 eV is most prominent in the most surface-sensitive measurement at 0.1 keV, and least 

prominent in the bulk-sensitive measurement at 4.0 keV. This is not surprising since the tail is 

likely to be related to surface defects and/or C and O adsorbed at the surface.59 The overall 

spectral shape also gradually changes, with the peak at ~ 6 eV dominating the spectra at low 

excitation energies, and the peak at ~ 11 eV dominating at high excitation energies. This is due 

to changes in the photoionization cross sections of the involved states as a function of the 

excitation energy and symmetry (s, p, and d states), and will be discussed in more detail in 

conjunction with Figure 5.9 below. In addition, no difference in the rinsed and non-rinsed spectra 

is observed in Figure 5.3.  
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Figure 5.4 shows the (HAX)PES spectra measured at low (0.2 keV) and high (2.1 keV) 

excitation energies for the non-rinsed and rinsed samples.  
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Figure 5.4. Valence bands of the 100 nm non-rinsed (black) and rinsed (red) Ga2O3/CIGSe samples 

measured with PES (photon excitation energy 0.2 keV, bottom) and HAXPES (photon excitation energy 

2.1 keV, top). The spectra were normalized to their peak maxima. 

 

One can see that the overall spectral shape is drastically different at low and high excitation 

energies. There is a large tail between 2 and 4 eV for both of the spectra measured at  

0.2 keV, which is much less prominent in the ℎ𝜈 = 2.1 keV spectra. The VBMs were determined 

by a linear extrapolation of the leading edge, giving the same values for the non-rinsed and 

rinsed spectra presented here, within the error bar. However, as will be shown in Figure 5.6, 

there were some differences between rinsed and non-rinsed spectra at some excitation energies. 

One can also see that the determined VBM value is significantly different for the two excitation 

energies.  
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The spectra shown in Figure 5.4 (and in general all the spectra presented in this dissertation) are 

the averages of a series of scans, from several, up to 100s of scans, depending on various 

parameters chosen to optimize the measurement). The VBM is determined (by linear 

extrapolation) for this average, and the error bar is the estimate/confidence interval of the 

precision with which it can be determined. Looking at the individual scans, one can determine 

the VBM for each scan (also by linear extrapolation), and the variation of the VBM will show 

the contribution of the experimental broadening. For the 2.1 keV data, the experimental 

broadening is only slightly larger than the one given in Figure 5.3 (± 0.08 eV vs ± 0.05 eV). 

Figure 5.5 shows the individual scans for the 0.2 keV data (for the non-rinsed samples only for 

clarity of presentation).  
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Figure 5.5. Individual scans of the valence band of the 100 nm non-rinsed Ga2O3/CIGSe samples, 

measured with PES at photon excitation energy 0.2 keV.  

 

Figure 5.5 shows that the VBM varies from 3.86 eV for the first scan, up to 3.52 eV for the last 

scan. Thus, taking into account the experimental broadening, the VBM should be reported as  

3.7 ± 0.2 eV, rather than 3.65 ± 0.05 eV as presented in Figure 5.4. Although this broadening 

does contribute to the tail, it does not explain it completely.  
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Figure 5.6 presents the VBM and corresponding Ga 3d peak positions determined at all the 

measured excitation energies for both samples. 
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Figure 5.6. Valence band maximum (VBM) and Ga 3d peak position as a function of the excitation 

energy for the (black) non-rinsed and (red) rinsed 100 nm Ga2O3/CIGSe samples. Points where the VBM 

is equal for rinsed and non-rinsed is are indicated by half-circles of each color. 

The VBM was determined by linear extrapolation, while the Ga 3d peak maximum was 

determined manually, without any additional peak fitting procedure. The error bars are estimates 

of the confidence with which the VBM and Ga 3d peak positions were determined. Furthermore, 

the measurements at 6.3 keV have the largest error bars, which is true for both the cleaved and 

Ar+-ion treated 𝛽-Ga2O3 measurements (see 5.4.2 and 5.4.3 below). The energy resolution of the 

DCM decreases with excitation energy, and to combat this problem, higher harmonics of the 

DCM are used.62 However, this significantly reduces the photon flux, resulting in a lower signal-

to-noise ratio. In addition, the absolute values of all the photoionization cross-sections decrease 

with the excitation energy, which also results in a lower signal-to-noise ratio.62 Thus, the spectra 

measured at 6.3 keV have a lower signal-to-noise ratio than the other presented spectra, resulting 



74 
 

in the larger uncertainty in the VBM and Ga 3d peak position determination. To combat this 

problem, a large number of scans (on the order of 100s) were taken for the spectra measured at 

6.3 keV, but even the average of all these scans still has a low signal-to-noise ratio. Figure 5.7 

shows how noisy the individual scans look for these spectra.  
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Figure 5.7. Individual scans (first three) of the valence band of the 100 nm non-rinsed Ga2O3/CIGSe 

samples, measured with HAXPES at photon excitation energy 6.3 keV.  

 

Figure 5.6 a) shows that there is a rather wide range in the determined VBM positions:  

3.3-3.6 eV for the low excitation energies (i.e., the surface-sensitive measurements), and 

increasing up to 4.1 eV for the highest excitation energy (i.e., the most bulk-sensitive 

measurement). Both the VBM position and the Ga 3d peak positions appear to first shift slightly 

towards, and then shift away from EF as the measurements become more bulk-sensitive. The 

similarly in the behavior of the VBM and Ga 3d suggests that this is a systematic shift in the 

experiments.  

These shifts are likely due to band bending at the Ga2O3 surface, which can result from surface 

adsorbates such as O and C. The Fermi level of Ga2O3 will shift to align with the Fermi level of 

the adsorbate molecules. The diffusion of Rb, F, and Na (see Chapter 4) from CIGSe into Ga2O3 

could also play a role in these shifts. These elements act as dopants, which would change the 
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position of EF. It is interesting to note that the VBMs of the rinsed and non-rinsed samples are 

nearly the same in both Figures 5.6 and 5.8 below. In fact, at several points, the values are 

identical (shown as half-circles of each color). Although the amounts of these elements are 

significantly less in the rinsed case, this difference does not appear to play a significant role, as 

the VBMs are practically identical for the two samples. Surface charging effects could affect the 

position of EF as well. 

In addition, contaminations and/or defects at the surface, which manifest themselves in the tails 

shown in the spectra above, could hinder the determination of the true VBM. In the bulk, these 

effects become minimal, so one can observe the true, slightly higher VBM.  

In an attempt to minimize the effects of the changes in the Fermi level position, the Ga 3d peak 

position of the 𝛽-Ga2O3 single crystal, measured at an excitation energy for which the calibration 

was most accurate, corresponding to 21.53 eV was taken as a reference (see section 5.4.2 for 

more details). Then the difference between the Ga 3d peak positions and this value was added to 

all the VBMs in Figure 5.4. It is assumed that the resulting VBM positions corrected in this way 

will be at a more or less constant EF. Figure 5.8 shows the resulting corrected VBM positions as 

a function of the excitation energy.  
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Figure 5.8. Corrected VBM (shifted such that the Ga 3d peak position is constant) as a function of the 

excitation energy for the (black) non-rinsed and (red) rinsed 100 nm Ga2O3/CIGSe samples. Points where 

the VBM is equal for rinsed and non-rinsed are indicated by half-circles of each color. 

Figure 5.8 shows that there is much less of a difference now between the VBMs at different 

excitation energies. However, the VBM slightly increases from 4.2 eV at low photon excitation 

energies to 4.4 eV at high photon excitation energies (i.e., the relative VBM value increases from 

more surface-sensitive to more bulk-sensitive measurements). This suggests that there is a real 

difference between the surface and bulk of these samples.  

To understand better the results obtained for these samples, the valence band of the 

𝛽-Ga2O3 single crystal was investigated as a next step. For the measurements of the 100 nm 

Ga2O3/CIGSe samples, the Au 4f peaks of the Au foil were measured only once in the roughly 

24 hour period in between the beam dumps, which could result in an inaccuracy in the 

determination of the true photon excitation energy. Therefore, for further measurements, the 

calibration was improved by measuring the Au 4f peaks before and after measurements of the 

valence band at each excitation energy.  
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5.4.2   VBM for the UHV-cleaved β-Ga2O3 single crystal 

 

From the results in 5.4.1, it is clear that the probing depth plays an important role in the valence 

band measurements. To further analyze the influence of the condition of the measured surface on 

the determination of the VBM, a 𝛽-Ga2O3 single crystal model system was studied. As was 

explained in 5.2, the 𝛽-Ga2O3 single crystal was cleaved in UHV prior to the measurements to 

ensure a clean surface. In parallel, DFT calculations were carried out for the model 𝛽-Ga2O3 

single crystal, obtaining the cross-section dependent PES spectra (see 5.3 for calculation details). 

Figure 5.9 a) shows the (HAX)PES spectra measured at low (0.2 keV) and high (2.1 keV) 

excitation energies, while 5.9 b) shows the DFT-calculated PES spectra (total, and projected onto 

the different orbitals) at the corresponding energies: 
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Figure 5.9. a) Valence band of the cleaved 𝛽-Ga2O3 single crystal measured at 0.2 keV (bottom) and 2.1 

keV (top). The VBMs, determined by linear extrapolation of the leading edge, are shown. b) DFT 

calculated total and projected DOS weighted with the cross-sections to obtain the photoemission spectra 

(PES) at 0.2 keV (bottom) and 2.1 keV (top). Contributions from different orbitals are color-coded.  
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Compared with Figure 5.4, the spectra in Figure 5.9 a) are sharper, with more prominent 

features, while the tail is much smaller, supporting that the tail arises from surface defects and/or 

adsorbates. The VBM is determined with high accuracy by linear extrapolation of the leading 

edge as 4.80 ± 0.03 eV, independent of the excitation energy. Although there are some 

variations in the VBM for measurements at other excitation energies (as will be shown below), 

the VBM is still determined as 4.8 eV.   

Figure 5.9 b) shows how the calculated DOS, weighted by the photoionization cross sections, 

varies as a function of excitation energy and the symmetry of the orbitals. At 0.2 keV, the O p 

states are mainly contributing to the total PES, with some contribution from the Ga d states at 

 ~ 6 eV, a small contribution from Ga s states at ~ 11 eV, and practically negligible contributions 

from the Ga p and O s states (at ~7-8 eV and ~10-11 eV respectively). In contrast, the main 

contribution to the PES spectrum at 2.1 keV is from the Ga s states, some contribution from the 

Ga p states, and small contributions from Ga d, O p, and O s states. These results correspond to 

earlier calculation results in literature.169 Overall, the DFT-calculations are able to capture the 

spectral shape of the valence band spectra very well. Figure 5.10 shows a direct comparison 

between the experimental and calculated valence band spectra at the same two excitation 

energies as above.  
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Figure 5.10. Comparison of the cleaved 𝛽-Ga2O3 single crystal (black) and DFT calculated PES (red, 

dashed) at 0.2 keV (bottom) and 2.1 keV (top). The VBMs, determined by linear extrapolation of the 

leading edge, are shown in black. 

In DFT calculations the zero of the energy axis is set at the VBM, so shifts were applied such 

that the spectral features align with those of the respective experimental valence band. In 

addition, a stretch factor of 1.08 was applied to both of the calculated spectra for the best 

alignment of calculation and experiment.  

All of the main features observed in the experimental spectra are reproduced in the calculations, 

and overall, the agreement is excellent between the two. However, many features are more 

pronounced in the calculations, which could be explained by some additional broadening present 

in the experiment that is not accounted for. One possibility is surface charging, which leads to 

small shifts in the peak positions over time, which results in a broadened spectrum. In the  

0.2 keV data, there is a small tail that is not described by the calculations. Nonetheless, the 

spectra are described well, particularly around the VBM, and one can see that when a clean 

surface is measured, for the 2.1 keV data, the tail is described by experimental and lifetime 
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broadening. Figure 5.11 shows the VBM and Ga 3d peak positions determined for a wide range 

of excitation energies. 
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Figure 5.11. VBM and Ga 3d peak positions as a function of the photon excitation energy for the cleaved 

𝛽-Ga2O3 single crystal.  

Compared to the result of Figure 5.6 for the 100 nm Ga2O3/CIGSe samples, there is not much 

change in the VBM positions with excitation energy in Figure 5.11. However, the VBM and the 

Ga 3d peak positions both appear to decrease for some photon excitation energies. Here, the Au 

4f was always measured before and after each valence band measurement at each excitation 

energy. As was done in 5.4.1, to minimize the effects of the shift of EF, and obtain the corrected 

VBM positions, a reference Ga 3d peak position was determined. The measurement at 0.2 keV 

gave the most stable result, with no change in the Au 4f peak position before and after the 

valence band measurement. Thus, the corresponding Ga 3d peak position (21.53 eV) was chosen 

as the reference. The difference between the Ga 3d peak positions at each excitation energy and 

this value was added to the VBM, to obtain the corrected VBM values. Figure 5.12 shows the 

corrected VBM as a function of the excitation energy.  
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Figure 5.12. Corrected VBM (shifted such that the Ga 3d peak position is constant) as a function of the 

excitation energy for the cleaved 𝛽-Ga2O3 single crystal. 

From Figure 5.12, the VBM for the cleaved 𝛽-Ga2O3 single crystal can be determined as  

4.8 ± 0.1 eV. There is still a small downwards shift in the VBM with excitation energy, but one 

would need to perform more HAXPES measurements at other excitation energies to confirm this 

shift. The VBM is 0.5 eV higher than the one determined for the 100 nm Ga2O3/CIGSe samples. 

The surface defects that especially appear in the tails of the 100 nm Ga2O3/CIGSe samples, the 

diffusion/segregation of Rb, F, and Na from the CIGSe to the Ga2O3 surface, and the fact that 

these are different samples (a nanocrystalline thin film vs a single crystal), and underwent 

different sample preparation can all play a role in the observed differences in the valence band 

and VBM. However, (as mentioned in 5.4.1) the rinsing does not seem to affect the VBM 

position. In any case, the state of the surface appears to significantly affect the VBM value. To 

model a defect-rich Ga2O3 surface, the results for the Ar+-ion treated 𝛽-Ga2O3 single crystal are 

investigated next.  
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5.4.3   VBM for the Ar+-ion treated β-Ga2O3 single crystal 
 

Figure 5.13 shows the valence band of the Ar+-ion treated 𝛽-Ga2O3 single crystal, together with 

the cleaved 𝛽-Ga2O3, and the 100 nm Ga2O3/CIGSe (rinsed) sample at selected photon excitation 

energies.  
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Figure 5.13. Valence bands of the a) cleaved 𝛽-Ga2O3 single crystal (black), b) 𝛽-Ga2O3 single crystal 

after Ar+-ion treatment (blue), and c)100 nm rinsed Ga2O3/CIGSe samples (red) measured with HAXPES 

at a wide range of photon excitation energies. The spectra were normalized to their peak maxima. 

The spectra of the Ar+-ion treated 𝛽-Ga2O3 single crystal can be viewed as an intermediate “step” 

between the cleaved 𝛽-Ga2O3 single crystal and the 100 nm Ga2O3/CIGSe sample. The overall 

spectral shape is closer to that of the 100 nm Ga2O3/CIGSe, while some spectral features are 

present in the cleaved 𝛽-Ga2O3 single crystal but absent in the 100 nm Ga2O3/CIGSe are present 

in the Ar+-ion treated 𝛽-Ga2O3 single crystal, but in a more broadened form. For example, the Ga 

p contribution at ~7-8 eV (see Figure 5.9), is broader but visible in the spectra at 2.1 keV, while 

it cannot be distinguished in the corresponding spectrum of the 100 nm Ga2O3/CIGSe sample. 

There is a tail at 2-4 eV, especially prominent at lower excitation energies, but it is not as large 

as in the spectra of the 100 nm Ga2O3/CIGSe sample. The presence of the tail suggests that 

defects such as O vacancies are indeed introduced to the surface as a result of the Ar+-ion 

treatment.  
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Figure 5.14 shows the region near the VBM for all three samples at 0.1 and 4.0 keV.  

 

5 4 3 2 1 0

N
o
rm

a
liz

e
d
 I

n
te

n
s
it
y

Energy rel. to EF (eV)

 b-Ga2O3 cleaved

 100 nm Ga2O3/CIGSe rinsed

 b-Ga2O3 Ar+-ion treatment

h = 0.1 keV

h = 4.0 keV

 

Figure 5.14. Comparison of the region near the VBM for the (black) cleaved 𝛽-Ga2O3 single crystal, 

(red) 100 nm Ga2O3/CIGSe rinsed sample, and the (blue) Ar+-ion treated 𝛽-Ga2O3 single crystal, 

measured with 0.1 keV (bottom) and 4.0 keV (top).  

 

One can see that at low excitation energies, the tail is the largest in the 100 nm Ga2O3/CIGSe 

spectra, followed by the Ar+-ion treated 𝛽-Ga2O3 single crystal (there is no visible tail for the 

cleaved 𝛽-Ga2O3). At high excitation energies, there is some difference in the spectral intensities 

of the three samples at above 4 eV (the 100 nm Ga2O3/CIGSe spectra has a higher intensity 

between 4 and 5 eV than the other two spectra), but this does not contribute to the tail. Thus, 

Figure 5.14 shows that the tail plays a large role at low excitation energies (i.e., for surface-

sensitive measurements), but not at high excitation energies (the bulk-sensitive measurements), 

as expected.  

Figure 5.15 shows the VBM and Ga 3d peak positions as a function of the photon excitation 

energy for the Ar+-ion treated 𝛽-Ga2O3 single crystal. 
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Figure 5.15. VBM Ga 3d peak positions as a function of the photon excitation energy for the  

Ar+-ion treated 𝛽-Ga2O3 single crystal.  

Once again, a downwards shift away from EF with the photon excitation energy can be observed 

in both the VBM and Ga 3d positions. The same shift to the VBM positions was applied as 

described earlier, and the resulting corrected VBM positions are shown in Figure 5.16.  
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Figure 5.16. Corrected VBM (shifted such that the Ga 3d peak position is constant) as a function of the 

excitation energy for the Ar+-ion treated 𝛽-Ga2O3 single crystal. 

The corrected VBM clearly increases with photon excitation energy until it reaches a plateau at 

the highest excitation energies. Similar to Figure 5.8, it can be concluded that the tail present at 

lower excitation energies (i.e., in more surface-sensitive measurements) affects the VBM 

position, and the VBM of the surface and bulk are different. This is true for the Ar+-ion treated 

crystal, as well as the 100 nm Ga2O3/CIGSe samples. From the results above, one can conclude 

that “cleaning” the 𝛽-Ga2O3 single crystal surface with Ar+-ions is on the right path towards 

describing the valence band of the 100 nm Ga2O3/CIGSe samples. 
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5.5   Conclusion 
 

In this Chapter, valence band spectra were presented for the 100 nm Ga2O3/CIGSe samples, and 

the UHV-cleaved and Ar+-ion treated 𝛽-Ga2O3 single crystals. Complimentary DFT calculations 

were performed for 𝛽-Ga2O3 as well.  

For the 100 nm Ga2O3/CIGSe samples, the VBM was found to significantly change depending 

on the excitation energy, suggesting that the VBM of the surface differs from that of the bulk. 

The VBM appeared to shift away from the Fermi energy with excitation energy. This can likely 

be explained by band bending at the Ga2O3 surface, due to surface adsorbates such as O and C.  

The VBM for the cleaved 𝛽-Ga2O3 was determined as 4.8 ± 0.1 eV, independent of the 

excitation energy, and corresponds to results in literature. The band-bending effects observed for 

the 100 nm Ga2O3/CIGSe samples, were absent (or very minimal) for the cleaved 𝛽-Ga2O3 

sample. Various effects, such as the morphology (nanocrystalline vs single crystalline), surface 

defects, and the diffusion/segregation of small amounts of Rb, F, and Na from the CIGSe 

absorber, all could play a role in the significantly lower value of the VBM of the 100 nm 

Ga2O3/CIGSe samples compared to the cleaved 𝛽-Ga2O3. However, the rinsing did not appear to 

affect the VBM position. The overall spectral shape was found to be much broader in the 

nanocrystalline sample, which could also potentially be explained by the effects above. 

The Ar+-ion treated 𝛽-Ga2O3 single crystal was found to be an intermediate “step” between the 

nanocrystalline and cleaved 𝛽-Ga2O3 single crystal, in its spectral shape, as well in the behavior 

of the VBM, i.e., its shift away from the Fermi energy with photon excitation energy. It is likely 

that the Ar+-ion treatment introduces defects such as O vacancies to the 𝛽-Ga2O3 surface. The 

Ar+-ion treatment could potentially be used as a way to model the VBM of nanocrystalline 

Ga2O3 as well.  
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6 Resonant inelastic x-ray scattering of Ga2O3  
 

6.1   Introduction      
 

In Chapter 2, the crystal structure of 𝛽-Ga2O3 was presented. It is not surprising that the 

anisotropy in the crystal structure of 𝛽-Ga2O3 leads to an anisotropy in its electrical and optical 

properties. Several studies have shown an anisotropy in the optical absorption, resulting in 

different bandgap edges depending on the polarization of the light source18,31–33. Such studies 

allow to understand transitions from the valence to the conduction band, but cannot paint a 

comprehensive picture of the electronic structure, and contain no information on the core-levels. 

Several Angle-Resolved Photoemission Spectroscopy (ARPES) studies have been performed to 

determine the band structure along specific high-symmetry points and a good correspondence 

with DFT calculations was obtained.175–178 However, these works did not focus on the 

polarization-dependent results due to the anisotropy of 𝛽-Ga2O3.  

Cocchi et al. investigated the core-level excitations from the O K edge of 𝛽-Ga2O3
129. They 

calculated the XAS spectra in the BSE approach for different inequivalent oxygen atoms and 

compared them with experimental energy-loss near-edge fine structure (ELNES) spectra along 

different crystal planes, finding that contributions to the spectra from certain types of atoms can 

be enhanced, while others can be suppressed. Swallow et al. investigated different polymorphs of 

Ga2O3
57 and found that the XAS spectra vary significantly depending on the polymorph and its 

crystal structure. Vorwerk studied extensively the theoretical RIXS spectra of Ga2O3
179,180, and 

one of the focuses was to understand how the absorption spectra differ between the polymorphs. 

Up to date, no experimental RIXS studies of Ga2O3 have been published.  

In this chapter, the bulk electronic structure of 𝛽-Ga2O3 is studied by measuring experimental 

XAS, XES, and RIXS spectra at the O K edge, and comparing them with those calculated using 

the DFT/BSE methods. The XAS, XES, and RIXS spectral intensities are proportional to the 

dipole transition matrix elements (see equations 2.10-2.12 in Chapter 2). The dipole transition 

matrix elements depend on the polarization of the incoming photon beam, so by controlling the 

orientation of the 𝛽-Ga2O3 single crystal with respect to the polarization of the incoming x-ray 
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beam, excitations from various parts of the band structure can be enhanced or suppressed. 

Moreover, the dipole transition matrix elements also depend on the local geometry of the O 

atoms. Since there are three inequivalent O atoms in 𝛽-Ga2O3 (see Chapter 2), these atoms can 

contribute differently to the spectra depending on the polarization of the x-ray beam. As will be 

shown below, there are clear differences in the spectra depending on the polarization, which are 

observed in both the measured and calculated spectra. 

 

6.2   Experimental details    
 

All of the experiments discussed in this chapter were performed at the SALSA endstation136 at 

Beamline 8.0.1 of the Advanced Light Source (ALS), Lawrence Berkley National Laboratory. 

(for more details on SALSA and the x-ray spectrometer, see Chapter 3 and Refs136,137). 

Measurements were performed on 𝛽-Ga2O3 single crystal samples: in addition to crystals with 

the (010) orientation described in Chapter 5, a crystal with the (001) orientation was ordered 

from the same company (Novel Crystal Technology, Inc., Tamura Corporation), and measured as 

well.  

To perform polarization-dependent measurements, the samples were rotated such that the 

respective unit cell vector would align with the polarization vector of the incident photon beam. 

As shown in Figure 6.1 below, the incident photon beam is oriented normal to the sample 

surface, and the optical axis of the spectrometer is oriented at 45° relative to the incident photon 

beam.181  
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Figure 6.1. View in the x-y plane of the experimental setup of the sample relative to the incident 

synchrotron-based x-ray source for all three polarization directions.  

Here, 𝒒 and E are the momentum and polarization of the incoming x-ray photon. The momentum 

for the measured x-ray photon is 𝒒𝟐, while E2, and E2’ are the basis orthonormal vectors in the 

plane perpendicular to 𝒒𝟐, i.e., the plane to which all outgoing polarizations belong to. So E2, 

and E2’ are sufficient for calculations, since all other polarization directions are their linear 

combinations.  

 

Figure 6.2 shows the experimental setup when E is parallel to 𝒂.  

 



90 
 

 

Figure 6.2. View in the x-z plane of the experimental setup when the polarization of the incoming photon 

beam, E is parallel to 𝒂. To perform measurements where E is parallel to 𝒄, the sample is rotated by 

103.8° in the counterclockwise direction, such that the c axis aligns with the x axis.  

Figure 6.2 shows that the (010) single crystal is rotated such that the 𝒂 axis is aligned with the x 

axis and hence with E. The sample is then rotated by 103.8° in the counterclockwise direction to 

performed measurements where E is parallel to 𝒄.  

 

Figure 6.3 shows the experimental setup when E is parallel to 𝒃.  
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Figure 6.3 View in the x-y plane of the experimental setup when the polarization of the incoming photon 

beam, 𝐄 is parallel to 𝒃. 

The (001) single crystal, with its shorter side parallel to 𝒃, is necessary to be able to measure this 

configuration.  

For each configuration, RIXS maps and non-resonant XES spectra were obtained. The emission 

energy scales were calibrated using the emission energies of carefully measured BN and CaSO4 

reference samples (measured by our group). The excitation energies were then calibrated using 

the elastically-scattered Rayleigh line.  
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6.3   Calculations details  
 

In XES, the final state is characterized by a hole in the VB, while all core levels are filled. Thus, 

according to the final-state rule102–104, effects such as core-exciton formation will not play a 

crucial rule (the hole in the VB is assumed to be well-screened), and ground-state calculations 

are often sufficient to describe XES spectra. Therefore, in the following, the experimental XES 

spectra are compared with spectra calculated from ground state DFT.  

The electronic structure and polarization-independent XES spectrum of 𝛽-Ga2O3 were calculated 

using Wien2k. As in Chapter 5, the GGA with the PBE parametrization was used to approximate 

the exchange-correlation functional. The product of the smallest muffin tin radius RMT times the 

largest k-vector Kmax, was set equal to 8. The self-consistent field (SCF) cycle was run with 1000 

k points, while the projected density of state (PDOS) and XES calculations were run with 10000 

k points. The XES spectra are calculated according to the formalism in Refs.49, 50. Taking into 

account the dipole-selection rules, the dipole matrix elements are generated, and then multiplied 

by the corresponding PDOS and radial transition probability to obtain the spectra.184 

The polarization-dependent XES calculations were performed with the OCEAN code, where the 

ground-state wave functions are calculated with the pseudopotential-based code Quantum 

Espresso185 (see chapter 2). It is necessary to specify the photon operator, as well as the 

momentum and polarization of the incoming (𝒒 and E) and outgoing (𝒒𝟐, E2, and E2’) x-ray 

photons, which is done through the ‘photon files’ in OCEAN. The photon operator is 

approximated as E ∙ 𝒓 (the dipole approximation operates well for light atoms such as O with 

small core wave-functions, i.e., small 𝒓, and small photon energies, i.e., small 𝒒 81). The 

momentums and polarizations( 𝒒, 𝐄, 𝒒𝟐, E2, and E2’) were specified according to the 

experimental setups shown in Figures 6.1-6.3, thereby generating 9 photon files (3 for each 

experimental configuration). The momentum transferred to the system in units of the reciprocal 

lattice vectors was also specified (this is necessary for the RIXS calculations) in the main input 

file (as ‘photon_q’).  

The basis set for the ground-state wavefunctions in Quantum Espresso is constructed using the 

norm-conserving pseudopotential, and the plane-wave cut-off was set to 122 Ryd. As in Wien2k, 

the GGA with the PBE parameterization was used. The energy difference between the CBM and 
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the highest calculated band for the final state wave functions was set to approximately 40 eV, 

after a series of XAS calculations with a different number of bands, and comparison of the 

results with the corresponding energy interval in the experimental data. A series of convergence 

tests were performed to determine the optimal k-point and x-point grids for calculation of the 

final states, which were taken as 8x8x5 and 14x14x12, respectively. A 4x4x3 k-point grid was 

sufficient to take for the SCF cycle.  

As mentioned in Chapter 2, the ground-state DFT energies are not necessarily accurate in terms 

of both their absolute position, and their relative shifts (core-level shifts). This is true both for the 

LAPW + lo based Wien2k, since final state screening-effects are not included,170 and for 

pseudopotential-based Quantum Espresso where there are no explicit core states.81 In OCEAN, 

the core-level shifts are treated in the screening part of the calculation, where a single offset 

number is set, in accordance with the ground-state and screening calculations. The number of 

conduction bands was set to approximately span 150 eV above the conduction band minimum 

for the screening calculations. 

In XAS, the final state is a core hole and an electron in the CB, so it is necessary to describe the 

bound excitonic state formed by the electron with the core hole. As was described in Chapter 2, 

RIXS is treated in the Kramers-Heisenberg formalism as a coherent process, and the resonant 

XES spectra are influenced both by the core-exciton formed in the intermediate state, and the 

valence-exciton formed in the final state. The Bethe-Salpeter Equation (BSE) is solved in a two-

particle electron-hole basis using the ground state wave functions obtained using DFT, with the 

BSE Hamiltonian given in Chapter 2. The generalized minimal residual method (GMRES)186,187 

is used to diagonalize the BSE Hamiltonian.  

A small amount of Lorentzian broadening (0.1 eV) for the core-hole lifetime is included in the 

spectra, to which Gaussian and Lorentzian broadening was further applied when comparing the 

calculations with experiment (see next section). Stretch factors of 5% to the excitation energy 

axis of the XAS spectra, and 10% to the emission energy axis of the XES spectra calculated 

using OCEAN were applied as well, in accordance with the above-mentioned underestimation of 

band-gaps and core-level positions in DFT. Crystallographic Information Files (CIF) containing 

the crystal structure were obtained from the Materials Project174 and Crystallography Open 

Databases188, and give the same results. 
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6.4   Results and discussion 
 

6.4.1   Non-resonant XES spectra    
 

Figure 6.4 shows a comparison of the experimental O K XES spectrum of 𝛽-Ga2O3 with the 

DFT-calculated electronic band structure and XES spectrum (all calculations were performed 

here using Wien2k).  

 

 

Figure 6.4. Comparison of the experimental O K XES spectrum with the DFT-calculated electronic band 

structure and spectrum for 𝛽-Ga2O3. From bottom to top: calculated k-resolved band structure, projected 

density of states (PDOS) for the gallium (blue) and oxygen (black) atoms, oxygen s (purple) and p 

(orange) PDOS, calculated O K emission spectrum (red, “calc.”), calculated XES spectrum with 

experimental and lifetime broadening (red, “calc. with broadening”), and the experimental XES spectrum 
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measured at an excitation energy 550.0 eV (black, top). The zero of the energy scale of the calculations is 

set at the valence band maximum (VBM). Wien2k was used for the calculations. 

 

At the bottom of the Figure, the calculated k-resolved band structure is shown, as was seen 

already in Chapter 2 (Figure 2.14), but here the energy and k-axes are reversed. As was 

discussed in Chapter 2, the band structure can be divided into three regions: the upper valence 

band region at 0 to 7 eV below the VBM, and the Ga 3d and O 2s semi-core regions at ~ 12 eV 

to 13 eV and ~ 17 eV to 20 eV below the VBM, respectively. The density of states projected 

(PDOS) onto the oxygen and gallium atoms, and then onto the oxygen s and p orbitals, is shown 

above the band structure. One can see that the upper valence band region is mostly composed of 

oxygen p orbitals. Moreover, while the Ga 3d semi-core region mostly consists of Ga, there are 

small contributions from O 2s and O 2p states there as well. In fact, there is  Ga 3d – O 2s 57, as 

well as Ga 3d – O 2p hybridization (similarly to that observed for other metal oxides189) and 

there is a small contribution from Ga 3d in the O 2s semi-core region as well (note the x10 factor 

for the Ga PDOS in this region).  

The calculated O K XES spectrum is shown on top of the PDOS. There is the main peak 

(maximum at ~ -1.5 eV rel. to the VBM or ~ 526 eV emission energy) which is the O 2p 

derived band due to transitions from O 2p to O 1s. There are also two very small peaks near the 

position of the Ga 3d semi-core region, due to transitions from the Ga 3d – O 2p hybridized-state 

to O 1s, referred to as the Ga 3d – O 2p hybrid band. Above this is the same spectrum convoluted 

with experimental and lifetime broadening (0.5 eV Gaussian and 0.1 eV Lorentzian broadening 

applied). Comparing it with the experimentally obtained spectrum on the top (measured at an 

excitation energy of 550.0 eV), there is a good correspondence, with all the main features 

correctly reproduced in the calculated spectrum. In both spectra, a very small contribution from 

the Ga 3d – O 2p hybrid band can be seen. Only one peak is seen in the experiment, the position 

of which differs by almost 5 eV compared to the calculated spectra. This is in line with the 

previously mentioned limitations of DFT in determining the absolute peak positions accurately. 

Since the polarization is not a relevant parameter for the XES spectra calculated using Wien2k 

(as it was calculated from the PDOS), the experimental spectrum shown is an average over the 3 

orientations of the incoming x-ray beam (E ∥ 𝒂, E ∥ 𝒃, and E ∥ 𝒄). Figure 6.5 shows a 
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comparison of the calculated (with experimental and lifetime broadening) and experimental 

emission spectra for all 3 polarization directions separately calculated with OCEAN. 
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Figure 6.5. Comparison of the experimental O K emission spectra measured at excitation energy 550.0 

eV (bottom) with the DFT-calculated emission spectra with experimental and lifetime broadening (top) 

for the 3 polarization directions: E ∥ 𝒂 (black), E ∥ 𝒃 (red), and 𝐄 ∥ 𝒄 (blue). The emission spectra were 

calculated on an arbitrary emission scale, and were aligned with the energy scale of the experimental 

spectra such that the O 2p derived band maxima (~526 eV) align with each other. The intensities were 

normalized to the maxima of the Ga 3d – O 2p hybrid band (~515 eV) in the experiment and calculation. 

A magnified (x50) Ga 3d – O 2p hybrid band region for the experimental spectra is shown. The O 2s – O 

2p hybrid band (~510 eV) is visible in the calculations, but not in the experiment. OCEAN was used for 

the calculations. 

 

The emission spectra were calculated on an arbitrary emission scale, and were aligned with the 

energy scale of the experimental spectra such that the O 2p derived band maxima (~526 eV) 

align with each other. To observe differences in the O 2p derived band, the spectra were then 
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normalized to the maxima of the Ga 3d – O 2p hybrid band (~515 eV) in both experiment and 

calculations, since this feature is unlikely to exhibit any changes depending on the polarization 

direction (being further away from the upper valence band it is more robust to changes in 

general). In the calculated spectra, there is the O 2s – O 2p hybrid band at ~510 eV, while it is 

not visible in the experimental spectra. This is because O K emission only allows to see the O 2p 

contribution, which is very weak at 510 eV (see Figure 6.4). So while it is predicted in theory, it 

is not observed in the experimental spectra. 

Overall, the spectra for the 3 polarization directions are very similar both in experiment and in 

calculations. However, the spectrum for the E ∥ 𝒂 direction has a slightly smaller relative 

intensity of the main peak at 526 eV, but exhibits a more intense shoulder at lower energies (at 

~ 525 eV). Furthermore, the calculations accurately reproduce this difference in the  

E∥ 𝒂 spectrum. As explained earlier, the spectral intensities are weighted by the dipole transition 

matrix elements, which depend on the polarization of the incident photon, as well as on the 

position of the electron, i.e., which inequivalent O atom it comes from. Figure 6.6 shows the 

XES spectra calculated for differently coordinated oxygen atoms (i.e., O1, O2 and O3 shown in 

Figures 2.11 and 2.12) for the 3 polarization directions.  
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Figure 6.6. DFT-calculated contributions from differently coordinated O atoms, i.e., O1 (black), O2 (red) 

and O3 (blue), to the emission spectra for the 3 polarization directions: E ∥ 𝒂 (bottom),  

E ∥ 𝒃 (middle), and 𝐄 ∥ 𝒄 (top). The emission spectra were calculated on an arbitrary emission scale, and 

were aligned and broadened as in Figure 6.8. The intensities were normalized to the maxima of the Ga 3d-

O 2p hybridized state at ~514 eV. OCEAN was used for the calculations. 

 

One can see that when E ∥ 𝒃 and E ∥ 𝒄, the results are nearly identical, and the largest 

contribution is from O1. When E ∥ 𝒂, there are equal contributions between O1, O2, and O3. 

The contribution from the tetrahedrally-coordinated O3 is much stronger in the emission 

spectrum where E ∥ 𝒂 than for the other two directions.  It is shifted towards higher emission 

energy relative to O1 and O2, explaining the difference in the observed experimental spectrum 

for the E ∥ 𝒂 direction. Nonetheless, the difference in the emission spectra for the different 

polarization directions is not as significant as in the absorption spectra that will be shown below.  

 

 

6.4.2   RIXS maps     
 

To understand better the differences in the polarization directions, the RIXS experiments are 

analyzed as a next step. Core-excitonic effects appear in both experimental and calculated XAS 

and RIXS spectra, as seen below.  

Figure 6.7 shows the experimental RIXS maps obtained for the 3 polarization directions:  
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Figure 6.7. Experimental O K RIXS maps of 𝛽-Ga2O3 for the 3 polarization directions: 𝐄 ∥ 𝒂 (bottom), 

E∥ 𝒃 (middle), and E ∥ 𝒄 (top). The emission intensity is color-coded according to the colorscale shown 

and displayed as a function of the excitation and emission energies. For each polarization direction, the 

RIXS maps are divided into the spectator (left) and participant (right) regions. Selected absorption 

resonances are labeled on the left of the spectator regions and will be discussed in conjunction with 

Figure 6.12. The participant emission intensities are magnified by a factor of x121. 

 

In the maps, the emission intensity is color-coded and displayed as a function of the excitation 

and emission energies. For each polarization direction, the RIXS maps are divided into spectator 

and participant regions. Figure 6.7 shows that there are distinct differences in the RIXS maps for 

the 3 polarization directions in the spectator region. While there are only small differences in the 

main emission feature from the O 2p derived band there are different absorption resonances 

(labeled as A, B, C, and E on the maps), that are clearly more pronounced in some maps and less 

in others. This will be discussed in more detail in conjunction with Figure 6.9.  

For all 3 polarization directions, in the participant regions, there is the elastically scattered 

Rayleigh line, which is weak compared to the spectator emission (hence the magnification factor 
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of x121). Furthermore, in all 3 cases, an enhanced intensity (resonance) in the Rayleigh line at 

the first absorption resonance, i.e., at ~535 eV, labeled as A in the spectator region, and a 

resonance at ~ 542 eV, labeled C for the E ∥ 𝒂 and E ∥ 𝒄 directions is observed. These 

resonances are due to the presence of core-excitonic intermediate states.63 Thus, there is also a 

high probability for relaxation, i.e., the recombination of the electron in the conduction band and 

the core hole, which results in a high emission probability for elastic scattering. Such resonances 

of the Rayleigh line have been reported by our group previously190–192. The fact that this 

experimental evidence for the formation of the core-excitonic state is seen justifies the need for 

BSE calculations, where core-exciton states are taken into account.  

 

Figure 6.8 shows the calculated RIXS maps for the 3 polarization directions: 

 

Figure 6.8. Calculated O K RIXS maps of 𝛽-Ga2O3 for the 3 polarization directions: E∥ 𝒂 (bottom), E∥ 𝒃 

(middle), and E∥ 𝒄 (top). 
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Please note that the colorscales of Figures 6.10 and 6.11 are different (the intensity is plotted in 

arbitrary units), and as such the intensities cannot be compared directly between the 2 Figures. 

It is important to note that no additional broadening was applied to the calculated RIXS maps 

(only a very small broadening was applied to be able to see the spectral features, which was 

much less than 0.5 and 0.1 eV). Furthermore, while the experimental spectra are the sum of the 

coherent and incoherent (e.g., due to electron-phonon scattering) fractions, the calculated spectra 

consist of only the coherent fraction. Thus, at first glance the maps appear to look rather different 

to those in Figure 6.9. However, in fact there is a good correspondence of the calculated and 

experimental RIXS maps. All the main spectral features are reproduced, and the same absorption 

resonances (A-E) enhanced in the different polarization directions are seen as in the experimental 

maps in Figure 6.10. Applying additional broadening would further improve the correspondence.  

 

6.4.3   XAS spectra 
 

Figure 6.9 shows the experimental XAS spectra for the 3 polarization directions: 
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Figure 6.9. Partial fluorescence yield (PFY) O K absorption spectra of 𝛽-Ga2O3 for the 3 polarization 

directions: E ∥ 𝒂 (black), E ∥ 𝒃 (red) and E ∥ 𝒄 (blue). The spectra were obtained from the RIXS maps in 

Figure 6.10 above, by integrating the emission intensity in the emission spectator region of the maps for 
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each excitation energy. The spectra were normalized to the intensity at 560 eV. Prominent absorption 

resonance features are labeled (A-E).  

The spectra were obtained from the RIXS maps in Figure 6.7 above, by taking vertical cuts 

through the maps, and integrating over the same emission energy region as in the spectator 

region in the maps. The spectra were then normalized to the peak maximum of the feature at 560 

eV.  

There are several absorption features, labeled A-E, that are enhanced in some polarization 

directions while reduced in others. As mentioned above for the XES spectra, the dipole transition 

matrix elements depend on the polarization of the x-ray source, as well as on the position of the 

electron, i.e., what bonds the O atom it comes from is forming with the other Ga and O atoms. 

Figure 6.10 a) shows the XAS spectra calculated for O1, O2, and O3, and b) shows the average 

for the 3 polarization directions. 
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Figure 6.10. DFT-calculated a) contributions from differently coordinated O atoms, i.e., O1 (black), O2 

(red) and O3 (blue) to the absorption spectra and b) their average (black) for the 3 polarization directions: 
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E ∥ 𝒂 (bottom), E ∥ 𝒃 (middle), and 𝐄 ∥ 𝒄 (top). The absorption spectra were calculated on an arbitrary 

excitation energy scale and were aligned to match the feature positions of the experimental spectra. The 

same shift was used for all 3 spectra. Furthermore, the excitation energy axis of the calculations was 

stretched by a factor 1.05 for best alignment of the spectral features in the experiment and calculation. 

The same broadening parameters were applied as for the XES spectra (Figure 6.5). The spectra were 

normalized to the intensity at 560 eV. Prominent absorption resonance features are labeled (A-E). 

Feature A is present for all polarization directions. This absorption resonance is due to the core-

exciton formation, and is rather similar for all polarization directions in the experiment. In Figure 

6.9, feature B is present in E ∥ 𝒃, and E ∥ 𝒄, but absent in E ∥ 𝒂. In Figure 6.10, feature B is seen 

most strongly when E ∥ 𝒄 , and comes from the tetrahedrally-coordinated O3. Conversely, 

features C and E are present in E ∥ 𝒂, and E ∥ 𝒄, but absent in E ∥ 𝒃 in Figure 6.9. In the 

calculations, the octahedrally-coordinated O2 strongly contributes to feature C when E ∥ 𝒂  and  

E ∥ 𝒄, while O1 contributes to feature E when  

E ∥ 𝒂. According to ref.57, feature B is missing in the absorption spectra of 𝛼-Ga2O3, which only 

has octahedrally coordinated O atoms. Meanwhile, Feature C is strong for 𝛼-Ga2O3 (ref.57). This 

corroborates the results above, i.e., that feature B appears to stem from tetrahedrally coordinated 

O atoms, while C is likely to appear from octahedrally-coordinated O atoms.  

Figure 6.11 shows a comparison of the experimental and calculated (with experimental and 

lifetime broadening) XAS spectra:  
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Figure 6.11. Comparison of the experimental (black) and calculated with experimental and lifetime 

broadening (blue) XAS spectra for the 3 polarization directions. The absorption spectra were calculated 

on an arbitrary excitation energy scale and were aligned to match the feature positions of the experimental 

spectra. The same shift was used for all 3 spectra. Furthermore, the excitation energy axis of the 

calculations was stretched by a factor 1.05 for best alignment of the spectral features in the experiment 

and calculation. The spectra are normalized to the area under the curves.  

Overall, there is a good correspondence of the calculations and experiment. The same absorption 

features (A-E) are present/absent for the 3 polarization directions in the calculated spectra as in 

the experimental spectra, although the experimental spectra are significantly broadened 

compared to the calculated spectra. 

 

6.4.4   RIXS spectra  
 

Now, the experimental and calculated (with experimental and lifetime broadening) resonant XES 

spectra (referred to as RIXS spectra) are compared. Individual RIXS spectra were extracted from 

the RIXS maps in Figure 6.10 above by taking horizontal cuts through the maps. As already 
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mentioned, such spectra will contain both coherent and incoherent contributions, while the 

calculated spectra contain the coherent part only. Thus, the method presented in literature 193,194 

of subtracting the incoherent fraction is employed here.  

 The spectra have contributions from higher harmonics, so the first step is to subtract these 

contributions prior to the subtraction procedure, as shown in Figure 6.12 as an example.  
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Figure 6.12. Example of subtracting the contribution from higher harmonics fraction for the RIXS 

spectrum at excitation energy 528.70 eV. (Black) original spectrum, (red) non-resonant emission 

spectrum at excitation energy 560.57 eV, and (blue) the resulting spectrum.  

 

The black spectrum in Figure 6.12 is measured at the lowest excitation energy (528.70 eV), 

which is well below the absorption threshold at ~ 532 eV. In Figure 6.12, it is clear that the peak 

at ~ 520 eV comes from excitation into “virtual” states (see explanation below), while the peak 

at ~526 eV is from excitation into states at or above the CBM. Since we are below the 

absorption threshold, this peak must come from excitation by higher harmonics. The red 

spectrum is measured at the highest excitation energy (560.57 eV), which is treated as 

completely incoherent. One can see that its peak maximum is also at ~ 526 eV, confirming that 
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the peak in the black spectrum must arise from higher harmonics. So the maximum amount of 

the red spectrum is subtracted from the black one, such that there are no negative intensities, 

resulting in the blue spectrum. It is assumed that the contribution from higher harmonics is 

independent of the excitation energy at which the spectra are measured. So the same amount is 

subtracted from all the subsequent spectra. 

 After subtracting the higher harmonics from all spectra, another spectrum that is significantly 

above the absorption threshold is chosen, which is treated as completely incoherent. Here, the 

spectrum at excitation energy ~ 540 eV was taken, rather than the spectrum at ~ 560 eV because 

spectra at excitation energies above 540 eV have a satellite structure at higher emission energies 

(~528 eV). Figure 6.13 shows this additional satellite structure at 560.57 eV compared to the 

spectra at 539.95 eV. 
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Figure 6.13. The non-resonant spectra measured at excitation energies of 539.95 eV (black) and 560.57 

eV (red). The spectra measured with 560.57 eV have an additional satellite structure at 

~ 528 eV.  
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One possible explanation would be Wentzel-Druyvesteyn (WD) satellites that appear when the 

system is doubly-ionized (as in H2O as reported in ref.195). Such satellites would complicate the 

subtraction procedure, the spectrum at ~ 540 eV was taken.  

Then, its maximum fraction is subtracted from each RIXS spectrum, such that there are no 

negative intensities. The resulting coherent fraction is then compared with the calculated RIXS 

spectra, as shown in Figure 6.14 for one of the spectrums as an example. The calculated RIXS 

spectra have an arbitrary emission energy scale so they were shifted and stretched (by a factor of 

1.1) to align with the energy scale of the experimental spectra for the best correspondence of the 

spectral features. The shift and stretch was the same for all spectra.  
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Figure 6.14. Example of subtracting the incoherent fraction for the RIXS spectrum at excitation energy 

532.1 eV. (Black) original spectrum after subtracting higher harmonics from it, (red) non-resonant 

emission spectrum at excitation energy 540.0 eV, (blue) resulting coherent fraction, and (green) the BSE-

calculated RIXS spectrum (with experimental and lifetime broadening) at excitation energy 532.1 eV. 

The RIXS spectra were calculated on an arbitrary emission energy scale and were shifted and stretched 

(factor of 1.1) to align with the energy scale of the experimental spectra for the best correspondence of the 

spectral features.  
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In addition to the procedure outlined above, for some spectra, particularly those within the 

vicinity of the absorption edge, the non-resonant spectrum had to be shifted to lower excitation 

energies (up to -0.8 eV) before it could be subtracted from the RIXS spectra. This effect could 

have several possible explanations, for example, interaction of the excited electron with the 

remaining electronic system.196 Spectator shifts of similar magnitude in molecules have been 

reported in literature (such as gas-phase water181, ammonia191 or methanol190 by our group, and 

CO197 and N2
198 by others). However, it would be hard to expect the same explanation for a 

single crystal as for molecules. Another possibility would be the Wentzel-Druyvesteyn (WD) 

satellites mentioned above. In general, this subtraction procedure does have its limitations, and 

the amount by which the spectrum has to be shifted is rather subjective.  

Figures 6.15, 6.16, and 6.17 show the resulting comparison of the coherent fraction and 

calculated RIXS spectra for the 3 polarization directions:  
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Figure 6.15. Coherent fraction of the RIXS spectra compared with the calculated RIXS spectra at 

selected excitation energies for E∥ 𝒂. The experimental spectra are normalized to the peak maxima, and 

the calculated spectra are scaled for the best correspondence to the experiment. 
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Figure 6.16. Coherent fraction of the RIXS spectra compared with the calculated RIXS spectra at 

selected excitation energies for 𝐄 ∥ 𝒃. The experimental spectra are normalized to the peak maxima, and 

the calculated spectra are scaled for the best correspondence to the experiment. 
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Figure 6.17. Coherent fraction of the RIXS spectra compared with the calculated RIXS spectra at 

selected excitation energies for E ∥ 𝑐. The experimental spectra are normalized to the peak maxima, and 

the calculated spectra are scaled for the best correspondence to the experiment. 
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Overall, there is a very good agreement between experiment and calculations when the excitation 

energy is below or close to the absorption threshold (i.e., ≤ 532 eV) for all 3 polarization 

directions. The overall results/trends are also very similar for the 3 directions. Below the 

absorption edge (~532 eV), due to the linewidths of the intermediate state in the RIXS process 

(see formula 2.12 in Chapter 2), there is the possibility to excite electrons into “virtual” states 

with short lifetimes. For these excitations, the energy loss (i.e., difference between excitation and 

emission energy of the photon) must be constant. Thus, a Raman shift is observed, i.e., the 

emission energy shifts with excitation energy for the first several spectra below the absorption 

edge. The spectral shape is rather similar for these spectra as well. 

Above the absorption edge at ~532 eV, the spectral shape changes significantly. For higher 

excitation energies, the coherent fraction decreases rapidly. This is because as the excitation 

energy is increased, there are more available states above the lowest conduction band to excite 

the electron into. The phase-space for scattering increases the higher in the conduction band the 

electron is excited to. Thus, the probability for electron-phonon scattering increases for the 

excitation and emission processes as well. This means that the relative amount of incoherent 

fraction subtracted increases rapidly, so it becomes more and more difficult to determine the 

coherent fraction accurately using this subtraction method. Thus, the agreement between 

experiment and calculations is not as good for the last few excitation energies. For all 3 

polarization directions, there are also some discrepancies between experiment and calculations at 

the high emission energies, i.e., close to the VBM. This may indicate that there are additional 

scattering processes in this region that are not taken into account with this subtraction method, as 

was reported before.194 

Overall, one can see that the spectra for E ∥ 𝒂 are slightly broader, something that was seen 

before in the non-resonant XES spectra. The agreement between experiment and theory is 

slightly worse for E∥ 𝒃, with some additional intensity at emission energy ~524 eV. This is 

likely due to some additional satellites or scattering processes that were not taken into account. 

Nonetheless, overall, the BSE calculations are able to describe the RIXS spectra rather well, 

particularly for spectra with excitation energy close to the absorption edge. In the next section, a 

closer look is taken at the coherent fractions and how one can extract information about the 

dephasing time from them. 
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6.4.4.1 Coherent fraction and dephasing time 

 

Figure 6.18 shows the coherent fraction as a function of the excitation energy for all 3 

polarization directions: 
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Figure 6.18. Coherent fraction as a function of the excitation energy for the 3 polarization directions: E ∥

𝐚  (black), E ∥ 𝐛  (red) and E ∥ 𝐜  (blue).   

 

For spectra at lower excitation energies (below or around the absorption threshold), the error bars 

are determined as follows: more or less of the incoherent spectrum is subtracted (corresponding 

to a smaller or larger coherent fraction respectively) until the comparison of the theory and 

calculations still appears reasonable. The upper/lower limit of the error bars corresponds to the 

conditions where the experiment and calculations begin to have a poor agreement. For spectra at 

higher excitation energies, there are two effects: the estimation method described above leads to 

smaller error bars because the range at which the subtraction method gives a reasonable result is 

narrower. However, the agreement between experiment and calculations is worse at higher 

excitation energies. To take both into account, the uncertainty estimated by the first method is 
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multiplied by a factor between the coherent fraction for the lowest excitation energy and the 

coherent fraction for the given slice. Then the greater uncertainty in these data points is 

accounted for. In general, this estimation of the uncertainty is highly subjective and not a 

quantitative one.  

As expected, the overall trend is the same for all polarization directions: as explained above, the 

coherent fraction decreases with increasing excitation energy. One can also see that the coherent 

fraction decreases more rapidly when E ∥ 𝐛 compared to the other directions.  

Using the core-hole clock formalism,199 the coherent fractions above the absorption edge can be 

converted to dephasing times, i.e. information about the time-scales of the electron-phonon 

scattering process can be obtained using the formula below:  

τph =
f

Rc(1 − f)
 

Here, τph is the lifetime of the electron-phonon scattering, i.e., the dephasing time, f is the 

coherent fraction, and Rc is the core-hole decay rate. Taking the core-hole lifetime, τc, of O 1s as 

3.5 fs (lifetime width Γ =
ℏ

τph
= 190 meV)75, Rc~0.29 ∙ 1015 Hz), the dephasing time is 

calculated and plotted as a function of the excitation energy (together with the coherent fractions) 

for all 3 polarization directions in Figure 6.19:  
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Figure 6.19. Coherent fraction (black) and dephasing time (red) of the RIXS spectra as a function of the 

excitation energy for the 3 polarization directions.  

 

At the absorption edge, the phonon-scattering time is almost twice as large as the core-hole 

lifetime. So the absorption-emission transitions can be treated as a coherent inelastic-scattering 

process. Above the absorption edge, τph rapidly decreases, and already at 532.5 eV, it is smaller 

than τc. So RIXS spectra at and above this excitation energy can be treated as non-resonant 

emission spectra. The results are similar for the 3 directions. The main differences are due to the 

limitations of the subtraction procedure to determine the coherent fraction (and hence τph). Thus, 
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we see that the electron-phonon scattering happens on a femtosecond timescale, in the range of 3 

± 2 fs. This corresponds to results obtained in literature for the electron-phonon scattering times 

of β-Ga2O3, e.g., the electron-photon scattering time was more precisely determined from 

ultrafast transmission spectroscopy measurements as 4.5 ± 0.4 fs200. 

 

 

6.5   Conclusion and outlook  
 

In this chapter, the polarization-dependent XES, XAS, and RIXS spectra of 𝛽-Ga2O3 single 

crystals were presented. By rotating the samples, it was possible to perform measurements where 

the polarization of the incoming x-ray photon was oriented parallel to each of the unit cell 

vectors. Calculations of the spectra corresponding to each experimental configuration using the 

BSE method in the OCEAN code were also performed. It was found that the calculations are 

able to reproduce the main features in the experimental spectra. Clear signatures of the core-

exciton formation in all of the experimental RIXS spectra were observed. Most strikingly, 

significant differences in all spectra for the different polarization directions, both in the 

experiment and in the calculations were seen. These differences can be qualitatively explained by 

the differences in the dipole transition matrix elements, which depend on the polarization of the 

incoming photon, as well as which inequivalent O atom (O1, O2, O3) the electron originates 

from. Finally, the electron-photon scattering lifetimes from the coherent fractions of the 

experimental RIXS spectra were obtained, which are 3 ± 2 fs, in accordance with literature 

values.  

For future research, the focus would be on describing the spectra of 𝛽-Ga2O3 powder, for which 

the first result is presented below.  
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6.5.1   Preliminary results for β-Ga2O3 powder 
 

In addition to the two single crystals described in this chapter, measurements were also 

performed on 𝛽-Ga2O3 in powdered form. Figure 6.20 shows the resulting XAS spectrum, 

compared with the average spectra of the 3 polarization directions (Figure 6.9 with the XAS 

spectra of the 3 polarization directions is also reproduced here for clarity):   
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Figure 6.20. Partial fluorescence yield (PFY) O K absorption spectra of 𝛽-Ga2O3 powder (green), and the 

average of the spectra for the 3 polarization directions (purple). The spectra were normalized to the peak 

maximum of the feature at 560 eV. Prominent absorption resonance features are labeled (A-E).  

 



116 
 

530 535 540 545 550 555 560

N
o
rm

a
liz

e
d
 I

n
te

n
s
it
y

Excitation Energy (eV)

 E || a

 E || b

 E || c

O K XAS A

B

C

D

E

 

Figure 6.21. Figure 6.9 reproduced.  

 

One can see that the spectrum averaged over the 3 polarization directions already describes the 

powder well, even though the powder is polycrystalline, i.e., it consists of many different 

randomly-oriented 𝛽-Ga2O3 crystallites. The next steps would be to calculate spectra of 

polycrystalline or even amorphous Ga2O3. 
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7 Summary 
 

Ga2O3 is an UWBG material that is highly relevant for a variety of applications in electronics, 

gas-sensors, and photovoltaics, with the amount of research published about Ga2O3 exponentially 

increasing in the last decade.17 In this thesis, the chemical and electronic structure of Ga2O3 

samples of different morphology, i.e., β-Ga2O3 single crystals and nanocrystalline thin-films, 

were studied using a variety of electron and x-ray spectroscopic techniques, which allowed to 

obtain complimentary bulk and surface-sensitive information. Ab-initio theoretical calculations 

were performed as well, which gave further insights into the electronic properties of Ga2O3.  

In the first part of this thesis, the chemical structure of the Ga2O3/CIGSe interface in thin-film 

solar cells was investigated by XPS, XAES, and HAXPES. Particular focus was placed on 

understanding the impact of the RbF PDT and ammonia-based rinsing step on the CIGSe 

absorber and Ga2O3 buffer surfaces, as well as on the Ga2O3/CIGSe interface. Rb and F were 

found on the non-rinsed RbF-treated CIGSe surface, which were then partially (Rb) and 

completely (F) removed by the rinse. In addition, the rinse removed Ga-F, Ga-O, and In-O 

surface bonds. The surface GGI ratio was reduced as a result of the rinse as well. With the 

sputter-deposition of Ga2O3, the formation of In-O bonds, and the diffusion of Rb, and small 

amounts of F into the Ga2O3 buffer layer could be identified for both samples with the rinsed and 

non-rinsed CIGSe. The chemical composition of Ga2O3 buffer layer was found to not depend on 

the buffer layer thickness and the rinsing of the absorber.  

The large amounts of Rb-F on the non-rinsed absorber and the diffusion of Rb and F into the 

buffer layer could potentially explain the significantly lower efficiencies (more than 8% 

reduction) observed in the complete solar cells with non-rinsed CIGSe absorbers. These changes 

in the chemical structure are likely to lead to changes in the electronic structure as well. Thus, in 

the future, one would conduct a detailed study of the band alignment, in particular, the 

conduction band alignment at the Ga2O3/CIGSe interface.  

The electronic structure, specifically the VB and VBM of Ga2O3 was studied as well. The goal 

was to understand the impact of various factors, such as the morphology, crystal structure, and 

sample preparation on the VB and VBM of Ga2O3. Three different samples, namely the 100 nm 

Ga2O3/CIGSe samples, a UHV-cleaved β-Ga2O3 single crystal, and a mild Ar+-ion treated β-
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Ga2O3 single crystal, were measured with PES at a wide range of excitation energies: 70 eV – 

6.3 keV. DFT calculations for β-Ga2O3 were also performed to add some insights on the PES 

spectra.  

The VBM of the UHV-cleaved β-Ga2O3 single crystal was determined to be 4.8±0.1 eV, 

independent of the photon excitation energy, and in line with the results in literature. In contrast, 

the VBM of the rinsed and non-rinsed 100 nm Ga2O3/CIGSe samples was shown to be 

significantly different when measured at low and high photon excitation energies, i.e., the VBM 

is different for the surface and the bulk. A strong tail was observed, especially in the surface-

sensitive measurements, which could not be explained by experimental and lifetime broadening. 

This is likely due to surface defects and/or C and O adsorbed at the surface. The VBM was also 

observed to shift away from EF for these samples. This is likely a result of band bending due to 

surface adsorbates. The shapes of the VBs of the 100 nm Ga2O3/CIGSe samples were much 

broader than that of the cleaved single crystal as well.  

The VB spectra of the Ar+-ion treated β-Ga2O3 single crystal measured at different photon 

excitation energies were observed to be somewhat intermediate between the other two samples. 

The VB shape was more similar to the 100 nm Ga2O3/CIGSe sample spectra, although some 

features from the cleaved β-Ga2O3 single crystal could be observed as well. A tail was also 

observed, although less strong than in the 100 nm Ga2O3/CIGSe sample spectra. Band bending 

effects, i.e., a shift of the VBM away from EF with increasing photon excitation energy, was 

observed for these samples as well. It was thus concluded that the Ar+-ion treatment appears to 

introduce defects such as O vacancies to the surface.  

In the future, more HAXPES measurements would need be performed for the samples where a 

significant tail was observed, particularly at higher photon excitation energies, to understand 

better the differences between the surface-sensitive and bulk-sensitive results. In addition, it 

would be important to carry out the most surface-sensitive ultra-violet PES (UPS) measurements 

(with photon excitation energies of 21.2 eV and 40.8 eV), and inverse PES (IPES) 

measurements, to determine the band edges relative to EF at the surface, as well as the valence 

band and conduction band alignments at the surface. As mentioned above, the conduction band 

alignment in particular affects the charge transport and directly influences the efficiencies of the 

devices. Thus, further insights into the device performance could be obtained. 
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It is also important to conduct a more fundamental study of the bulk electronic structure of 

 β-Ga2O3. In the last part of the thesis, polarization-dependent XES, XAS, and RIXS spectra at 

the O K edge of β-Ga2O3 were obtained. The measurements were performed by rotating the 

samples with respect to the incoming x-ray polarization.  Since the dipole transition matrix 

elements depend on the polarization of the incident x-ray beam with respect to the crystal 

orientation, polarization-dependent measurements allow to selectively probe different regions 

within the band structure of β-Ga2O3. In addition, β-Ga2O3 is highly anisotropic in its crystal 

structure, and the spectral differences can originate from different inequivalent O atoms. 

Calculations in the BSE method in the OCEAN code were performed, corresponding to each 

experimental configuration.  

Differences in all spectra for all polarization directions were seen in both the experiments and the 

calculations. The calculations are able to correctly capture all the main features of the 

experimental spectra. Evidence for core-exciton formation was seen in all the experimental RIXS 

spectra as well. The electron-phonon scattering lifetimes were obtained from the coherent 

fractions of the experimental RIXS spectra as 3±2 fs, corresponding to literature values. In the 

future, one could investigate the XES, XAS, and RIXS spectra of powdered β-Ga2O3 in detail. 

For a more detailed understanding of the bulk electronic structure of the Ga2O3 used as the buffer 

layer in CIGSe-based solar cells, some other future investigations could be measuring and 

calculating the RIXS maps for nanocrystalline (or even amorphous) Ga2O3.  

Overall, detailed and depth-varied results on the chemical and electronic structure of Ga2O3 were 

obtained in this thesis, which allowed to gain insights into the properties of applied and 

fundamental Ga2O3 systems. The results could potentially be used for optimizing the efficiencies 

and performance of Ga2O3 devices as well.  
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