
1. Introduction
Determining the arrival times of seismic phases in seismograms is crucial for detecting and locating earthquakes. 
Accurate and precise onset times of P and S phases are a precondition for many seismological applications 
such as analysis of seismicity distribution and travel time tomography. Consequently, automated onset picking 
of earthquake arrivals has been an active field of research for several decades (Allen, 1982; Diehl, Kissling, 
et al., 2009; Küperkoch et al., 2010; Leonard & Kennett, 1999; Sleeman & Van Eck, 1999). Until the recent 
advance of machine learning (ML) pickers, most phase picking algorithms were picking P arrivals (e.g., Baer 
& Kradolfer, 1987; Lomax et al., 2012; Sleeman & Van Eck, 1999), while S phase picking algorithms were less 
common (Diehl, Deichmann, et al., 2009; Sleeman & van Eck, 2003) due to the increased complexity of phase 
determination in the coda of the P-wave, and the generally lower frequency content of the S-wave. They often 
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Plain Language Summary Ocean bottom seismometers (OBS) are seismic stations on the 
seafloor. Just like their counterparts on land, they record many earthquakes on three component sensors but are 
additionally equipped with underwater hydrophones. To determine the location of an earthquake, seismologists 
must precisely measure the arrival times of seismic waves. For onshore data, machine learning (ML) has been 
highly successful in determining earthquake arrival times. However, the noise and the signal are different in the 
ocean environment. For example, the recordings can contain whale songs and water layer reverberations and 
are disturbed by ocean bottom currents. We have assembled an extensive database of ocean bottom recordings 
and trained artificial neural networks to use the underwater hydrophone information and cope with the ocean 
noise environment. We demonstrate that the resulting ML picker picks are similar to those of human experts 
and outperform phase pickers based on land data only. We compare earthquake catalogs based on different 
pickers created from an OBS deployment offshore New Zealand and demonstrate that PICKBLUE outperforms 
previous pickers. We make the database and ML picker available with a standard interface so that it is easy for 
other scientists to apply them in their studies.
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require a prior estimate of the hypocenter to rotate horizontal components and to identify the approximate time 
window where S is expected. Although ML methods have been occasionally used for decades in seismology (e.g., 
Dai & MacBeth, 1995), only in recent years the training of more complex deep learning models became feasible 
due to computational and technological breakthroughs, with a performance now at least matching that of human 
analysts for local seismicity (e.g., Mousavi et al., 2020; Ross et al., 2018; Zhu & Beroza, 2019), see Mousavi and 
Beroza (2023) for a review. Application of ML algorithms for event detection and phase picking, when coupled 
with automatic association algorithms has allowed to increase the size of catalogs by up to an order of magnitude 
(e.g., Cianetti et al., 2021; Liu et al., 2020).

Most classical automated phase picking algorithms are optimized for land stations, and the same is true for ML 
pickers. However, as many tectonically interesting regions are submarine, accurate phase picking is required 
for ocean bottom seismometers (OBS) as well. Unfortunately, picking phase onsets of OBS waveforms is more 
difficult: confounding factors, such as water column reverberations, distant seismic or volcanic signals, sounds 
of marine mammals and anthropogenic noise from shipping, generally lead to lower quality phase arrivals than 
on land. In addition, the free-fall deployment procedure leads to tilt noise and unknown orientations of the hori-
zontal channels (Crawford et al., 1998). This makes polarization techniques, commonly employed for S-onset 
determination (Diehl, Deichmann, et al., 2009), more difficult to apply. On the upside, OBS data often include an 
additional hydrophone channel not available at onshore seismometers. The hydrophone channel, in combination 
with the vertical channel, can help to distinguish arrivals traveling through the water column (e.g., water multiples 
or direct waves from marine mammal soundings) from those traveling through the solid earth.

Most of the time, algorithms developed for land stations are applied to marine seismological data with little 
modification, thereby foregoing any benefit from hydrophone data. This was true for conventional phase picking 
algorithms (e.g., Kuna et al., 2019; Lieser et al., 2014) some years ago and, so far, remains true for applications 
of ML pickers to ocean bottom data. Wu et al. (2022) proposed a workflow for building a high-resolution local 
submarine earthquake catalog using EQTransformer, the Siamese EQTransformer (Xiao et al., 2021) and PickNet 
(Wang et al., 2019) for detection and picking. Gong et al. (2022) and Gong and Fan (2022) applied EQTrans-
former to OBS records at the Quebrada transform fault system with generally good performance, but the picker 
missed large magnitude events with very emergent P-wave arrivals. Ruppert et al. (2022) applied EQTransformer 
with the original land-station trained weights to the full amphibious AACSE data set, pointing out that the orig-
inal EQTransformer does not necessarily generalize well to the AACSE OBS. To our knowledge, all of the 
approaches so far proposed for arrival time picking on OBS disregard hydrophone data.

Here, we train and test different variants of the PickBlue phase picker targeting OBS instruments using deep 
learning. Our models measure the arrival times of distinct seismic phases (P- and/or S-waves) with a focus on 
temporal resolution and precision, minimizing false positive and false negative rates. Following common usage 
in the ML community, we refer to these as phase picking models. Our models, trained directly on OBS data, are 
able to learn the characteristics of OBS three-component data and also factor in the hydrophone information.

We base our picker on two recent neural network architectures designed for picking, EQTransformer (Mousavi 
et al., 2020) and PhaseNet (Zhu & Beroza, 2019). We extend both network designs by adding an additional hydro-
phone component as a fourth input channel, using the implementation integrated within SeisBench (Woollam 
et  al.,  2022), an open-source toolbox and model repository for ML in seismology. To train the OBS picking 
models, we compiled an extensive database of annotated local event waveforms recorded with free-fall OBS, 
including magnitudes, locations, and manually picked arrival times. We demonstrate the superior performance 
of these picking models compared to the equivalent pickers trained without hydrophone traces. Finally, we inte-
grated our models and the trained model weights into SeisBench to enable the straightforward application to new 
data.

2. Data
We compiled an extensive database of waveforms from local earthquakes in various submarine tectonic environ-
ments, mostly four-component data, but also some OBH data, that is, with the hydrophone as the only channel. 
With each waveform, we provide manually labeled P and/or S phase picks and, for most deployments, station 
locations and estimated earthquake locations and magnitudes. Figure  1 shows the global distribution of the 
OBS deployments included and the recorded seismicity. Maps for each OBS network are shown in Figure S1 
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in Supporting Information S1. Table 1 provides additional information, including references for the contributed 
deployments.

The complete OBS data set contains manually picked phases from 15 deployments and a total of 355 stations 
(Table 1). The data set comprises 13,190 events, 109,210 traces and 153,338 picks (about 90,000 P and 63,000 S 

Figure 1. Global map showing the distribution of the ocean bottom seismometer (OBS) networks used for training the 
PickBlue picking algorithms. Labels indicate the data set name and numbers of OBS stations and events used. Red boxes 
encircle the OBS networks. ALA is not shown as the station set is identical to that of AACSE. Detailed maps of each 
deployment are available in Figure S1 in Supporting Information S1.

Experiment a
Tectonic 
setting b

OBS 
type c Start date End date #wave-forms #P #S Reference

AACSE S BB 2018-05-12 2019-08-31 52,645 40,051 39,725 Ruppert et al. (2022),Barcheck (2023), XO (2018–2019)

ALA d S BB 2018-10-01 2019-02-09 315 302 93 Barcheck et al. (2020), XO (2018–2019)

ALB I/CR SP 2016-09-15 2016-12-03 274 201 192 I. Grevemeyer, pers. comm.

ALBORAN2009 I/CR SP 2009-08-13 2010-01-16 2,252 1,622 1,900 Grevemeyer et al. (2015)

BLANCO T BB 2012-09-26 2013-09-23 2,882 2,850 961 Kuna et al. (2019), Nabelek and Braunmiller (2012), X9 
(2012–2013)

CAYMAN R SP 2015-04-03 2015-04-16 2,302 1,582 1,665 Grevemeyer et al. (2019)

GERSHWIN R SP 2000-05-03 2000-05-12 834 811 28 Tilmann et al. (2004)

GORRINGE I SP 2013-10-11 2014-03-25 404 343 178 Grevemeyer et al. (2017)

HORSESHOE I SP 2012-04-15 2012-10-14 696 677 175 Grevemeyer et al. (2017)

IQUIQUE S SP 2014-12-09 2016-10-29 6,913 6,712 1,608 Petersen et al. (2021)

LOGATCHEV R SP 2009-01-18 2009-03-26 11,427 9,428 6,571 Grevemeyer et al. (2013)

SEACAUSE S SP 2005-10-16 2006-03-02 16,177 15,103 4,104 Tilmann et al. (2010)

SPOC S SP 2001-10-13 2001-12-01 1,339 1,332 62 Thierer et al. (2005)

SUMA S SP/BB 2008-06-06 2009-02-09 2,468 2,345 954 Lange et al. (2010)

TIPTEQ OR SP 2004-12-12 2005-01-27 8,280 6,734 5,025 Tilmann et al. (2008)

total 2000-05-03 2019-02-09 109,208 90,093 63,241

 aThe OBS data sets are accessible through the SeisBench framework. The waveforms and metadata comprise ∼35 GB.  bI = Intraplate, R = Ridge, S = Subduction Zone, 
T = Transform Fault, and OR = Outer Rise.  cBB = Broadband OBS and SP = Short Period OBS.  dThe ALA picks are based on the identical station set as the much 
larger AACSE data set. A small fraction of picks (272 picks, or 0.18% of the complete data set) were also independently picked for ALA, by a different human analyst. 
Since the overlap is very small, this will only have a negligible influence on the performance evaluation.

Table 1 
Table With Ocean Bottom Seismometer Deployments Used for Training the PickBlue Networks
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picks, implying that there are 44,128 traces with both P and S picks, ∼46,000 with only P and 19,000 with only 
S picks). The data represent a variety of tectonic environments, seismometer and hydrophone types. The data 
include 38,419 4-component waveforms; 35,654 waveforms have only seismometer data (no hydrophone), and 
8,187 traces are for hydrophone-only instruments (Table S1 in Supporting Information S1). For the remainder of 
the traces (16%), 1 or 2 seismometer components are missing due to equipment malfunction. Magnitudes range 
from 0.1 to 5.8 (Figure S2 in Supporting Information S1).

We split each deployment into a training set (65%), a development set (10%) and a holdout test set (25%). When 
we added the AACSE subset, we kept its pre-defined split ratio (70%/15%/15%). The effective split ratio for the 
whole data set was 66.8%/12.8%/20.4%. We randomly distributed entire events over the splits to ensure that all 
traces belonging to an event are part of the same split.

The OBS data is provided through SeisBench (Woollam et al., 2022) and can be used for other ML learning tasks. 
No explicit noise traces are included but noise samples can be generated by extracting the waveform ahead of the 
P arrival.

3. Methods
Several deep-learning models for seismic phase picking have recently been published. Generalized phase detec-
tion (GPD) (Ross et al., 2018) is a phase identification model based on a convolutional network and a point-wise 
fully connected network. GPD takes a short input window of 4 s at 100 Hz sampling rate as input and outputs for 
each window a prediction for P, S or noise. PhaseNet (Zhu & Beroza, 2019) is an arrival time picker based on a 
U-net (Ronneberger et al., 2015) architecture taking 30 s waveforms at 100 Hz as inputs and returning probability 
curves for P and S arrivals. BasicPhaseAE is another U-net based model for phase detection and onset picking, 
which takes 6 s waveforms at 100 Hz as input. In contrast to PhaseNet, BasicPhaseAE uses smaller filter sizes and 
more filters and eschews residual connections. Earthquake transformer (EQTransformer) (Mousavi et al., 2020) 
combines event detection, phase detection and onset time picking. It takes 60 s waveform windows at 100 Hz as 
input and outputs probability traces of the same length for detection, P and S for each point in time. EQTrans-
former uses CNNs, long short-term memory cells (LSTMs) and self-attention layers. DeepPhasePick (DPP) (Soto 
& Schurr, 2021) is a collection of models for event detection and phase picking. For detection, DPP uses CNNs 
to denote 5 s windows with probabilities for P, S and noise. For onset time picking, DPP uses LSTMs and fully 
connected layers. ARRU (Liao et al., 2021) is a phase picking model which also follows the U-net approach while 
expanding the architecture by adding adoptions of attention gates (Schlemper et al., 2019) to increase the weights 
of seismic phases and recurrent-residual convolution units (Liang & Hu, 2015) to strengthen temporal linkages of 
features at multiple scales. We base PickBlue on these previously published models. For the application to OBS 
data, we focus on PhaseNet and EQTransformer. We chose these models because of their favorable performance 
identified in the recent benchmark study of Münchmeyer et al. (2022). For ease of reading, in the following, we 
refer to our adapted versions of the models as BluePhaseNet and BlueEQTransformer, and to those other versions 
that we also studied simply as PhaseNet and EQTransformer.

Our training and evaluation procedure follows the steps outlined in Münchmeyer et al. (2022). The neural networks 
are trained with manually picked phase arrival times of known earthquake waveforms and noise samples taken 
from the same data set. We train the networks to reproduce a characteristic function where Gaussian peaks with 
an amplitude 1 and a half-width 0.2 s are centered on the manual picks of P and S arrivals, respectively, identi-
cally to the procedure in the benchmarking study. For those traces where either only a P or only an S manual pick 
is present, the characteristic function for the non-existent phase is set to zero for the whole record.

For evaluation, the ML picker is provided with a longer waveform segment (30 or 60 s, depending on the picker 
architecture), which contains the manual pick at a random position. Based on this waveform sample, two char-
acteristic functions are calculated, which can be thought of as (non-calibrated) measures of the probability of a 
sample to be a P-wave or S-wave, respectively. We then examine a 10 s window from the output that contains the 
manual pick at a random location within the window. We evaluate both the phase type classification, P or S, and 
the accuracy of the onset determination, with a focus on the latter. The onset time is given by the time of the peak 
value of the characteristic function for the respective phase. The target is to be as close as possible to the manual 
prediction. Of course, particularly for low signal-to-noise ratios or otherwise ambiguous scenarios, the manual 
pick might be inexact. Therefore, it is not to be expected that a deep-learning picker can perfectly reproduce the 
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manual pick times. Nonetheless, the average difference between manual and deep learning picks is a solid indi-
cator of the model performance.

3.1. Models

We trained two models for picking the OBS data. Both models have originally been trained on land station data.

 Earthquake Transformer (EQTransformer): EQTransformer is a model for joint event detection, phase detec-
tion, and onset picking (Mousavi et al., 2020). EQTransformer uses a stack of convolutional layers (LeCun & 
Bengio, 1995), LSTMs (Hochreiter & Schmidhuber, 1997) and self-attention layers (Luong et al., 2015; Yang 
et al., 2016). It consists of a down-sampling section of CNNs and max-pooling layers, followed by an encoder 
using residual CNNs and LSTMs. Then, self-attention layers add contextual information, enabling the model 
to focus on the most important parts of the sequence. Subsequently, three separate decoders map the informa-
tion to three probability sequences (detection, P phase, S phase). EQTransformer consists of 378,928 trainable 
parameters. It expects 60 s long input traces for all channels.
 PhaseNet: PhaseNet (Zhu & Beroza, 2019) is a U-Net (Ronneberger et al., 2015), consisting of a convolutional 
and a deconvolutional branch. During the down-sampling process, four convolutional stages condense the 
information. Then, in the up-sampling process of deconvolutions, the model expands and converts this infor-
mation into probability distributions (Zhu & Beroza, 2019). PhaseNet consists of 268,499 trainable parame-
ters, about 30 percent less than EQTransformer.

3.2. Training Workflow

As discussed above, the data set contains traces with missing components due to data gaps, too large timing offset 
between the components and different hydrophone and seismometer types (Table S1 in Supporting Information S1). 
For these traces, missing data and components are replaced with zeros. This ensures that the model input always 
contains four channels and at the same time, makes the models robust to missing data in future application scenarios.

The traces are resampled to 100 Hz. We ensure that our data selection leads to a uniform distribution of pick 
locations within the input windows. Where traces are too short, missing samples were padded with zeros. We 
normalize the amplitude by dividing each component by its maximum amplitude independently. By normalizing 
each component individually, we avoid either hydrophone or velocity (seismometer) amplitudes being reduced to 
values close to zero, as the data were not corrected to physical units and absolute amplitudes depend on digitizer 
gain settings. Last, we subtract the mean and the linear trend for all channels. Figure 2 shows an example input 
after the preprocessing steps used for PhaseNet.

The original EQTransformer makes intensive use of augmentations during training. Therefore, we also apply the 
following augmentations to the EQTransformer training process to each sample, with probability p: (a) adding 

Figure 2. Example of an input waveform sample for BluePhaseNet. From top to bottom: trace with four components after 
preprocessing (resampling, cutting of waveform, and normalization); ground truth characteristic functions (P, S phase arrivals 
and noise) used for training the models; characteristic function predicted by BluePhaseNet prediction. Z: vertical component; 
1 and 2: two horizontal components; and H: Hydrophone channel.
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a secondary earthquake signal into the empty part of the trace (p = 0.3), (b) adding a random level of Gaussian 
noise (p = 0.5), (c) randomly inserting gaps (p = 0.2), and (d) dropping one or two channels (p = 0.3). We do not 
apply the additional random wrap-around shifting of the traces, as employed in the original implementation. This 
is not required, as the lengths of the original waveforms (at least 60 s noise before the P pick is available for 7% 
of the traces and for 36% in case of S picks) ensures that the pick can naturally occur at any location in the trace 
(see also Figure S2 in Supporting Information S1).

While we input the three seismometer components unfiltered to the networks, we high-pass filter (0.5 Hz) the 
hydrophone data before feeding it to the network as a fourth component. Filtering proves beneficial due to strong 
low-frequency noise on the hydrophone traces resulting from the broadband characteristics of hydrophones.

We experiment with two strategies for model initialization.

1.  Standard training: initializing the models with random weights and training them on the OBS data set tailored 
to the OBS domain;

2.  Transfer learning: initializing the models with weights from the same models but pre-trained on STEAD and 
INSTANCE data sets, which both consist of land station data only; the hydrophone related channels are still 
initialized with random weights. Transfer learning takes advantage of the model performance in a similar 
domain, thus resulting in faster convergence and often higher generalizability, particularly where the number 
of training data samples used for the pre-training significantly exceeds that available for the specialized train-
ing (Jozinović et al., 2021; Münchmeyer et al., 2020; Pan & Yang, 2009).

For cross-domain applications, the data sets used for training or pre-training must be of the same distance range 
as the later application domain (Münchmeyer et al., 2022). Furthermore, source models trained on large data sets 
generally yield the best performance after fine-tuning. As the OBS data contains local earthquakes, we choose the 
PhaseNet and EQTransformer models trained with INSTANCE and STEAD data sets for initializing the weights.

We tested different hyperparameters and determined the following set as best suited: batch size 2048 (EQTrans-
former)/1024 (PhaseNet); learning rate 0.001/0.01; epochs 200/400. We use the Adam optimizer (Kingma & 
Ba, 2014). The models with minimum loss of the development subset were found after 185 (EQT) and 240 epochs 
(PhaseNet), respectively. Those models were subsequently used in the evaluation. The training of the models took 
about 19 hr on an NVIDIA A100-40 GPU with 40 GB memory.

4. Results
In the following, we compare the performance of the different models. In order to retain clarity of presentation, 
we start with a discussion of the preferred models, that is, the models showing the best overall performance. 
These are the EQTransformer and PhaseNet models using transfer learning with pre-training on INSTANCE, 
which we refer to as BlueEQTransformer and BluePhaseNet, respectively. However, the PhaseNet model trained 
without pre-trained weights effectively achieves the same performance. We then provide a more detailed anal-
ysis and comparisons to other model variants. Unless specified otherwise, all analyses were conducted for the 
preferred models.

4.1. Onset Time Determination

We use the residuals, that is, the differences between the ML pick and the onsets picked by human analysts (as 
stored in the data set metadata), to evaluate the quality of onset time picking. We analyze the modified root mean 
squared error (RMSE), the mean absolute deviation (MAD), and the modified mean absolute error (MAE). 
Specifically, we calculate the RMSE and MAE by (arbitrarily) defining outliers as residuals outside the interval 
±1.0 s, and taking them into account with a value of 1 s. In this way, we avoid overly strong influence of the 
outliers on the metrics. We separately report the outlier fraction according to this definition.

Figure 3 shows the residual distribution of P- and S-wave picks using the preferred BlueEQTransformer and 
BluePhaseNet models. For P onsets, BluePhaseNet outperforms BlueEQTransformer with MAEs of 0.23 versus 
0.32 s and RMSEs of 0.30 versus 0.33 s, whereas both models show comparable results for S onsets. The median 
is very close to 0.0 s for both models, showing that there is virtually no bias with respect to the manual picks. The 
central distribution resembles a Laplacian. For P picks, 90% of picking errors are smaller than 0.62 and 0.46 s for 
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BlueEQTransformer and BluePhaseNet; 95% are within 1.33 s/0.99 s. For S picks, 90% are below 0.67 s/0.71 s, 
95% below 1.17 s/1.2 s.

Comparing P residuals to S residuals, we confirm that the determination of S arrivals is more difficult, as can 
be seen, for example, in the nearly double MAD for S compared to P. We attribute the lower performance for 
S picks to two main factors. First, S arrivals usually have lower signal-to-noise ratios due to the typically much 
higher noise levels of OBS horizontal components. Also, overlap with the P coda and precursors from a basement 
or Moho Sp conversion can create ambiguous onsets. Furthermore, our training data set contained substan-
tially fewer examples of S arrivals, giving the models less possibility to learn the characteristics of S arrivals. 

Figure 3. Histogram of residuals between the manual picks and picks by BlueEQTransformer and BluePhaseNet (pre-trained 
on INSTANCE) for P phases (panels (a, c)) and S phases (panels (b, d)); the bin width is 0.02 s. The vertical dashed 
lines mark the median (orange) and mean (yellow) residual, but note that the mean is strongly influenced by outliers. The 
histogram columns are subdivided by color-coded pick confidence (peak of the characteristic function for P or S arrivals); 
each segment length corresponds to the frequency of residuals with the respective confidence. OUT: Fraction of outliers 
(residuals with absolute value > 1.0 s, i.e., outside the window shown), MAE: Mean absolute error, MAD: Median 
absolute deviation. RMSE: Root mean square error. Note that the y-axis differs for the lower and upper panels. Note that 
in the calculation of MAE and RMSE, residuals with absolute values exceeding 1 s were set to ±1 s in order to reduce the 
dependence of these measures on outliers. See Figure 4 for a view of the same distribution but extending to ±10 s.
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Nonetheless, the performance for S arrivals is still excellent, in particular considering that traditional pickers are 
usually unable to detect S arrivals on OBS recordings at all.

Figure 4 shows a zoomed out version of the error distribution, focusing on the outliers. Up to about ±2.5 s, the 
residuals follow a Laplacian distribution. Outside this interval, they follow a more uniform or low-sloped trian-
gular distribution. We will refer to these picks as blunders in line with previous usage for describing analyst picks 
(Diehl et al., 2012). Although both BlueEQTransformer and BluePhaseNet show blunders, there are some subtle 
differences. For BlueEQTransformer, the central part (i.e., up to ±2.5 s) appears fairly symmetric, but blunders 
earlier than the manual pick occur more often than blunders in the coda of the P-wave. This results in a mean 
value shifted to early picks (−0.07 s). Conversely, blunders appear fairly symmetric with respect to the manual 

Figure 4. Histogram of residuals between the manual picks (as Figure 3 but showing the full range of possible residuals from 
−10 to +10 s and with a bin width of 0.2 s) and picks by BlueEQTransformer and BluePhaseNet (pre-trained on INSTANCE) 
for P phases (panels (a, c)); and S phases (panels (b, d)). The y-axis range is chosen to emphasize the tails of the distribution, 
with PEAK showing the peak value of the histogram, which will be near zero on the x axis but be far outside the y range 
shown. Ninety percent confidence intervals are marked with yellow vertical lines.
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pick for BluePhaseNet, whereas, regarding S onset residuals, the central part is very slightly skewed toward later 
arrivals, resulting in too late average picks (mean 0.05 s).

Figures 5 and 6 break down the performance by the individual deployments. The overall performance varies strongly 
across data sets, likely due to differences in noise environment, magnitude distribution, network geometry, and 
station types (broadband or short period). Notably, the slight superiority of BluePhaseNet relative to BlueEQTrans-
former is valid across most data sets. On data sets where BlueEQTransformer outperforms BluePhaseNet, the 
performance difference is minor. Nonetheless, both pickers are viable across many different settings and return 
consistently small errors. The great majority of (BlueEQTransfomer/BluePhaseNet) picks have errors below 0.2 s: 
77%/81% for P, 63%/65% for S for the whole data set; the ranges for individual deployments are 53%–96%/56%–
98% for P, 36%–94% 33%–93%/52%–95% for S. While, for each deployment, every second S pick of BluePhaseNet 
has an absolute error below 0.2 s, BlueEQTransformer achieves the same only with every third pick.

4.2. Classification of Phase Types

As mislabeled phase types are challenging for association algorithms and result in large residuals during earthquake 
location, we investigated the reliability of the P versus S classification. For the comparison, we used 14,404 traces 
from the test set, which have any combination of P and S picks. We classify a predicted P pick as misclassified if it 
has higher confidence than the predicted S pick on the same trace and if it is closer to the manual S pick than to the 
manual P pick; vice versa for predicted S picks. Picks with confidence below 0.1 were ignored. In general, phase iden-
tification was very accurate (see Table S2 in Supporting Information S1 for the misclassification matrix). Only 11 P 
picks (0.25%) were wrongly classified as S arrivals from BluePhaseNet. In turn, 20 (0.4%) S phases were wrongly 
classified as P phases. In sum, BlueEQTransformer has even fewer misclassifications. Only 16 P picks (0.32%) were 
classified as S arrivals, and 6 S picks (0.14%) were classified as P arrivals. Figures S5–S8 in Supporting Informa-
tion S1 show examples of misclassified events for P and S phases for both BluePhaseNet and BlueEQTransformer.

4.3. Confidence and Picking Quality

Both models provide time series of probabilities for P and S phase onsets. We interpret the peak values of these 
time series as the confidence of the model in the pick. Here, we try to understand how this value relates to the 
accuracy of the pick with respect to the manual pick. In general, we expect smaller residuals for higher pick confi-
dence. This way, confidence values could serve as proxies for pick quality. Depending on the use case, a picker that 
refuses to return a pick for a few cases might be preferable over a picker that returns more, but low quality picks.

Each of the bins in Figures  3–6 consists of a sorted stack of confidences, giving an impression of how the 
confidences map to picking errors. The length of each segment corresponds to the frequency of residuals with 
the respective confidence. Three major observations can be made. First, both models pick P waves with higher 
confidence than S waves. This becomes even more obvious when considering individual experiments (Figure 5 
vs. Figure 6). Second, even though there is a considerable difference between the experiments, high confidence 
values cluster around 0 residual, that is, the higher the confidence, the lower the expected residual. Third, picks 
with low confidence still follow an approximate Laplacian distribution centered near 0.0 s but with higher uncer-
tainties (Figure 3). Crucially, almost all of the outliers have low confidence (Figure 4).

Figure 7 explores the relationship between confidence and picking errors in a systematic manner. We plot MAE, 
MAD and the outlier fraction, depending on which fraction of the most confident picks are considered. For example, 
the MAE drops significantly for both P and S picks if the least confident 10% are omitted. For S picks, we observe a 
knee in MAE and OUT curves at about 5%. Further reduction leads to a further but more gradual reduction in MAE. 
On the other hand, the MAD for P waves decreases only very marginally when the least confident picks are omitted, 
whereas a strong reduction is seen in the number of outliers. The drop in MAE is thus almost exclusively driven by 
a reduction in the number of outliers. As the MAD is a robust measure of the spread of the central peak, this implies 
that there is hardly any dependence of the confidence value on the pick quality as long as the correct phase has been 
identified; low confidences instead indicate a much higher chance of having misidentified another waveform feature, 
for example, a later arrival or a local maximum in the noise time series as a phase, and thus produced an outlier.

For P arrivals, the number of outliers decreases until only 60% of the picks are retained and stays almost constant 
afterward (Figures 7a and 7c). For S arrivals, no such clear cutoff can be identified, with outlier fractions decreas-
ing steadily until only 30%–40% of the picks are retained. P- and S- waves also differ in the distribution of 
confidence values. While S confidences are distributed almost uniformly, the P confidences tend toward higher 
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Figure 5. P residuals for the individual experiments between −1.0 and +1.0 s. BlueEQTransformer (BluePhaseNet), 
pre-trained on INSTANCE, are shown in the left (right) column, respectively. The panels are labeled to the right with the 
name of the data set. Figure S3 in Supporting Information S1 shows the same data with the range extended to ±10 s.
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Figure 6. As Figure 5 but for S residuals. Figure S4 in Supporting Information S1 shows the same data with the range 
extended to ±10 s.
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values, for example, the 60% most confidence picks already have confidence values around 0.8. These obser-
vations should be taken into account when selecting confidence thresholds in applications. They suggest that P 
confidence values at higher confidences might be less reliable than their S counterparts; this is also reflected in 
the more continuous degradation in performance for S arrivals compared to their P counterparts. Interestingly, 
confidence curves are almost identical across the two different models.

Following the finding that residual error statistics are largely driven by outlier fractions with only minor vari-
ations of residuals in the central block, the choice of threshold in an application should primarily be guided by 
the relation of outliers, hit rate and miss rate. Whether to prioritize minimizing missed picks or avoiding outliers 
will depend on the downstream workflow and the specifics of associator and location programs. Figure 8 visu-
alizes the tradeoff of these parameters for different thresholds for both models. For this analysis, we set a tighter 
threshold for P pick outliers (0.5 s) to account for the typical accuracy expected for P picks and to make the outlier 
fraction more visible in the plot. Due to the more steady decrease in hit rate for S arrivals than for P arrivals, in 
general, a lower threshold is advisable for S arrivals than for P arrivals. The exact choice of parameters depends 
on the data set and the planned downstream analysis.

5. Discussion
5.1. Effectiveness of Transfer Learning

For all results presented so far, we used the preferred models, BluePhaseNet and BlueEQTransformer. These 
models were pre-trained on INSTANCE and then fine-tuned on the OBS data. In the following, we discuss the 
impact of this transfer learning and compare the results to transfer learning on STEAD.

Figure  9 shows the performance in terms of P-wave residuals of models without transfer learning and with 
transfer learning from STEAD. EQTransformer shows substantially worse performance without transfer learn-
ing, whereas PhaseNet is not only easy to train with randomly initialized weights but also does not show any 

Figure 7. Dependency of mean absolute error, mean absolute deviation (panels (a, b)) and number of outliers (panels (c, d)) 
for different subsets of the data set, sorted by confidence value, such that the value on the left side of each plot corresponds 
to the full data set (as shown in Figure 3), whereas subsequently stricter confidence thresholds are applied to select only a set 
fraction of the whole data set corresponding to the most confident picks. (e, f) Shows percentiles of confidence value. Model 
training based on INSTANCE pre-training.
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benefit from transfer learning. We hypothesize that the impact of transfer learning on EQTransformer is larger 
than on PhaseNet due to the deeper and more complex architecture. In particular, PhaseNet might benefit from 
the implicit parameter sharing across positions through the fully convolutional architecture and from the residual 
connections. In addition, the EQTransformer without transfer learning generally exposes lower confidence than 
the one using transfer learning. These patterns are similar for S-waves.

Regarding the appropriate source data set, we observe differences between EQTransformer and PhaseNet. 
For EQTransformer, differences between pre-training on STEAD or INSTANCE are small, and in both cases, 
pre-training improves performance. For PhaseNet, pre-training on INSTANCE leads to better performance than 
on STEAD. In fact, the performance of the STEAD pre-trained PhaseNet is less good than that of the non-transfer 
learned PhaseNet. We hypothesize that This lack of data diversity in STEAD might have led to an overly adapted 
version of PhaseNet because the STEAD data set contains exclusively recordings of local earthquakes at distances 
less than 350 km, which implies a narrower frequency range on average. Furthermore, STEAD recordings consist 
of only 60 s of waveforms with limited time ranges in which P or S arrivals can occur.

Comparing the results on the individual deployments (Figure 5, Figures S12–S14 in Supporting Information S1), 
there is substantial variability about the best performing model and training scheme. While it is difficult to derive 

Figure 8. Hit rate, miss rate, and number of outliers for different confidence thresholds for models with INSTANCE pre-training. Black numbers specify the number of 
misses, whereas blue numbers mark the number of hits that are not considered outliers. Note the different absolute error thresholds for picks to be considered outliers, 
noted in the legend.
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clear insights due to the diverse behavior, for some data sets, a certain training scheme, that is, pre-training either 
STEAD or INSTANCE or no pre-training at all, seems to be the best option, irrespective of the model.

In conclusion, the analysis for individual data sets suggests that transfer learning often only yields moderate bene-
fits and that its benefits depend on the targeted data set. The already considerable number of training examples in 
the data set we assembled might explain the measurable but overall limited benefits of transfer learning.

5.2. Significance of the Hydrophone Component and Training on OBS Data

A key difference of OBS recordings to typical land-based recordings is the existence of an additional hydrophone 
component. Our models incorporate this component as an additional input channel. In addition, the noise envi-
ronment in the oceans is different from that on land, as described in the Introduction. In this section, we compare 

Figure 9. P residuals with confidence stacks for different pre-training set-ups. (a, b) Models pre-trained on STEAD, then trained on ocean bottom seismometer (OBS) 
data set. (c, d) Models trained on OBS data set without pre-training. The full range to ±10 s is shown in Figure S9 in Supporting Information S1 and the equivalent 
plots for S residuals are shown in Figures S10 and S11 in Supporting Information S1 for pre-training with STEAD and without pre-training, respectively.
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the performance of PickBlue to that of the equivalent pickers trained on land data, and to three-component 
EQTransformer and PhaseNet networks trained on the OBS data set.

In Figures 10a–10d we compare the performance of the OBS picker against EQTransformer and PhaseNet models 
trained on STEAD and INSTANCE (the performance of the preferred 4-component pickers, BlueEQTransformer 
and PhaseNet, on the same subset of picks is shown in Figures 10g and 10h). We chose these models as baseline 
comparisons, as they have been identified as the best performing models in the benchmark study of Münchmeyer 
et al. (2022). As the land-based models would not be applicable to traces with only hydrophone components, we 
ignored those traces for the evaluation, that is, removing about a sixth of the data set.

The results show a clear ranking among the models. Best performing are the PickBlue models, which use the 
hydrophone components. In particular, the outlier fraction doubles for EQTransformer for some configurations 
when omitting the hydrophone components. Most interestingly, the width of the central peak of the residual distri-
bution gets considerably wider. For P-waves on EQTransformer, the MAD increases by 37% for OBS-trained 
models without hydrophones and increases three- to seven-fold when using the land-based models. For P-waves 
on PhaseNet, the decrease in performance when omitting the hydrophones is less drastic; MAD and outlier frac-
tions barely increase. However, the MAD for land-based models drastically increases five- to eleven-fold with 
respect to the models incorporating hydrophone data.

Results for the S arrivals closely resemble the results from P waves: the PickBlue models with hydrophones 
perform considerably better than those not making use of the hydrophone data, even though one might have 
expected the hydrophone data to make very little difference for S-waves. In addition, training on OBS data 
substantially improves performance in terms of both the number of outliers and the residuals. Interestingly, all 
three-component land-trained PhaseNet models tend to pick slightly too late for both P- (Figure S16 in Support-
ing Information S1) and S-waves (Figure S17 in Supporting Information S1), whereas the EQTransformer equiv-
alents tend to pick too early, except for the STEAD pre-trained variant on P onsets.

Looking into the performance of the individual experiments (Figures S19 and S20 in Supporting Information S1) 
ALBORAN2009 and LOGATCHEV, we find EQTransformer performing remarkably worse than PhaseNet. The 
outlier plots (Figures S21 and S22 in Supporting Information S1) underline this impression: Almost all EQTrans-
former's picks are too early. The difference between those two experiments, in contrast to the others, is caused 
by the fact that dropping the hydrophone component only leaves data with a single horizontal component. This 
suggests that PhaseNet is better prepared to deal with such degraded data.

In conclusion, these results highlight that the hydrophone component is essential for optimally picking OBS data. 
Consequently, pickers trained exclusively on data from land-based stations show clearly inferior performance to 
those trained on OBS data.

5.3. Improved Seismicity Catalogs With PickBlue

As a final validation of PickBlue, we test it on the Hikurangi Ocean Bottom Investigation of Tremor and Slow 
Slip (HOBITSS) data set (Wallace et al., 2014). This data set has not been used for model training, so the deploy-
ment conditions, region and instruments are unknown to the models. This is a realistic test case as PickBlue is 
intended to be used on new deployments without model retraining.

We prepared an earthquake catalog spanning April 2014 to May 2015 based on the deployment using a simple 
workflow. First, we picked the continuous OBS traces using the PickBlue model based on PhaseNet. We used 
a picking threshold of 0.1 for P-waves and 0.15 for S-waves. Second, we associated the resulting picks using 
GaMMA (Zhu et al., 2022). Third, we performed an absolute relocation based on the picked phase arrival times 
using NonLinLoc (Lomax et al., 2000) with a layered velocity model from Yarce et al. (2019). We note that this 
workflow only yields a preliminary catalog and is not comprehensive as further steps such as relocation with 
station residuals, relative relocation, or magnitude estimations are omitted. We only retained events that fulfilled 
three quality control criteria: at least 10 phase picks in total, at least three stations with both P and S picks, and 
residual root mean square (RMS) value below 0.3 s.

Figure 11 compares a seismicity catalog generated using PickBlue and using PhaseNet trained on INSTANCE. 
With the same quality control criteria, the PickBlue catalog contains almost twice as many events (6396 events) 
as the PhaseNet catalog (3556 events). Both of these substantially surpass the 2313 events reported by Yarce 
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Figure 10. P residuals with confidence stacks for different three-component models, that is, pickers do not use the hydrophone channel. (a–d) Are for pickers trained 
with onshore station data only, specifically using the models downloaded from the Seisbench platform and trained on the (a, b) INSTANCE and (c, d) STEAD data sets, 
respectively. (e, f) Show the performance of the three-component model trained with the ocean bottom seismometer data set, that is, only using the three seismometer 
components (pre-training with INSTANCE). The full range to ±10 s is shown in Figure S16 in Supporting Information S1 and the equivalent plots for S residuals are 
shown in Figures S17 and S18 in Supporting Information S1. (g, h) Show how the preferred models perform on the same reduced data set (i.e., with all four components 
present but only those traces with at least one seismometer observation).
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et al. (2019) for the same time period, even though this catalog used more than 20 land stations in addition to the 
OBS instruments. The larger catalog size can be attributed both to a higher picking sensitivity (required number 
of picks) or a higher picking precision (required residual RMS). On average, the PickBlue catalog has 14.8 picks 
per event, the PhaseNet catalog has only 13.7. The seismicity catalog is consistent with the known seismicity in 
the region and the large scale pattern reported by Yarce et al. (2019). In particular, the north-westward dipping 
subduction is clearly visible. For the PickBlue based catalog a faint band to the east and southeast of the OBS 
array can be discerned, well separated from the main group, which is presumably indicating outer rise seismicity 
and only has a few isolated events in the PhaseNet (INSTANCE) based catalog.

This test highlights that PickBlue can be applied to new deployments and yields substantial improvements in 
catalog completeness compared to traditional methods and land-based deep learning pickers.

5.4. Access to Data and Models

We integrated PickBlue into the SeisBench package for easy and direct application. SeisBench is available through 
PyPI/pip and is licensed under the open GPLv3 license. PickBlue can directly be applied to obspy stream objects 
to obtain phase picks or full characteristic functions. Figure 12 shows an example of how to install and apply 
PickBlue, as well as an example output. The implementation automatically applies all necessary preprocessing 
steps and handles the windowing and reassembling of windows for applying PickBlue to long input streams. It 
uses SeisBench's efficient implementation and comes with GPU support and parallelization options to be applied 
to large-scale data sets.

Figure 11. Seismicity catalogs for the Hikurangi Ocean Bottom Investigation of Tremor and Slow Slip ocean bottom seismometer deployment offshore New Zealand. 
The catalog shown in the left panel has been produced using the PickBlue model based on PhaseNet (6396 events). The catalog shown in the right panel (3556 events) 
has been produced using PhaseNet trained on INSTANCE, a land data set from Italy. The bottom panels show a longitudinal cross-section including all events; note that 
this is oblique to the subduction direction.

Figure 12. Example code for installing and applying PickBlue within SeisBench. The lower panel shows the example output.
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The OBS reference data set compiled for this study is also available through SeisBench. It is accessible through 
the module seisbench.data and comes in the standard SeisBench format. This enables the use of built-in access 
and filtering methods, as well as the possibility of using the data set with the SeisBench data generation pipelines. 
We hope this access will stimulate the future development of ML models for OBS data for picking but also for 
other tasks, such as source parameter estimation (Münchmeyer et al., 2021).

6. Conclusion
In this study, we trained existing deep learning models for OBS data using four components. For training and 
evaluating the models, we compiled a large scale reference data set of labeled OBS waveforms, encompassing 
data from 15 deployments with more than 150,000 manually labeled phase arrivals of local earthquakes. Our 
results show that deep-learning pickers can provide high-quality picks for both P and S phase arrivals. In particu-
lar, for S-waves, this is a step-change compared to traditional pickers that often can only pick P phases.

We based our model, PickBlue, on EQTransformer and PhaseNet but added an additional input channel for the 
hydrophone component. Overall, the version based on PhaseNet showed slightly better performance than the 
version based on EQTransformer. In both cases, the addition of a hydrophone component provides very signifi-
cant performance improvements. Even excluding this component, targeted models trained on OBS data substan-
tially improve picking performance compared to models trained exclusively on data from land stations.

Using data from 15 independent deployments allowed us to study performance differences in different settings. 
While the number of deployments was insufficient to infer relations between performance and specific deploy-
ment conditions, such as tectonic setting or instrument type, we could show that the models expose performance 
variability between deployments. This suggests that in application scenarios, both picker versions provided by 
this study should be tested and carefully evaluated.

We applied PICKBLUE to a deployment of 15 OBS stations offshore New Zealand and showed that PickBlue 
yields substantial improvements in catalog completeness compared to traditional methods and land-based deep 
learning pickers.

We make our data set and models available through the SeisBench library to allow easy access and application. 
We hope this will foster application to new and existing OBS data sets and thereby contribute to seismological 
analysis, such as automated earthquake catalogs.

Data Availability Statement
The continuous BLANCO (Nabelek & Braunmiller,  2012), HOBITSS (Wallace et  al.,  2014), and AACSE 
(Barcheck, 2023; Ruppert et al., 2022) data sets are archived at the IRIS Data Management System (http://www.
iris.edu) and are accessible using the network code X9 (2012–2013), YH (2014–2015), and XO (2018–2019), 
respectively. The waveform of the events and metadata used in this study, together with the picks, are avail-
able through the SeisBench platform (https://github.com/seisbench/seisbench) and are archived at https://doi.
org/10.5281/zenodo.10277799 (Lange et al., 2023).
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