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Preamble

Joints are a crucial part in timber structures and exhibit an innumerable diversity in terms of
geometry, layout, materials, types of fastener and loading. Their mechanical behaviour is
influenced by many different factors, whose impact must be properly assessed in order to
develop models that predict the joints’ stiffness, capacity and load-deformation behaviour.
Current design models are in fact based on the translation of the observed mechanical joint
behaviour into simple mechanical models, and they need empirical equations (indirect ex-
perimental data) and characteristic values (direct experimental data) as input parameters.
Considering the diversity in timber joints, not all possible joint configurations including the
respective input parameters can be tested. Consequently, many input parameters are based
on assumptions and extrapolations, as they are established using only a limited set of exper-
imental data, which in general are determined on single fasteners only. Without compre-
hensive databases, no in-depth analyses of input parameters encompassing a large variety
in terms of timber products and fasteners can be carried out. Huge databases are indeed
often seen as universal remedy allowing for understanding of statistical scatter and its im-
plications on design rules, for validation of existing models, for identification of knowledge
gaps and for critical reflection of past work. Such databases can furthermore point to the
future, where they could be used for advanced statistical modelling and beyond, using algo-
rithms to predict joint behaviour and potentially make simple analytical models superfluous.

In this study, comprehensive databases were assembled, focusing on assembling as various
data as possible to generate as representative data as possible. All collected data stem from
certification tests and hence contain parameters such as yield moment, tensile capacity,
withdrawal and head pull-through capacities, as these are the only data that are available
on a large scale. Consequently, the assembled databases are by no means covering all as-
pects around timber joints, and they are retrospective. In all databases, a large and persis-
tent scatter was observed. Bespoke series may deliver clear trends. If, however,
representative data is considered, these clear trends vanish, and sources for the scatter can-
not be identified. The most probable reason for this is the much larger variability of the
databases in terms of materials (both fasteners and timber products) than generally used in
tailor-made test series, together with some inherent information gaps of the databases, e.g.
missing information on geometrical features of the fasteners that must not be recorded in
the framework of certification tests. As a consequence, globally valid regression equations
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can be derived based on the database, but these will deliver conservative values which may
lead to incorrect prediction of failure modes, and regressions that hold for bespoke test
series may not be valid anymore if a whole population is considered. An obvious answer to
the discussed issues with data quality is to carry out more tests. This is, however, not ex-
pected to alleviate the situation as scatter is expected to be persistent, because many influ-
encing factors cannot be recorded easily, e.g. human influence relating to specimen
preparation and test execution, the influence of fastener production as well as the influence
of the timber material directly around the fastener. There will be no progress in knowledge
if only the analyses are getting more complex, based on incomplete datasets, without com-
prehension and validation of the physical basis.

The study was developed and written during my employment at the Timber Structures and
Building Construction section of Karlsruhe Institute of Technology. It would not have been
possible without me working here; the huge amount of assembled experimental data de-
rives from decennia of certification work of this section, and my knowledgeable colleagues
were always open for discussions. Particularly, | want to thank Hans Joachim Blafs, Matthias
Frese, Rainer Gorlacher, Philipp Dietsch and, above all, Henning Kunkel, who is our specialist
for dowel-type fasteners and initiated many of the questions discussed in the following
chapters. A special thank you goes to my two external examiners, Pierre Quenneville and
Eric Serrano.

My last thanks go to my family and friends for everything they brought into my life.

All databases are available upon request, and any results and conclusions derived processing
these databases are the responsibility of the user.
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1 Introduction

1.1  Problem description

Joints are a crucial part of timber structures and exhibit an innumerable diversity in terms
of geometry, layout, materials, types of fastener and loading. Their design is, accordingly,
pivotal for timber engineers. Current design rules! for timber joints are based on mechanical
models, which need empirical equations (indirect experimental data) and characteristic val-
ues (direct experimental data) as input parameters. In Europe, the so-called “European Yield
Model” (EYM) is used to design joints with laterally loaded dowel-type fasteners?. These
design models encompass for instance empirical models to determine embedment strength
and experimentally determined values such as withdrawal parameters. Considering the di-
versity in timber joints, not all possible joint configurations including the respective input
parameters can be tested. Consequently, many input parameters are based on assumptions
and extrapolations. For instance, it is assumed that experimentally determined values for
50 mm long ringed shank nails are valid for 100 mm long ringed shank nails of the same
diameter that were not tested. Therefore, all empirical models and input parameters are
established using only a limited set of experimental data, which in general are determined
using single fasteners only (whereas a joint always contains more than one fastener). With-
out comprehensive databases, no in-depth analyses of input parameters encompassing a
large variety in terms of timber products and fasteners can be carried out. The quality, va-
lidity and reliability of the currently used approach of limited sets of experimental data can-
not be judged without these databases.

Here, design in accordance with Eurocode 5 (EN 1995 1-1, 2010) is considered.

The EYM is explained in many textbooks, e.g. in chapter E2 of BlaR and Sandhaas (2017). The EYM provides
designers only with values for the capacity of a joint with one laterally loaded fastener, provided minimum
distances, spacing and timber thickness are respected.
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Comprehensive databases are often seen as universal remedy providing different opportu-
nities, for example the following:

Opportunity 1:

Better? design models can be derived if more comprehensive test data is available. This
may lead to general rules valid e.g. for all self-tapping timber screws or to tailor-made
rules with which high withdrawal capacities of certain screw types in combination with
certain timber products can be utilised.

Opportunity 2:
Databases allow for validation of existing rules and of extrapolations; e.g. if a model de-
veloped for a certain nail type is valid also for other nail types.

Opportunity 3:

Databases can reveal challenges that may not have gotten the attention they deserve;
for instance challenges concerning the steel properties of fasteners used in timber engi-
neering.

Opportunity 4:

Database analysis allows for critical reflection of past work, for instance to judge if ex-
perimental procedures and reporting need modifications or if testing campaigns up to
now were sufficient and comprehensive enough. A thorough judgement of data quality
can be performed and implications on future work can be discussed.

Opportunity 5:
Databases can be used as input for advanced statistical modelling, where, however, the
suitability of the databases for such algorithms must be checked.

Opportunity 6:

Databases can be implemented in software, that can incorporate properties of many
different fasteners (in particular screws) in combination with many different timber
products, and as such, may make simple and general design rules unnecessary.

Opportunity 7:

Large and valid enough databases may even make analytical design models superfluous,
as they may allow for direct determination of timber joints’ stiffness and capacity with-
out the need of an intermediate model, e.g. using aspects from machine learning. Alter-
natively, such a database may provide for high-quality input parameters for numerical
models with which the mechanical behaviour of timber joints can be directly modelled.

“Better” may mean different things, e.g. more reliable results, results covering more application fields, bespoke
models with precise boundary conditions that allow using some applications to their full potential.
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1.2 Purpose of this study

A prerequisite to tackle any of the seven exemplary opportunities is, therefore, to assemble
comprehensive databases and to analyse and assess them. Exactly this is the key question
of this study: Can the seven opportunities be addressed once comprehensive databases are
available?

Furthermore, this study wants to preserve knowledge and data that was built up at Karls-
ruhe Institute of Technology (KIT) in the last decennia, and to make these data available to
other researchers. In this study, test results covering single dowel-type fasteners are con-
sidered, using data established in the last 20 years, and reflecting the variety of fasteners
available on the market. The databases are examined to understand statistical scatter and
its implications on design rules. Influencing factors such as density or fastener diameter on
fastener properties are assessed and relationships are sought that allow for valid regression
equations. Moreover, the general data quality is thoroughly discussed with the aim to iden-
tify knowledge gaps and to comment and give recommendations for testing and material
standards. Consequently, the assembled databases are by no means covering all aspects
around timber fasteners or timber joints in general. Here, the focus lies on assembling and
analysing certification data on staples, nails and self-tapping screws — as these are the only
data that are available on a large* scale.

1.3 Content and structure of the study

The assembled databases encompass individual test results on staples, nails and self-tapping
screws, representing only few of the many aspects concerning timber fasteners and joints.
Therefore, an embedding of this study and its content into the larger framework of timber
joints and a discussion on aspects going beyond this study is given in chapter 2. The study
then continues with retrospectively assembled experimental databases. Chapters 3 to 5 cover
certification test results on staples, nails and screws. These tests include material properties
such as yield moments or tensile capacities, but also properties such as withdrawal and head
pull-through capacities, where the combination of fastener and wood is tested. After presen-
tation, description and analyses of the assembled databases, chapter 6 concludes and sum-
marises consequences of this study for research, practice and standardisation, and hence
tries to give an answer to the seven opportunities formulated in section 1.1.

4 “Large” for a timber engineer, not large for a computer scientist.






2 General

2.1 Framework

The mechanical behaviour of timber joints is influenced by many different factors, whose
impact must be properly assessed in order to develop models that predict the joints’ stiff-
ness, capacity and load-deformation behaviour. Current design models discussed in section
2.2 are in fact based on the translation of the observed mechanical joint behaviour into sim-
ple mechanical models, see also section 2.3. As said in section 1.1, these models require
input parameters such as embedment strength or withdrawal parameters, for which infor-
mation on their statistical properties must be available in order to guarantee safe enough
design equations. In order to advance existing joint design procedures, therefore, enough
data must be available for varying joint typologies. Depending on the used materials, geom-
etry, layout and loading directions, different design models may exist or the input parame-
ters may vary in terms of their type or value. A prerequisite to good models is that as many
influencing factors, be they quantifiable or not, and as many relevant joint typologies as
possible must be known. Indeed and as already stated in the introduction, joints exhibit an
innumerable diversity in terms of geometry, layout, materials, types of fasteners and load-
ing. Different materials with different cross-sections can be joined with a varying number of
fasteners that are arranged in various patterns. The fastening of the members can be real-
ised with carpentry joints such as step or dovetail joints, with surface-type fasteners such as
nailing plates or connectors or with dowel-type fasteners such as nails, bolts, screws or
glued-in rods. These joints can then be loaded for example in tension or in bending, parallel
to the grain of the members or under an angle to their grain, with the (dowel-type) fasteners
loaded parallel or perpendicular to their axis or in a combination of both. The used materials
can be different timber products made of soft- or hardwood such as solid or glued-laminated
timber, laminated veneer lumber or wood-based panels, or timber members can be fas-
tened to other members made of metals or concrete.

This study is presenting and analysing databases with information on staples, nails and self-
tapping screws, where only data evaluated during the fasteners’ certification process is con-
sidered. This means that possible analyses concern only certain, well-defined and quantifia-
ble input parameters of some dowel-type fasteners, namely staples, nails and self-tapping
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screws. These input parameters are listed in section 2.5. Other relevant dowel-type fasten-
ers are dowels and bolts. These, however, are standardised fasteners, where both the ge-
ometry as well as the material properties are precisely defined. The thread of the bolts, for
instance, is a metric thread and the mechanical properties of dowels are in accordance with
Eurocode 3 part 1 (EN 1993 1-1, 2010, e.g. grade S235 or S355) and those of bolts are in
accordance with Eurocode 3 part 8 (EN 1993 1-8, 2010, e.g. grade 4.6 or 8.8). This is turn
means that both types of fasteners do not require certification testing.

The parameters listed in section 2.5 are therefore representing only some aspects around
timber joints. In order to fully address timber joints and their influencing factors, many more
databases should be assembled. For instance, databases of other input parameters such as
embedment strength or friction are not analysed here nor are test results on timber joints
included. There are various reasons for this. Firstly, these databases already exist, at least
partially (Aurand and BlaR, 2021; Schweigler et al., 2019), where data from different sources
were assembled. Secondly, at KIT, the only extensive databases available are those assem-
bled in this study. This means that data from literature would need to be considered as well
to assemble further comprehensive databases. This, however, introduces a major element
of uncertainty, i.e. that tests were carried out at different institutions, using different pro-
tocols and people, and that, regularly, not all information concerning tests and used mate-
rials is given in literature. Finally, such databases suffer the same drawbacks as the
assembled databases, e.g. incomplete data, and even more so, embedment, friction and
joint test results suffer significantly more from incompleteness due to more complex test
setups, unclear reporting of results and generally much less available tests.

Therefore, many gaps are left open in this study, but have to be discussed in this chapter in
order to place the study within the general framework of timber joints, to give relevant ref-
erences® for all aspects not contained here and to identify persisting open issues affecting
timber joints.

2.2 Design models used in standardisation

Looking at historic or current design models helps identifying those factors that influence
the mechanical behaviour of timber joints and are quantifiable so that they can be used as
input parameters for design. Historic timber design standards, e.g. DIN 1052 from 1969 or
1988 (DIN 1052, 1969; DIN 1052, 1988), used the allowable stress design where safety fac-
tors for both resistance and load were accumulated in the given allowable stress per fas-
tener type. To obtain the allowable load for a bolted joint for instance, the allowable stress
— an empirically derived constant numerical value — was multiplied by bolt diameter and

5 Many of these aspects were and still are discussed extensively. This study does not claim to give a comprehen-

sive overview. Only recent publications are cited or those containing a comprehensive literature review.



2.2 Design models used in standardisation

timber member thickness. For joints with laterally loaded nails instead, the allowable load
per shear plane was depending only on the nail diameter. Hence, no mechanical models
were used to predict the joint capacity. Also joints with axially loaded nails were already
covered, where the given allowable withdrawal stress was multiplied with penetration
length and nail diameter to obtain the allowable withdrawal load per nail. Finally, in
DIN 1052:1988, an interaction criterion for nails loaded both laterally and axially was in-
cluded. Analogously to today, minimum spacing, end and edge distances and penetration
lengths were a prerequisite to applying these design rules that were hence based on exper-
imentally derived “allowable stresses” as input parameters, together with some geometric
data such as diameters and penetration lengths.

Joints with laterally loaded dowel-type fasteners

In many modern timber design codes, the basic design model for joints with laterally loaded
dowel-type fasteners is the European Yield Model (EYM), which itself is based on Johansen’s
model (1949), and including the rope effect stemming from increased capacity due to fric-
tion in the shear plane®. This basic design case calculates the load-carrying capacity of a joint
per fastener and per shear plane, and uses simple mechanical models thoroughly described
in textbooks (Blalk and Sandhaas, 2017). This development of mechanical models based on
observed test results was a major step forward in comparison to older codes’. Necessary
input parameters for the EYM are embedment strength f,, yield moment M,, withdrawal
capacity Fu, head-pull through capacity Freqq, tensile capacity F: and friction coefficient x of
the shear planes®. As in the historic codes, prerequisite to the applicability of the EYM are
large enough end and edge distances, spacing and timber thickness, so that the assumed
failure modes with rigid-plastic material behaviour can develop. Examples for modern de-
sign codes using the EYM are the current Eurocode 5 (EN 1995 1-1, 2010) and the draft of
the New Zealand Standard NZS AS 1720.1 (2018)°.

It became swiftly clear that the prescribed minimum spacing and distances are not sufficient
to prevent brittle failure modes in joints with more than one fastener and that, hence, the
EYM must be amended to account for group effects. A first step was to introduce the effec-
tive number of fasteners ne that reduces the actual number of fasteners in a row in joints

Other effects, e.g. resistance to withdrawal along fastener axis and surrounding timber, leading to increased
capacity are (currently) not considered, as these additional rope effects need large displacements to be acti-
vated.

It is, however, depending on the point of view if the introduction of more complex models in design is a step
forward in comparison to the older simple rules.

For combinations of high density hardwoods with lower strength dowel-type fasteners, also the fasteners’
shear capacity may be needed in future (BlaR et al., 2017).

The basis to this draft is the Australian standard AS 1760.1., where, consequently, the EYM is also used.
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loaded parallel to the grain (Jorissen, 1998). Later, Eurocode 5 was extended to take also
block and plug shear failures into account (Annex A of EN 1995 1-1, 2010).

Still, the EYM with all its amendments is not able to fully cover group effects or complex
loading situations. The most modern code draft NZS AS 1720.1 contains elaborate models
that account for brittle failure modes. These models are mainly based on research by Zarnani
carried out on joints with rivets (Zarnani, 2013)°. Also recent publications are presenting
design models (Jockwer and Dietsch, 2018; Yurrita and Cabrero, 2019, 2021) that are aimed
at predicting timber failures occurring before the joint reaches significant deformations due
to embedment and plastic bending of the fasteners, and where hence the joint capacity was
not reached. Other publications address reinforcement of joints against brittle failure
modes!! (Dietsch and Brandner, 2015) in order to guarantee that joint capacities can be
reached. Most modern design approaches currently under development still need all input
parameters also needed for the EYM, extended with material properties that account for
the observed timber failures, i.e. tensile strength parallel or perpendicular to the grain, lon-
gitudinal shear strength or moduli of rigidity. Some models even need fracture energies, e.g.
the model covering the full splitting strength of joints with small dowel-type fasteners
loaded perpendicular to the grain contained in NZS AS 1720.1.

Apart from models based on analytical approaches complemented with empirical data that
are part of current standards, further developments use finite element modelling to capture
the load-deformation behaviour and load distribution of joints and are intended to be incor-
porated in future standards. The most practice-oriented class of FE models covers so-called
BOF-models (nonlinear beam on nonlinear foundation models), that are able to trace the
full load-deformation path of joints, and hence also the stiffness (Schweigler et al., 2021)*2.
Therefore, BOF-models need load-deformation information for embedment and fastener
bending together with information on friction or resistance in the shear planes and along
the fastener axis.

Joints with dowel-type fasteners loaded in tension in their axial direction

Existing design models for joints with axially loaded fasteners (only tensile load) are simple
and straightforward. Again, minimum spacing and distances must be maintained in order to
guarantee the assumed failure modes. These failure modes are withdrawal of the fasteners
in the point-side member, head-pull through in the head-side member or a tensile failure of

0 The design models are also part of the Canadian Standard CSA-086 (2014).

1 Reinforcement of timber joints can not only be used to mitigate brittle tensile failure perpendicular to the

grain, but also to increase stiffness and capacity of joints (Bejtka and BlaR, 2005).
12 Here, a recent publication is cited. However, the use of beam-on-foundation models in timber engineering
research dates back to the 50s with relevant work from Kuenzi (1955), Wilkinson (1971) and Foschi (1974). In

that sense, the advent of BOF-models is more a rediscovery.
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the fasteners, and the capacity is the minimum of the three. Also here, consequently, re-
quired input parameters are the same as for joints with laterally loaded fasteners, i.e. Fy, Fhead
and F.. Timber design codes such as Eurocode 5 and the NZS AS 1720.1 correspond to this.

Similar to the EYM for joints with laterally loaded fasteners, also this basic design model
cannot capture brittle failure modes occurring for groups of fasteners, and effective num-
bers are introduced. A particular issue here is whether the individual fasteners of a group
can be loaded equally or, depending on the stiffness of the load introduction plate, if the
axial load is transferred unequally. The most recent publications deal with screws and inves-
tigate group effects in joints with axially loaded screws where the screws are inserted par-
allel or perpendicular to the grain (Mahlknecht et al., 2021).

Shortcomings of basic design models

The basic design models presented shortly here are always related to capacities and, during
their calibration, consider ultimate experimental loads'®. Concerning stiffness, equations are
available, but these are very general and cannot capture observed scatter. Above all, the
basic design models (e.g. EYM) do not cover “real”
provide only one simple empirical equation per fastener type. In any case, all models must
respect certain boundary conditions such as minimum distances in order to avoid brittle

joints with more than one fastener, but

failure modes reached at very small deformations. This is currently the only point where
deformations of joints come into play, together with further indirect rules such as reinforc-
ing of joints in order to increase the joints’ deformation capabilities. However, for robust-
ness reasons and especially in seismic design, usually a “sufficient ductility” is required.
Another example for such a requirement can be found in the EAD (2019) for screws that
asks for 10 mm joint displacement before failure, if reduced spacing rules for joints with
laterally loaded screws is sought (see also footnote 103). Whereas the EAD at least specifies
a concrete number, i.e. 10 mm, to assess the joints’ ductility, such values are usually not
available. Or, in better words, there is no conventional agreement on such a value. This is
extensively discussed in Ottenhaus et al. (2021), who proposed the definition of so-called
performance targets in line with current performance-based design methods in earthquake
engineering (Filiatrault and Folz, 2002). Ductility of joints, or rather realistic prediction of a
joint’s load-deformation behaviour is key to proper design in particular in case of complex
and high-performance joints currently used in large engineered timber constructions. In ad-
dition, the trend of multi-storey timber buildings require correct predictions of, above all,
joint stiffness. Above-mentioned novel design methods, i.e. BOF-models, tackle these issues
(Schweigler et al., 2021).

13 Experimental data in turn suffers from testing, measuring and reporting uncertainties, see also section 2.1.
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2.3 Note on joint behaviour

In order to initiate database analyses dealing with parameters such as tensile capacity £,
yield moment M,, withdrawal parameter f,, or head pull-through parameter fieqq, this sec-
tion discusses some exemplary aspects of the mechanical behaviour of joints. The focus lies
on single-shear timber-to-timber joints with one screw as the most basic case of a joint. A
thorough understanding of the load-deformation behaviour of this basic case is key to an
appropriate design, although it is reduced in its complexity (see also section 2.2). Typical
load-deformation curves of the single-shear timber-timber joints with one partially threaded
screw shown in Figure 2-1 on the right can be seen in Figure 2-1 on the left. Three different
wood species resp. timber products were used; beech LVL, birch and spruce glulam, and all
were predrilled. All results are taken from Kuck and Sandhaas (2022).

40 : .
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Figure 2-1 Left: Load-deformation curves of joint on the right with load per shear plane and deformation in
shear plane (mean value). Right: Symmetric test specimens of timber-to-timber joints with one shear
plane (all in mm). (Kuck and Sandhaas, 2022)

The tests shown in Figure 2-1 were particular as not all tests were loaded until failure, but
stopped as soon as certain predefined deformation levels, 5 mm, 10 mm and 25 mm, in the
shear plane were reached. The levels were chosen such that three distinct sections of the
general load-deformation curve could be investigated: 5 mm represents the transition be-
tween elastic and plastic behaviour!®, 25 mm is defined as deformation at failure, and be-
tween 5 mm and 10 mm, the rope effect is assumed to be fully developed. Afterwards, the
specimens were opened to investigate the deformation status. Opened specimens are
shown in Figure 2-2, where the group on top shows the specimens from Figure 2-1, and the
group at the bottom shows analogous tests with screws with a washer head (not predrilled).

14 Looking at Figure 2-1 on the left, the transition between elastic and plastic behaviour is at smaller deformation
levels. However, at deformations smaller than 5 mm, no (plastic) deformations could be observed (with the
naked eye) when opening the specimens; see also Figure 2-2.
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Figure 2-2 shows only plastic deformations as any elastic parts will have been released dur-
ing the opening process.

Screw with countersunk head, all predrilled
Beech LVL Birch glulam Spruce glulam

IR ‘M I

Screw with washer head, all non-predrilled
Beech LVL Birch glulam Spruce glulam

*

5mm —

10 mm

Failure

" Tests with birch and spruce glulam were not stopped at 5 mm. * Early screw failure (rupture in shear plane)

Figure 2-2  Opened specimens after the tests. The rows show the deformation status at the given deformation
levels. Top: Joints with 8 mm screws with countersunk heads (corresponding to Figure 2-1). Bottom:
Analogous tests with 8 mm screws with washer heads (with different cross-sections and without
predrilling). Mean densities were pspruce = 463 kg/m?, psirch = 629 kg/m?® and  pveecnive = 814 kg/m?.
(Kuck and Sandhaas, 2022)
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Various statements can be made considering Figure 2-1 and Figure 2-2:

The first deformation level of 5 mm did not show any perceptible plastic deformations
in the birch and spruce joints and only slight deformations in the beech LVL joints, alt-
hough Figure 2-1 on the left clearly reached the nonlinear range at 5 mm deformation.
It is realistic to assume that micro-damage (i.e. wood crushing underneath the screws
and/or micro-splits perpendicular to the grain) occurred at low deformation levels,
which was not visible to the naked eye.

Of the three species, beech LVL joints reached the highest load-carrying capacity Fmax
albeit at smaller deformations. Load levels should hence always be given in conjunction
with deformation levels.

The initial part of the load-deformation curves displayed a vertical line, which is most
probably caused by static friction induced by tightening of the timber members through
the partially threaded screws. Kuck and Sandhaas (2022) looked further into this by mod-
ifying the insertion process, e.g. by loosening the screws with one half-turn backwards
after the insertion process.

Concerning the stiffness, it is hard to determine a value for K., due to the initial vertical
load increase (previous bullet point) and the subsequent nonlinear nature of the load-
deformation curves. As long as no clear conventional method exists how to determine
Kser for such load-deformation curves, any derived values will be subjective®®.

Clear embedment deformations can be seen in all tests, where the embedment length
is increasing with increasing deformations. Embedment strength values and thus timber
density are hence indeed one of the crucial input parameters for joint design, where,
however, deformation levels of the joints certainly influence the value for the embed-
ment strength fj.

The plastic hinge in the smooth shank showed larger bending radii than the hinge in the
thread. This is due to the larger diameter of the smooth shank with consequently higher
yield moment.

The screw with the countersunk head was pulled in the timber, whereas the screw with
the washer head displayed a higher resistance against head pull-in. This led also to a
straightening of the plastic hinge (larger bending radius) on the head side of the screw
(smooth shank part). The head pull-through capacity Freqq is thus an important parame-
ter for design, where however admissible deformation levels should be defined, in par-
ticular for screws with countersunk heads.

15
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The regulations in accordance with EN 26891 (1991) are not sufficient to guarantee a uniform determination
of the stiffness. Above all, the 10%-40% rule often leads to confusion, in particular for joints with an early onset
of ductility.



2.3 Note on joint behaviour

e Depending on the density, the bending radii of the screws differ, with larger bending
radii at smaller densities. This has implications on the yield moment M, that is needed in
design (see also section 5.3.2).

e All joints showed a strong rope effect, i.e. a steep increase in the nonlinear phase. To-
gether with the head pull-through resistance, the withdrawal capacity Fy, plays a major
role. To evaluate the point at which F,, starts to evolve, information on the withdrawal
stiffness would be needed.

e |t is notable that a steel failure occurred in the beech LVL shown in Figure 2-2 at the
bottom. This failure occurred at large deformation levels and can be explained with the
MNV-interaction presented in BlaR et al. (2017).

e Looking e.g. at the deformations at failure, the complexity of the rope effect gets clear,
but also its dependency on the deformation level of the joint. Contributions to the load-
carrying capacity caused by friction in the shear plane — this is the rope effect accounted
for in current design (EN 1995 1-1, 2010)® — will develop at an early stage. This is also
confirmed by the third bullet point, as already the tightening of (partially threaded)
screws will press the timber pieces together so that friction in the shear plane will evolve,
going from static to dynamic friction. For this, however, an anchoring of the screw inside
the timber is needed, which is provided by the head pull-through and the withdrawal
resistance. With this, also a rope effect due to normal forces along the screw axis will
develop. Finally, also the distortion resistance of the screw will lead to a contribution to
the rope effect, as the screw axis tends to be straightened at higher deformations, lead-
ing to larger bending radii (see also Schweigler et al., 2021).

To conclude it can be said that all well-known input parameters for joint design in accordance
with e.g. the EYM could be identified by simply looking at Figure 2-2. Figure 2-2 however also
highlighted how complex the problem to determine these input parameters is, especially for
those properties that depend on a deformation level — which all of them do'’. For the head
pull-through resistance for instance, the dependency of the Fpeqq-value on the reached defor-
mation is obvious, especially for screws with washer heads inserted at 90° to the grain that
activate compression perpendicular to the grain. But also the value needed for M, is difficult
to assess as e.g. the fastener geometry is not uniform along the fastener axis and because
different bending radii develop (depending on steel grade, timber density, diameter), which
will influence any experimentally evaluated value for M, (see also section 5.3.2).

16 The rope effect in the current Eurocode 5 was derived for the undeformed state, Bejtka and BlaR (2002).

Svensson and Munch-Andersen (2018) derived equations based on the deformed state.

17" Also the withdrawal depends on the deformation state, please refer to sections 2.4.2 and 2.4.3 for this.
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2.4  Influencing factors

2.4.1 General

Having looked at current design models and exemplary test results, the most obvious influ-
encing factors'® are known; namely the quantifiable input parameters yield moment M,,
withdrawal capacity Fy, head-pull through capacity Freqq, tensile capacity F: , embedment
strength fi, and friction coefficient u of the shear planes®®. There are many more influencing
factors, however. Still one of the most thorough discussions on factors influencing the load-
deformation behaviour of joints with dowel-type fasteners was presented in Werner (1993),
where the focus lay on embedment strength, bending and axial resistance of the fastener
and splitting tendency of the used species. Moreover, also factors influencing the embed-
ment strength such as density, fastener diameter, loading direction, surface roughness of
fastener, moisture content, predrill diameter and reinforcement were discussed (Werner,
1993). In general, depending above all on the joint’s geometry, the loading and the number
and layout of fasteners, the mechanical behaviour of joints in terms of load-deformation can
be very different ranging from “highly ductile to very brittle”. Indeed, Werner’s studies en-
compassed mainly joints with one fastener, and joints with more than one fastener were
only covered by numerical studies investigating the influence of only one factor, i.e. varying
spacing parallel to the grain.

A joint with one fastener may behave ductile developing embedment deformations and
plastic hinges, but it may behave brittle if more than one fastener is used, even if timber
thickness and minimum spacing and distances are maintained?®. Consequently, clear bound-
ary conditions must be set when discussing influencing factors, as more factors must be
discussed when considering joints with more than one fastener. These encompass mechan-
ical properties of the used timber products such as moduli of elasticity, tensile strength per-
pendicular to the grain, longitudinal or rolling shear strength?'. Considering mechanical
properties as influencing factors complicates life considerably, as they show a large scatter
and are more difficult to classify as they depend mainly on wood characteristics such as
knots. At the same time, only the properties of the wood surrounding the fasteners is of
importance for joints. As the probability will be lower that there are knots in the joint area
volume in comparison to the whole timber member volume, knots will be less important
than is reflected in the strength class system. In other words, the local and not the global

8 One of the most important influencing factors in general is the density.

¥ My, Fwand Fheas are part of the databases of this study, fn and g are discussed in sections 2.4.2 and 2.4.3.

20 Thisis why e.g. the effective number of fasteners was introduced in design, see section 2.2.

2L Thisis reflected in current design rules for block shear or in recently developed models that cover brittle failure

modes, see section 2.2.
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2.4 Influencing factors

wood properties are expected to be governing, which makes the use of experimentally de-
termined material properties, determined on large volumes, for design or performance pre-
diction of joints complicated (which, however, are still subject to a volume effect,
analogously to timber members). For instance, the fine differentiation of densities in the
current strength classes is not relevant for the determination of the embedment strength
(Sandhaas, 2012). Furthermore, properties such as shear strength or stress interactions are
very difficult to assess experimentally (Sandhaas, 2012). Another good example for this is
the material property “fracture energy”, that is used e.g. in NZS AS 1720.1 (see section 2.2).
Fracture energy is difficult to determine experimentally, subject to very considerable scat-
ter, and generally, a constant fracture energy is used, where however a valid hypothesis
would be a non-constant value for heterogeneous materials (Sandhaas, 2012).

Other, additional influencing factors exist that are not (yet) quantifiable, where some are
obvious and others may not yet be known. Obvious factors include manufacturing issues
such as geometric tolerances or borehole quality??. Indeed, load distribution within a group
of fasteners is of crucial importance, which makes investigations concerning e.g. borehole
precision or stiffness properties much more important for joints with more than one fas-
tener. Another obvious influencing factor is the presence of fastener coating, whose effects
are already utilised for staples that are resin-coated to increase withdrawal resistance, or
for screws that are coated to decrease insertion resistance. Obviously, a clear distinction
between influencing factors concerning only joints with one or those with more than one
fastener is not always possible. For instance, a possible minimum end distance of a fastener
may be depending on the used wood species and its mechanical properties. The distance
may be larger for species prone to splitting?® such as fir (Abies alba) and less large for “duc-
tile” species such as beech (Fagus sylvatica), above all if the fastener is inserted in tangential
direction or at 45° to the annual rings of beech (Sandhaas, 2012).

24.2 Embedment

Embedment strength f, and yield moment M, are the two non-geometric input parameters
of the Johansen model, which forms the basis of the EYM. In the model, both parameters
are assumed to be rigid-plastic, and the embedment stress is assumed to be evenly distrib-
uted. Embedment strength is determined experimentally, where two main test setups are
used, the full hole and the half hole test (Franke and Magniere, 2014). In both test setups,
the fastener shall remain straight, which is why the timber thickness for the full-hole test
setup is reduced in order to avoid any fastener bending. Embedment tests show a nonlinear

22 See e.g. Dias (2005) Figure 4-31, where different qualities of drilled holes in spruce, maritime pine and chestnut

are shown.
23 The minimum timber thickness in accordance with Eurocode 5 is larger than for species not prone to splitting

such as pine (Pinus sylvestris).
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behaviour?*, and hence, the embedment strength value is a conventional value that depends
on the definition of the deformation at which the strength shall be evaluated. This is also
discussed in Franke and Magniere (2014), who could show that different test setups and
evaluation methods lead to different embedment strength values. An additional issue that
comes into play is the accuracy and location of displacement measuring, as is the case in any
other test setup where load-displacement information is derived. Furthermore, embedment
tests do not reflect the real boundary conditions in joints, where in the case of failure modes
with one or two plastic hinges per shear plane, the fastener is rotating in the timber leading
to uneven stress distribution and complicated stress states. Additionally, during testing, the
timber underneath the fastener can deform freely on the lateral specimen sides, which is not
the case in joints, where such a free lateral deformation in the shear plane —where the high
embedment stresses are — is not possible. Other issues during testing are boundary condi-
tions in particular for different load-to-grain angles as was investigated by Schweigler et al.
(2017). They showed that constrained loading led to higher embedment stresses compared
to unconstrained loading. Also Lemaftre (2020) studied these effects and measured trajecto-
ries of fasteners in timber that are different for different load-to-grain angles. Another ques-
tion is to which extent simultaneous loading in embedment and withdrawal influences the
individual parameters f, and f,, where first studies were carried out by BlaR et al. (2006), and
which will occur in real joints, certainly once joint deformation has occurred. Indeed, already
in the 80s, biaxial tests on nailed joints were carried out to investigate how joints under sim-
ultaneous combined loads behave (Ehlbeck and Siebert, 1984). All this highlights the difficul-
ties with transferring embedment test results to real joints that are usually much larger both
in terms of number of fasteners and cross-sections of members to be joined.

Notwithstanding these testing and interpretation issues, embedment tests are crucial for
proper design of timber joints, and the embedment strength must be assessed for any new
fastener type, wood product or species. Moreover, the aim of test programmes is exactly to
find answers to the above questions. Consequently, innumerable publications from all over
the worlds exist that document embedment test results. Recent examples for these cover
different wood products such as Japanese plywood (Ogawa et al., 2019) or different fastener
types such as self-tapping screws with a partial thread (Khan et al., 2021). As in every exper-
imental work, documented test results stemming from different sources cannot easily be
compared. Test procedures may differ and not always, all relevant information is given such
as where displacements were measured or at which displacement the embedment strength
was determined. Sometimes, machine displacement is considered during embedment tests,
which introduces additional measuring errors. Or, different scopes were formulated that led
to slightly different test setups. The work from Schweigler et al. (2017) discussing the effects
of different boundary conditions on test results can be cited again to illustrate this. All this,

24 This statement does not hold in all cases. In particular high-density products may split at an early stage, and

often, tests are carried out using a reinforcement to reach larger deformations, see e.g. Sandhaas et al. (2013).
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in turn, makes the assembly of large databases stemming from different testing bodies un-
reliable. This is the reason why no database with embedment tests was assembled here, as
no significant amount of tests was carried out at KIT. The generation of databases containing
embedment test results in terms of load-displacement curves, however, is of utmost im-
portance particularly with the advent of the BOF-models. In fact, Schweigler et al. (2019)
assembled a database?®, where a clear focus was on the comparability of results, in order to
generate parameterised load-displacement curves needed for BOF-modelling. The most re-
cent comprehensive literature review complemented with full-hole and half-hole tests was
published by Ottenhaus et al. (2022).

2.4.3 Friction

Friction is an important contributor to the load-carrying capacity of joints, but also one of
the most difficult to quantify and to guarantee during the lifetime of a structure. In current
design, friction is considered when calculating the capacity of joints with laterally loaded
fasteners that are able to transmit normal forces along their axis and where a failure mode
with one or two plastic hinges per shear plane occurs. In the design equations e.g. of Euro-
code 5 (DIN EN 1995 1-1, 2010), the static?® coefficient of friction corresponds to the factor
% =0.25 with which the capacity Fox e in direction of the fastener axis is considered in the
EYM??. The addition of 0.25 - Fuse to the Johansen part of the design equations — the so-
called rope effect — considers an increase of the load-carrying capacity due to friction in the
shear plane; i.e. between the timber surfaces in a timber-to-timber joint or between timber
and steel plate in a timber-to-steel joint. Obviously, the choice of a coefficient of friction is
linearly influencing the calculated capacity; if 0.5 had been chosen instead of 0.25, the ad-
ditional capacity would be two times as high. A proper choice for the coefficient of friction
is thus crucial in order to obtain reliable design values.

The importance of correct coefficients of friction is long known, but until recently, usually
values from literature were considered and only few friction tests were carried out. The
most comprehensive literature reviews are contained in two recent publications (Aurand
and BlaR, 2021; Dorn et al., 2021), where Aurand and Blafs assembled a database containing
about 1000 test results each of timber on timber and timber on metal. Both authors carried
out own friction tests, for two different scopes. The aim of Aurand and BlaR (2021) was to
obtain optimised joints with higher stiffness and higher capacity due to increased friction in
the shear plane by surface modification. Friction tests helped to identify suitable surface
modifications. Dorn et al. (2021) were interested in generating correct coefficients of friction
for use in numerical simulations. In both publications, factors influencing the coefficient of

2> This database includes the tests assembled in Sandhaas et al. (2013).

26 Here, only the static coefficient of friction is discussed.

27" For more background, please refer to textbooks, e.g. Chapter E2.6 of Blass and Sandhaas (2017).
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friction are extensively discussed, with surface roughness being most important. Test setups
differed as shown in Aurand and BlaR. In addition, moisture content and contact pressure
influence coefficients of friction, albeit to a lower extent. Also grain orientation, sliding speed
and density were varied, with no clear conclusions. In general, observed coefficients of vari-
ation are large. Long-term effects such as changes in contact pressure or to the surface con-
ditions e.g. due to corrosion were not studied. In other words, it is not known if the initially
chosen coefficient of friction remains the same during the service life of the structure. More-
over, friction in the shear planes of joints is assumed to be constant although it is a safe as-
sumption that friction coefficients change depending on the joints’ state of deformation.

Up to now, only friction in the shear plane due to the rope effect was discussed. However,
friction exists also in the contact surfaces between fastener and timber. For fasteners with
threaded shanks, e.g. self-tapping screws, or fasteners with washers, e.g. bolts, this is trivial
as these fasteners possess a strong withdrawal resistance that could be considered being a
form of friction. Key here is that a joint with laterally loaded fasteners needs a certain de-
formation so that the fasteners are inclined and can develop normal forces along their axis.
Schweigler at el. (2021) described these different forms of the rope effect, and Svensson
and Munch-Andersen (2018) derived the Johansen equations for the deformed state so that
this additional rope effect due to friction between fastener and timber along the fastener
axis can be considered as well. However, independently of the shape of the shank, friction
will be present as soon as a fastener is inserted in timber and shows a certain resistance
against withdrawal. Indeed, Blal et al. (2017) postulated that also joints with smooth dowels
show a significant rope effect if they can develop enough deformation.

The question now is how a coefficient of friction for these cases can be determined. Rodd
(1973) and Sjodin et al. (2008) could show that the surface roughness of fasteners has a
considerable influence on the capacity of joints by carrying out embedment tests, where the
embedment strength parallel to the grain increased with increasing surface roughness. They
could show that this increase is due to better stress distributions in the case of fasteners
with rough surface; i.e. fasteners with rough surfaces activate shear, with less tensile stress
peaks perpendicular to the grain directly underneath the fastener?®. Numerical embedment
models can then be used to estimate coefficients of friction, which Sjodin et al. called “ficti-
tious parameters”, as these cannot be directly evaluated from the tests. Estimated coeffi-
cients depend on the deformation level at which experimental and numerical curves are
compared. Going back to the rope effect due to a normal force in the fastener axis, a
straightforward test setup to directly determine coefficients of friction is to pull a smooth
fastener from a timber piece. Schweigler et al. (2021) presented such tests where a smooth
dowel was inserted into a predrilled timber piece, which was cut in two in order to exert
compression perpendicular to the grain. Then, the smooth dowel is pulled out, and a direct

28 such stress peaks appear already at small embedment or joint deformation as could be shown by Sandhaas
(2012).
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coefficient of friction could be derived. However, this test setup is not realistic as during
loading, the fastener is more and more embedded in the timber, increasing friction. There-
fore, Lemaitre et al. (2023) extended the test programme and carried out biaxial tests, com-
bining embedment and pull-out tests. They could show that friction coefficients (when
pulling out the fasteners) increase with increasing embedment deformations. To conclude,
it is clear that friction in all its forms is an important contributor to a joint’s stiffness and
capacity, but the challenge remains as to how it can be considered in design.

2.5 Overview over collected data

2.5.1 Data stemming from certification testing

The assembled databases contain test results of single fasteners (staples, nails, self-tapping
screws) that are determined during certification procedures, which, in Europe, are carried
out in accordance with EN 14592 (2012)?°. Alternatively, European Technical Assessments
(ETA) can be released that regulate production, properties und use of fasteners, where so-
called European Assessment Documents (EAD) define the testing programme (e.g. EAD
130118-01-0603 (2019) for screws). Within this certification testing (EN 14592 or EAD), all
or a part of the input parameters for design in accordance with the EYM are experimentally
determined. The Timber Structures and Building Construction section at KIT started certifi-
cation work already in the 70ies, and has thus many years of experience, also concerning
the evolution of certification processes, and a very comprehensive database at its disposal.
The oldest considered certification reports date back to 1997 and it is deemed useless to
consider older results as the then used fasteners may not be representative of modern ones.
Depending on the fastener type, a combination of the following parameters is experimen-
tally determined and hence part of the databases, together with the geometrical data of the
fasteners that must be measured in the framework of certification testing, see Figure 3-1
for staples, Figure 4-1 for nails and Figure 5-1 for screws.

2 or any other version of EN 14592 valid at the time of testing.
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Tests with fastener only

Tensile strength of wire f,

The tensile strength in [MPa] is derived from the tensile capacity, i.e. the maximum ca-
pacity of the wire during a tensile test, using the diameter dyr. of the wire. Wires repre-
sent the base material of staples, nails and screws. This property is only determined for
staples and nails.

Tensile capacity of fastener F;
The maximum value in [kN] is considered.

Yield moment of fastener M,

A four-point bending test in accordance with EN 409 (2009) is carried out, and the yield
moment in [Nm] is the maximum value taken until a bending angle of 45° or at the max-
imum bending angle before rupture of the fasteners.

Torsional moment capacity Mo,

The maximum value in [Nm] is considered. Hence, it is the value at fastener failure and
consequently, My, is indeed a “moment capacity” in contrast to the yield moment M,,
where the ultimate capacity may not have been reached. M, is only determined for
SCrews.

Tests with fastener and timber

20

Withdrawal capacity of fastener F,,

The maximum value in [kN] reached during a withdrawal test is considered. Fasteners
were inserted at least 24h before testing and different timber pieces were used within a
test series. Timber width was never recorded, but usually was 10 times the nominal di-
ameter. The fastener tips were embedded in the timber.

Head pull-through capacity of fastener Freqd

The maximum value in [kN] reached before or at a displacement of 15 mm of the test
machine’s crosshead is considered. In general and if not noted otherwise, the thickness
of the timber pieces usually was 8 times the nominal diameter, whereas the thickness of
the wood-based panels is the panel thickness. The timber width was never recorded, but
usually was 10 times the nominal diameter. Different timber pieces were used within a
test series.

Insertion moment of fastener Minsert

The maximum value in [Nm] reached until the screw head touches the timber is consid-
ered. Speed is always 100 rpm. This property is only determined for screws. The timber
width usually was 10 times the nominal diameter. The screw tip always remained em-
bedded in the timber.



2.5 Overview over collected data

2.5.2  Note concerning used wood and wood products

For all tests with fastener and timber, the density of the timber piece was measured, but
must be considered being a gross density as usually, the timber piece was used for more
than one test®. No information is available concerning the wood characteristics directly
around the fastener, which can be expected to govern during the tests. For example, the
local density might be lower or higher than the gross density, or local growth characteristics
such as large annual rings, knots or small fibre deviations impacting on test results may be
present. These characteristics do not need to be recorded during certification testing, and,
looking at practical relevance, they are not required as the variety of materials on site will
be even larger than ever present in a testing laboratory. This lack of local data, however,
impacts on statistical evaluations as influencing factors are unknown. Moreover, it was not
recorded if solid timber or glued laminated timber was used, which means that these two
products are not differentiated. Furthermore, the timber pieces were stored at a normal
climate of 20° C and a relative humidity of 65%. However, the moisture content was not
measured. This is important to note as different wood and wood products were used. Above
all, laminated veneer lumber made of beech (beech LVL) remains at very low moisture con-
tents of about 6% to 8%, even when stored at normal climate over a long period, whereas
spruce solid timber usually displays a moisture content between 11% and 12% when stored
at normal climate.

Timber sizes usually were not recorded (see bullet points above). However, for all tests with
fastener and timber, the timber sizes were always chosen such that only desired failures
occurred. This means that no tests are included in the database where timber or fastener
failures occurred instead; i.e. splitting of timber or fastener failures instead of withdrawal,
head pull-through or full insertion.

2.5.3  Note concerning steel properties

Apart from their shape, staples, nails and screws have their basic material in common, which
is steel. In that sense, they are comparable to fasteners used in steel structures, which, for
dowels and bolts, is even more so the case as these two dowel-type fasteners exist in specific
steel grades (e.g. “S235” or “8.8”)3!. In steel structures, the material properties used in de-
sign are (usually) yield strength f, and tensile strength f;. In particular for hardened steels
with no distinct yield strength, the strength at 0.2% offset Ry, is determined®?. Indeed,

30 Except for Minserr, all tests including timber were always carried out using different timber pieces within one

series. This means that with “timber piece used for more than one test”, tests for different series are intended

(e.g. one value of Fu of screws A, B, C was determined using the same piece).

31 see section 2.1.

32 Here, both properties, f, and Rpo.2, are used as synonyms.
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these two values (f: and f,) are given for dowels and bolts used in timber engineering. Nev-
ertheless, considerable overstrength exists, and real strength values will often be much
higher than nominal values. For instance in Sandhaas (2012), 12 mm steel dowels of grade
S235 were ordered, which means that the tensile strength should have been f, = 360 MPa.
Tensile tests revealed a real tensile strength of f, = 640 MPa. This leads to completely wrong
yield moments and subsequently completely wrong failure modes — which is a serious issue
in seismic design respectively in any design case that relies on a certain ductility of the joint
behaviour. As a consequence, Blass and Colling (2015) investigated both dowel and joint
behaviour and proposed a new equation to calculate the yield moment of dowels and bolts.

For staples, nails and self-tapping timber screws instead, steel properties must be experi-
mentally determined. Whereas for staples and nails, this may seem superfluous, it is man-
datory for screws. Staples and nails are produced from wires of a certain steel grade, and,
only work hardening during the production, from wire to staple or nail, influences the final
steel properties®. This should make it possible to define classes similar to dowels and bolts
(“S235”, “8.8”). Screws made of carbon steel instead are additionally hardened, using differ-
ent hardening procedures well described in Ringhofer (2017), which lead to a large range of
steel properties where strength values are often not evenly distributed over the screw’s
cross-section. Furthermore, stainless steel screws exist, which — in case of austenitic stain-
less steel — cannot be hardened. Concerning tensile tests, only tensile capacities are deter-
mined, with the exception of fully threaded screws used as reinforcement perpendicular to
the grain. For these, also Rpo2-values are evaluated, using the inner diameter of the screws
to transform capacity into strength34. For design of timber joints, also the yield moment is
needed and experimentally determined. For steel engineers, the terminology “yield mo-
ment” used in timber engineering is misleading, because it implies that the elastic bending
capacity of a round section is meant, where the outer fibres just reached the yield strength
fy. For timber engineers instead, the yield moment is a property of a dowel-type fastener
that includes plastic deformations, but where it is unclear how far the fastener’s cross-sec-
tion has plastified (see also section 5.3.2).

For comparison and analyses of steel property data, experimental values must be normal-
ised in order to compare direct test data (My, F, M:wr) between fasteners with different di-
ameters. This is straightforward when calculating tensile strength from tensile capacity,
where the only debatable issue is which diameter should be considered. To normalise the
yield moment M,, Eq. (3-2) could be used, the equation to calculate the full plastic bending
capacity of a round section, resulting in Eq. (3-1). However, the value for M, depends on the
bending angle and thus on a deformation, with no information on the plastification. Further-
more, work hardening effects will occur during testing and as a consequence, the transfor-
mation in accordance to Eq. (3-1) does not deliver a “yield strength £, for staples, nails and

3 general. However, also hardened nails exist that undergo a hardening procedure analogously to screws.

3% Thisis already a modelling step, as a screw’s cross-section in the threaded area is not round (Ringhofer, 2017).
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screws. Nevertheless, the use of Eq. (3-1) can be motivated considering Figure 2-3 on the
left, which shows three exemplary results of M,-tests that can be classified in three classes
F1 to F3 depending on the general shape of the moment-bending angle curves (Steilner et
al., 2022). Classes F2 and F3 are typical curves for hardened self-tapping screws*®, where
the difference is an earlier rupture of a class F3 screw. For fasteners following these curves,
the evaluated M,-value does not depend on the bending angle, because a maximum value
is reached before a bending angle of 45° (and after an angle of 20°), and the decreasing
curve after this maximum value indicates that full plastic bending capacity is reached, which
is not overlapped by work hardening effects. Class F1 behaviour can be observed for staples,
nails® and (stainless steel and unhardened carbon steel) screws, and the increasing slope
makes interpretations difficult. Here, the evaluated M,-value depends on the bending angle
at which it is determined, with a difference of 5% between a = 20° and a = 45°. Considering
the large bending angles®” and the difference of about 5%, however, also here the assump-
tion of full plastification is acceptable. The last point to be discussed is the difference be-
tween Rpoz-values and fi-values, as only the latter are known and can hence be used in
design. In Figure 2-3 on the right, three exemplary stress-strain curves measured during ten-
sile tests on a mild steel, a dowel labelled grade S235 and a fully threaded screw made of
hardened carbon steel are shown. Neither the dowel nor the very high strength steel screw
show a distinct yield strength, and the difference between Ryo,-values and fi-values is 6%.
Work hardening effects are not strong, not even for the dowel, indicated by the shallow
shape of the curve in the plastic range before necking starts. The curve shapes are indeed
in stark contrast to the curve for the mild steel with a clear yield strength and strong work
hardening before necking.

Steel properties of the investigated fastener types are hence complex due to hardening of
fasteners (usually only screws) and work hardening effects during production (staples, nails,
screws). Moreover, geometries of screws and non-smooth shank nails are complicated. In
particular concerning the yield moment, the values contained in the databases could be
considered being random, as they depend on the fastener’s bending angle. Strictly speaking,
no “yield strength f,“ is calculated for staples, nails and screws using Eq. (3-1). Therefore,
the stress value calculated in accordance with Eq. (3-1) is called “yield moment stress om,”
in this study.

35 Referring to the caption of Figure 2-3, not only the curves are exemplary, but also the assignment of fasteners

to the classes F1, F2 and F3. The discussion highlights general trends, and exceptions exist.
36 A general difference can be observed between nails made of carbon and stainless steel, with nails made of
carbon steel showing a sharper bend in the transition area between elastic and plastic behaviour.
37" And the discussion in Sandhaas (2012), where it is shown that full plastic bending capacity can be reached at

small bending angles, depending on the curvature and neglecting work hardening effects.
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2 General

To be as clear as possible when addressing different steel properties, in particular those
derived from direct test data (i.e. strength values), the following notation is consistently
used throughout this study:

e A capital Fto denominate capacity values in N.
e Alowercase fto denominate strength values in MPa.
e The Greek letter oto denominate stress values in MPa.

e Indexes are used to clarify all further points; e.g. which diameters are applied to
transform capacity into strength values.

600 T T T T T

400 B

200F B

1000} B
Screw

500 4

Normalised My
Stress in MPa

O 1 1
0 20 40 60

Bending angle in Mild steel

O 1 1 1
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Figure 2-3 Left: Three typical moment-bending angle curves of self-tapping screws (Steilner et al., 2022). Right:
Typical stress-strain curves; top: 12 mm dowel labelled grade S235, Rpo.2 = 510 MPa, f; = 544 MPa;
centre: 6 mm fully threaded screw, di = 2.9 mm, Rpo.2 = 1133 MPa, f: = 1209 MPa; bottom; mild steel,
Rpo.2 =416 MPa, f: = 573 MPa. The shown curves are exemplary curves, showing general trends, and
exceptions exist.
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2.5 Overview over collected data

2.5.4  Note concerning data quality

Each fastener type can be described by its geometry and its material properties. Not all of
these data is available, however, as the databases were assembled retrospectively, and not
everything was recorded at the time of testing as it was not required by EN 14592 (2012) or
the EAD (2019). Such unrecorded data for instance encompass thread flank angles of self-
tapping screws or information on coating. In addition, certain data may be missing in some
reports, for instance the nail tip length was not always recorded. Particular challenges arise
when looking at e.g. available tip types of screws, which represent a large variety and are
difficult to classify (see Figure 5-3). Also production issues such as the effect of worn tools
or manufacture of very long screw threads, which are rolled in sections and hence small
notches may be present, are not captured. This is a critical point, because complete and
unequivocal datasets are needed for proper regression analyses, and the databases are lack-
ing exactly this. Influencing factors on mechanical properties of fasteners will exist that were
not recorded and which, therefore, cannot be identified. This statement refers directly to
opportunity 4 of section 1.1, without having carried out any analysis.

2.5.5 Note concerning test protocols

Certification test protocols do not exhaustively describe how the tests must be carried out.
This has various implications. For instance, head pull-through parameters evaluated at dif-
ferent testing bodies are difficult to compare as the relevant standard EN 1383 (2016) does
not specify at which deformation the head pull-through capacity should be determined. Fur-
thermore, the standards may be rather unspecific as to how to select the timber pieces for
withdrawal (EN 1382, 2016) and head pull-through tests (EN 1383, 2016). Both standards
state that timber pieces shall be selected in accordance with EN ISO 8970 (2010), which aims
at “getting specimens with a uniform density comparable with the mean density of the tim-
ber to which the test results should be applied.” EN ISO 8970 does however not explicitly
state that different timber pieces should be selected for testing and that, e.g., the with-
drawal capacity should not be evaluated using only two timber pieces (which may fulfil the
requirements of EN ISO 8970), see also footnote 30. prEN 14592 (2017) gives more precise
indications on how to account for different coefficients of variation of the selected test spec-
imens and the timber grades the test specimens are applied to. Another example are issues
around EN 409 (2009), where bending tests to determine the yield moment are specified.
Again, the standard does not describe in detail how tests must be carried out (for this, see
section 5.3.2). In particular, all deformation-dependent values are critical and prone to
measuring and interpretation errors, and also this statement directly tackles opportunity 4.

25



2 General

2.5.6  Note on comparability of data

When data stemming from different test series carried out in different periods, by different
people and/or which were not part of a single bespoke testing programme, the first and
foremost question to be answered is whether the assembled data can be compared with
each other or not. This is the case here, although the oldest datasets stem from 199738 and
the newest from 2019. There are four main reasons for this:

Only a certain type of data was assembled that encompass geometrical and experimental
values that are rather straightforward and easy to determine3® and that are evaluated
using the same testing principles during the years.

The scope of all considered tests remained the same throughout the years; i.e. evaluat-
ing data for the calculation of characteristic input parameters for joint design.

The tests were all carried out at KIT, during a period with no change in people defining
internal technical guidelines. So, at least, all tests were carried out at the same institu-
tion, by only few different people and using only few different test setups and machines.

Test standards did change between 1997 and 2019, but general procedures at KIT did
not change and neither did the accurateness and carefulness of execution change. For
instance, only withdrawal data is given where withdrawal failure occurred; i.e. failure
modes were never mixed, and always only the sought-after parameter was established
and not something else.

38
39
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Staples and nails; the oldest data for screws are from 2010.

Remembering the previous notes, the assembled values were not as “straightforward and easy to determine”
as stated here. Nevertheless, e.g. withdrawal tests are considerably less complex than e.g. joint tests. Even less
complex are the tests determining F: and M. The least susceptible data are the geometrical data.



3  Staples

3.1 General

The first database presented in this study contains data for staples. This database is an ex-
tended version of the database collected by de Proft (2017), and it is the most limited of all
assembled databases, as only few tests with staples were carried out in the last decennia,
and the latest available tests date back to 2013. Obviously, a limited database will lead to
limited analyses. Nevertheless, information on scatter of results and experimental gaps can
be gathered. The lack of testing data is reflected in a lack of research in general. One excep-
tion to this is a publication from 1973 (Mohler et al., 1973), whereas more recent publica-
tions focus on the cyclic behaviour of stapled joints (Sartori and Tomasi, 2013). Triggered by
the lack of data, a recently finished research project dealt with minimum distances and spac-
ing as well as load-carrying capacities of stapled joints (CEN/TC 250/SC 5/WG 5 N 169, 2021).
A preliminary study with staples in hardwood products instead was carried out by Vedovelli
(2020).

Concerning design, current approaches for stapled joints are based on the European Yield
Model (EYM), where one staple leg is considered as a nail. Usually, staples are inserted with
an angle between staple crown and fibre direction. In current building practice, staples are
generally used to fasten sheathing, e.g. an OSB or a particleboard, to a (softwood) timber
frame substructure. As staples are driven in using pneumatic machines, the production of
stapled joints occurs mostly in factories and a high degree of automation is possible. The
insertion quality is influenced by the chosen pressure, which defines the insertion depth of
the staple crowns. Additionally, the slender staple legs buckle easily. Although staples are
versatile fasteners leading to efficient, ductile and cost-effective joints, their use is not wide-
spread in all European countries. Moreover, staples were not significantly modified for dec-
ades in terms of their production or used materials. This can, at least partly, explain the lack
of publications and experimental results on both staple properties and stapled joints.
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3 Staples

3.2 Database

In accordance with EN 14592 (2012), characteristic values for the yield moment, the with-
drawal and head pull-through parameter must be declared. Furthermore, EN 14592 re-
quires control of the geometric properties and evaluation of the tensile strength of the wire,
which must be higher than 800 MPa. The assembled database presented here contains re-
sults from 34 reports and the following individual test values:

e 352 tensile strength values in 89 series*® of the wire f,, of which 103 tests in 29 series on
staples made of stainless steel

e 260 yield moments M, in 29 series, of which 90 tests in 11 series on staples made of
stainless steel; the tests were carried out about the weak axis of the staple leg.

e 1603 withdrawal capacities F,, in 84 series, of which 389 tests in 32 series on staples
made of stainless steel

e 120 head pull-through capacities Freqq in 6 series, no staples made of stainless steel

Staples from ten different companies are included and the reports date from 1997 until
2013 where, however, 80% of the tests results were evaluated between 2009 and 1997.
Both nominal and measured geometrical properties are included (as far as recorded), defi-
nitions see Figure 3-1, and distinction was made between galvanised carbon steel and stain-
less steel. Properties of staples made from galvanised carbon steel are not different to those
of staples made from stainless steel; see e.g. Figure 3-2. The diameter dyir of the wire cor-
responds to the nominal diameter d of the staple leg. The staple itself has a bevelled cross-
section with different thickness a and width b, see Figure 3-1. The final shape of the staple
is a result of cold forming processes during which the straight wire with its round cross-
section is transformed into a staple with a bevelled cross-section, a crown and two legs.
Nominal diameters d ranged from 1.51 mm to 2.00 mm. The staples were partially or fully
resin-coated.

40 This terminology will be used consistently throughout this study. A “series” comprises a certain quantity of
individual test results; i.e. the number of series and not the number of individual test results is crucial to un-
derstand the diversity of fasteners resp. tests contained in the databases.

28



3.3 Tensile strength and yield moment
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Figure 3-1 Geometry of a staple, with thickness a and width b of staple legs, width of the crown b, length of the
staple L, and length of resin-coated parts Lx. The staples’ nominal diameter d corresponds to the wire
diameter duwire.

3.3  Tensile strength and yield moment

Tensile strength

In total, 352 individual results of tensile tests on wires, grouped in 89 test series with two to
ten tests per series, and 260 individual results of yield moment tests on staple legs, grouped
in 29 test series with five to 20 tests per series, are available. The final bevelled shape of the
staple means that the round wire must be passed through a die in order to produce the
staples. This cold forming of the wire changes the staple’s properties through work harden-
ing effects, and the experimentally determined tensile strength of the wire, before cold
forming, will be lower than the tensile strength of the staple after cold forming*!. This effect
cannot be investigated as no tensile tests on finished staples were carried out. The state-
ment, however, can be underlined considering Figure 3-2 on the left where the mean tensile
strength of the wire is lower than the mean “yield moment stress on,” of the staples pro-
duced with the tested wire. oy is calculated in accordance with Eq. (3-1), which is based on
the equation to calculate the full plastic bending capacity M, of a circular cross-section, Eq.
(3-2). In Eqg. (3-1), the wire diameter d is considered, as this is the nominal diameter of a
staple.

41 It can be even assumed that the steel properties will be different within a staple itself, with higher properties

close to the area of the 90 degrees angle between crown and legs, as the bending of the wire is a further cold
forming process.
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3 Staples

6-M
Oy == : (3-1)
where
Oy “Yield moment stress” in MPa, per leg
M, Yield moment in Nmm, per leg
d Nominal diameter of staple in mm
1 3
Mp/:_'fy'd (3_2)
6
where
M Full plastic bending capacity
fy Yield strength
d Diameter

However, tensile strength and “yield moment stress” of the staple cannot be compared un-
conditionally. Firstly, the determination of the yield moment includes bending of staple legs
up to 45°. Such a large bending will lead to work hardening effects and hence to an increase
in tensile strength. Considering that staples are made from ductile steel — legs must be bent
by 90° without any rupture or cracks — work hardening effects will be rather important (con-
trarily to very high strength steel). Secondly, the yield moment is determined by bending the
staple leg about its weak axis a, where g is smaller than the nominal diameter d used in Eq.
(3-1). Consequently, the “yield moment stress” will be even higher when considering a in-
stead of d. Finally, both properties f, and M, are determined using different material, often
even from different batches.

In Figure 3-2 on the left, one outlier belonging to tensile tests on 1.83 mm wires and staples
is observed (where the mean yield moment strength is lower than the tensile strength of
the wire), but cannot be explained conclusively. The most obvious hypothesis is that the
delivered wires used for tensile tests did not correspond to the wires used to produce the
staples for the yield moment tests. Another possible hypothesis could be that the galvanisa-
tion of the staples, which represents a heat treatment, reduced the strength that was de-
termined on the non-galvanised wire.

Figure 3-2 on the right shows the tensile strength values of all wires versus the nominal di-
ameter (both wire and staples produced thereof). Not all wires reached the mandatory
strength of 800 MPa*? (and were hence rejected) and no difference can be seen between
wires made of stainless or carbon steel. The linear trendline*® shown in Figure 3-2 on the
right, including all test results except for the values lower than 800 MPa, shows a general

42 Eurocode 5 (2010) requires a minimum tensile strength of 800 MPa of wires, see section 8.4 clause (6).
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3.3 Tensile strength and yield moment

trend of decreasing tensile strength with increasing leg diameter. Considering the scatter of
test results, this trend is rather weak and should not be overestimated. It however reflects
more valid observations made for nails, where repetitious drawing passes of smaller diameter
nails leads to a work hardening effect with subsequent higher tensile strength in comparison
to larger diameter nails with less drawing passes (see section 4.3). To conclude, tensile tests
on wires, as regulated currently, have no other purpose than to control the steel quality of the
raw material — which, seeing the tensile strength values < 800 MPa in Figure 3-2 on the right,
must remain mandatory tests —and do not give any meaningful information on tensile prop-
erties of staples.
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Figure 3-2 Left: Mean tensile strength of the wire f, versus mean yield moment stress owy in accordance with
Eg. (3-1). 23 different series with 250 individual values for M, and 119 for f.. Lowest value of owy is
997 MPa. Right: Tensile strength of the wire f, versus nominal diameter d, 352 individual test results.

The shown (linearly decreasing) trendline™® includes all results except values lower than 800 MPa.

43 Within this study, all trendlines are extrapolated and range over the whole bandwidth of the horizontal axis.

31



3 Staples

Yield moment

Amendment A2 of Eurocode 5 (EN 1995 1-1/A2, 2014) gives Eq. (3-3) to calculate the char-
acteristic value for the yield moment of staples:

M,z =150-d° (3-3)
where

I\ Characteristic value for the yield moment in Nmm, per leg

d Nominal diameter of staple in mm

Eq. (3-3) is based on Eq. (3-2) with f, = 900 MPa. Considering the mean value of the yield
moment strength oy, given in Figure 3-2 on the left, this value of 900 MPa holds, even
though Eq. (3-3) determines the characteristic value of the yield moment (see also Fig-
ure 3-3 on the left, where min o« = 970 MPa). The original equation given in Eurocode 5
(EN 1995 1-1, 2010), My, = 240 - d*5, was based on reflections concerning the observed
decrease of tensile strength with increasing diameter (Figure 3-2 on the right). The original
equation is analogous to the equation for nails, for more details see section 4.1. It must be
kept in mind that during testing, staples will be bent around their weak axis and in practice,
the bending may occur at any angle depending on the angle between orientation of the
staple legs and load direction.

Apart from Eq. (3-3), characteristic values for the yield moment of staples can also be taken
from Declarations of Performance (DoP). Figure 3-3 on the left shows the yield moment ver-
sus the nominal diameter of the staple leg, including all experimental values (the black cir-
cles), declared characteristic values (the red crosses) and a curve representing Eq. (3-3).
Furthermore, the characteristic values per test series calculated in accordance with
EN 14358 (2016) are given, the green triangles, as these would be the declared characteris-
tic yield moments of the tested staples. The characteristic values are calculated assuming a
lognormal distribution and using a fixed standard deviation of 0.05. The observed standard
deviation is shown in Figure 3-3 on the right and is always smaller than 0.05 in all test series.
The Eurocode 5 prediction, Eq. (3-3), is still more conservative.
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3.3 Tensile strength and yield moment
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Figure 3-3 Left: Black circles: Experimentally derived yield moments (260 values in 25 test series). Red crosses:
Declared characteristic values for the yield moment (values from DoP). Green triangles: Characteris-
tic values calculated acc. to EN 14358 (2016); lowest M,k tests = 0.58 MPa leading to owmy« = 970 MPa.
The black line shows the quadratic trendline of all test results (black circles) and the red line shows
Eurocode 5 predictions, Eq. (3-3). Right: Standard deviation of experimental values of M, based on
lognormal distribution.

Characteristic values in accordance with Eq. (3-3) lie clearly below all experimental values.
This is astonishing considering that in Eq. (3-3), the implicitly included steel strength is with
900 MPa close to the mean tensile strength of 967 MPa. Work hardening effects caused by
the bending of the staple legs during the determination of the yield moment may explain
this, as these hardening effects may be observed to a lesser extent during tensile tests. Some
declared characteristic values taken from DoP are lower than the values calculated with Eq.
(3-3) and some of them are rather high compared with experimental values. These high val-
ues are possible considering the scatter in steel grades. Figure 3-2 on the right shows tensile
strength values ranging from 740 MPa to 1160 MPa and staples made of the latter steel will
have high characteristic values for the yield moment. Generally, Eq. (3-3) seems to be rather
conservative, with all experimental values being clearly higher. Having only 260 individual
test values at disposal, Eq. (3-3) is however deemed sufficient and no changes to Eurocode 5
are needed. A reformulation of Eq. (3-3) could be included, however, in order to illustrate
the mechanical background:

1

Mg =="fu-d’ (3-4)
6

where

M, gk Characteristic value for the yield moment in Nmm, per leg

fok Characteristic yield strength* in MPa, f, x = 900 MPa

d Nominal diameter of staple in mm

44

It can be discussed if “yield strength” is the proper terminology here, see also section 2.5.3.
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3 Staples

3.4 Withdrawal

In total, 1603 individual test results are available, grouped in 72 test series. 768 of the tests
were withdrawal tests in radial direction, 766 in tangential direction, and the direction of
withdrawal is unknown for 69 tests. Together with the withdrawal capacity Fy in kN (= max-
imum machine load), also the density pin kg/m?® was measured, where only the mean den-
sity was given for 65% of the test results. No density was given for 3.7% of the test results,
and in that case, a mean density of 420 kg/m? was assumed. It is hence meaningless to show
a histogram of the density to understand the scatter. The recorded density was measured
as global value of one timber piece. The used timber was stored in a normal climate with
20°C and 65% relative humidity. The moisture content was not measured. The used wood
species was spruce (Picea abies). All staples were resin-coated and the penetration lengths
Les ranged from 10 - d to 22 - d. The staples were inserted directly into the timber; i.e. no
wood-based panel or other intermediate layer was used.

For most test results, no indication is given concerning the angle @ between staple crown
and fibre direction. If a value was given, then @=90°. It is very probable however, that all
withdrawal tests were carried out at @=90°, as no distinction is made within test results,
which would have been the case if various angles were chosen®.

In the current Eurocode 5 (EN 1995 1-1, 2010), capacity to axial loading of staples is calcu-
lated analogously to nails, see Eq. (4-2), and characteristic withdrawal parameters f,« and
head pull-through parameters fhreqqx are declared in DoP. The database contains only with-
drawal capacities, which, before executing any analysis, must be normalised by applying Eq.
(3-5)%.

Fu
fu S d (3-5)
where
fw Withdrawal parameter in MPa, per leg (hence, factor 2)
Fuw Withdrawal capacity in N
Les Penetration length in mm
d Nominal diameter of staple in mm

4> Standards changed; in the 1999 version of EN 1382 for instance, the angle between staple crown and fibre

direction was 0° and 90°, whereas in the 2016 version, withdrawal tests with staples should be carried out with
6=30°.

This equation uses the projected area of the staple legs and not their surface area. This is currently the con-
ventional method in accordance to EN 1382 (2016).
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3.4 Withdrawal

Figure 3-4 shows all 1603 individual withdrawal parameters versus density, where lower val-
ues were determined when withdrawing from the tangential direction. This is due to less
homogenisation in comparison to withdrawal from the radial direction as then, the legs are
inserted orthogonally to the annual rings and hence penetrate both early- and latewood and
various annual rings. Generally, the dependency of the withdrawal parameter f,, on the den-
sity pis too weak to derive an equation where f,, solely depends on p.

To facilitate design, a constant characteristic withdrawal parameter per staple leg could be
given. The horizontal line in Figure 3-4 illustrates this; the line at 6.9 MPa indicates the ob-
served 5™ percentile of all 1603 withdrawal test results. If considering only the f,-values
determined using spruce with densities of 390 kg/m?3 < p< 450 kg/m?, the observed 5" per-
centile remains the same with 6.8 MPa. A constant characteristic value for the withdrawal
parameter per leg of resin-coated staples could hence be 7 MPa. Declared characteristic
values range from 4.8 MPa to 7.3 MPa, where 23 of 29 (80%) fw-values taken from DoP are
lower than 6.8 MPa. It is up to code-writing committees to decide if a constant characteristic
value should be lower than 7 MPa.

One remark must be made here concerning the evaluated withdrawal parameters. These
are derived from tests where staples are directly inserted into the timber. This, however, is
not relevant in practice as staples are used to fasten wood-based panels onto timber. That
means that staples are driven through wood-based panels before penetrating timber, which
may lead to an abrasion of the resin coating with subsequent lower withdrawal resistance.
The thicker the wood-based panel is, the less resin coating may remain and hence the lower
the withdrawal resistance may be.
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Figure 3-4  Individual withdrawal parameters versus density; differentiation with respect to withdrawal direc-

tion, 1603 individual values. Trendlines for radial (black) and tangential (red) values are shown. The
horizontal line at 6.9 MPa corresponds to the observed 5 percentile considering all fu-values.
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3 Staples

3.5 Head pull-through

In the database, only 120 head pull-through capacities derived for staples from one pro-
ducer are available; 60 values for staples with d =1.53 mm, 20 values for staples with
d =1.80 mm and 40 values for staples with d = 2.00 mm. Concerning density and moisture
content, the same procedure was used as for the withdrawal tests. The tested angles be-
tween staple crown and fibre direction were 0° and 90°, and only spruce was used, where
the thickness of the timber was not specified. The evaluated head pull-through capacity Freqd
47 is normalised as follows:

Fhead
s = (3-6)
where
fhead Head pull-through parameter in MPa
Fhead Head pull-through capacity in N
by Width of staple crown in mm, see Figure 3-1
b Width of staple leg in mm, see Figure 3-1

Figure 3-5 shows all 120 test data versus the density where the difference in head pull-
through parameter for angles of 0° and 90° between staple crown and fibre direction can
be seen. Moreover, the large scatter with no clear trend of higher fiess-values for higher
densities is evident (the density range is however rather small with 338 < p <398 kg/m?3).
The horizontal lines indicate the observed 5" percentiles, evaluated for 60 test results per
angle. These 5% percentiles could be used as lower boundary values where, however, more
test should be carried out before deciding on any constant head pull-through parameter.
Moreover, the results contained in the database are valid only for head pull-through using
solid softwood of a certain thickness. The most relevant case for practice, staples to fasten
a wood-based panel to a timber frame substructure (i.e. head pull-through through wood-
based panels at 8= 30°), is not covered, and will yield lower values due to the in general
reduced thickness of the panels.

47 Due to the age of the test reports, it is not clear at which deformation Fress Was read, see also section 5.6.3.
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130

& ° + Odeg
= © © 90 de
= 110] °© o ¢
9] o o ©
D e}
£ 904 o
g % o [e5) 8 @8
o O
s 704 8o % g o
Ed Oo °g (53
2 5 %0 5 8 ¥
< a o} +
x 14 PO Oi + §
2 301 $i i *
3 ¥ 4 N
4] = T
T 10

[ [ [ [ [ [
320 340 360 380 400 420 440
Density in kg/m 3

Figure 3-5 Individual head pull-through parameters versus density, differentiation with respect to angle be-
tween staple crown and fibre direction, 60 tests at 0° and 90° respectively. The two horizontal lines
at 39.7 MPa and 19.2 MPa indicate the observed 5 percentiles.

3.6 Conclusions

In general, it can be said that the assembled database must be extended in order to allow
for more thorough and relevant investigations. This encompasses tests that determine the
steel properties of current staples or head pull-through tests using wood-based panels. Still,
conclusions addressing the input parameters for the EYM*® can be given. Concerning the
yield moment, current regulations in Eurocode 5 are sufficient. Concerning withdrawal and
head pull-through parameters, the observed large scatter does not allow for derivation of
equations with which characteristic values can be calculated; at least not without systematic
investigations into the relationship between parameters and density. Conservative lower
bound values sufficient for most design cases are possible and pragmatic.

8 A persisting problem not discussed here remains the embedment strength, as current test methods, i.e. the

full hole tests in accordance with EN 383 (2007), are not suited for staples with their small diameters.
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4  Nails

Note: Parts of this chapter were already published in Sandhaas and Goérlacher (2018).

4.1 State-of-the-art

Joint design in the current Eurocode 5 (EN 1995 1-1, 2010) is based on Johansen’s model
(1949) that firstly was applied to nailed joints by Moeller (1951). Since then, considerable
research was put into further development of methods to establish the ultimate character-
istic load and deformation behaviour as discussed in Ehlbeck (1979), who gives a concise
and comprehensive summary of the state of the art in the late seventies. Ehlbeck already
discussed input parameters necessary for the design of nailed joints such as embedment
strength and yield moment as well as the contribution of the rope effect to the joint capacity
and hence the withdrawal performance of non-smooth shank nails. The background dis-
cussed by Ehlbeck is still representative today as research concerning joints with dowels,
bolts and screws were and still are in the focus whereas nailed joints are less represented in
current research. An exception to this is the work done by Whale and Smith in the eighties
concerning embedment strength (Whale and Smith, 1986a, 1986b) and investigations by
BlaR in the early nineties concerning group effects in nailed joints (BlaR, 1990, 1991). Nails
are driven in using a hammer or pneumatic machines, where in particular the small diameter
nails are usually available in coils or strips (plastic or paper) that are inserted in the appro-
priate machines. In comparison to staples, therefore, the insertion quality is not only influ-
enced by the chosen pressure but also by human aptitude if inserted manually.

In accordance with EN 14592 (2012), characteristic values for the yield moment M,, the ten-
sile capacity F;, the withdrawal and head pull-through parameters F,, and Fpeqss must be de-
clared, usually in individual DoPs of the producers. Furthermore, EN 14592 requires control
of the geometric properties and evaluation of the tensile strength of the wire, which must
be higher than 600 MPa. Not all characteristic values must be experimentally derived how-
ever. For smooth shank nails for instance, the characteristic yield moment M, g can also be
calculated.
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For round, smooth shank nails, Eurocode 5 gives the following Eq. (4-1):

M, u =03 f,-d*® (4-1)
where

M, gk Characteristic value for the yield moment in Nmm

fu Tensile strength of wire in MPa, where f, = 600 MPa

d Nominal diameter of nail in mm

Eq. (4-1) is based on work done by Werner and Siebert (1991) who proposed the empirical
relationship f,x=1100 - d%*. Their proposal is based on an observed increase of yield
stress®® with decreasing nail diameter although the nominal strength of the wire
was assumed as 600 MPa. This leads to a yield moment Mg =f,«- d*/6=1100
d%% - d3/6 = 180 - d*® which was implemented in ENV 1995 1-1 (1993). As 180 = 0.3 - 600,
Werner and Siebert’s equation was modified to be equal to Eqg. (4-1) in order to give only
one equation to calculate My g of nails, bolts and dowels®. This means that Eq. (4-1) is valid
only when a wire tensile strength of 600 MPa is inserted. This value of 600 MPa is mandatory
even if the actual value is higher, which is the case for diameters less than 4 mm. It is the
exponent of 2.6 in Eqg. (4-1) that reflects the observed increase of yield strength (up to
1000 MPa for 2 mm nails) with decreasing nail diameter, which can be explained with work
hardening due to cold drawing.

Also for the parameters f,, and freqq, regression equations are given in Eurocode 5 for short
term loaded smooth shank nails:

fur=20-10"-p¢ and  fiewx =70-107° - p; (4-2)
where

Sk Characteristic withdrawal parameter in MPa

fheadk Characteristic head pull-through parameter in MPa

Pr Characteristic density in kg/m?

49 Werner and Siebert derived a “yield stress f,” based on experimentally derived yield moments in analogy to

Eq. (3-1); Werner and Siebert’s f, hence corresponds to the “ yield moment stress om,” used in this study
(where, however, the used testing machine to determine M, was different).

0 The background of the equation for bolts and dowels is, however, completely different, see BlaR et al. (2000).
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4.2 Database

4.2 Database

The database consists of in total 9774 tests taken from 100 reports on mostly ringed shank
nails (rings 77%, spiral nails with threads 5%) and wires (11%). Special ringed shank and spiral
nails with smooth intermediate shanks as shown in Figure 4-1 on the left constituted 5.3%
of the overall database. Smooth shank nails constituted 1% of the database and square nails
only 0.3%. For smooth shank nails, only wire strength was tested and no other parameters
are available. Consequently, nail types such as smooth shank nails or squared nails are con-
sistently under-represented in the database. Available diameters range from 2.1 mm (3.2%)
to 6.12 mm (0.1%). Most nails had diameters of 2.5 mm (11.2%), 2.8 mm (13.8%), 3.1 mm
(13.7%), 4 mm (19.1%) and 6 mm (11.2%). The ratio of inner over outer diameter of non-
smooth shank nails ranged between nearly 1.0 and 0.73. Nails from 37 different producers
were included, and the tests were carried out between 1997 and 2015. Similar to staples, it
is not considered useful to enlarge the database with older results as used steel grades and
production technologies may have changed since then, and analyses including these old
nails would not be representative for modern nails. The geometrical properties given in Fig-
ure 4-1 on the right are also generally recorded in the database. The number of tests per
parameter is given in Table 4-1. As properties of nails made from stainless steel do not differ
significantly from those of all other nails, see e.g. Figure 4-3 on the left, no difference is
made in analyses.

Withdrawal capacity F, and head pull-through capacity Freqs Were evaluated using mainly
spruce (Picea abies). Few withdrawal results are available where laminated veneer lumber
was used; only 40 tests with softwood LVL and 20 tests with beech LVL were carried out
without predrilling. The used timber was stored in a normal climate with 20°C and 65% rel-
ative humidity. The moisture content was not measured, and the density must be consid-
ered being a gross density without information of the wood characteristics directly around
the nails. All withdrawal and head pull-through tests were carried out with an angle a =90°
between nail axis and grain direction.
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Figure 4-1 Left: Nail shapes in database. From top to bottom: ringed shank nail, spiral nail, smooth shank nail,
special spiral nail. Right: Geometrical properties with d = nominal nail diameter, d; = inner diameter,
do = outer diameter, d, = head diameter, Ly = length of non-smooth shank, L, = tip length.
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Table 4-1 Composition of database.

Tensile Yield Tensile Withdrawal Head

strength f, moment capacity capacity* pull-through

of wire M, F¢ of nail Fuw capacity Fhead
Number of tests 1076 testsin 2854 testsin 1160 tests in 3644 testsin 1039 tests in

257 series 353 series 119 series 186 series 68 series

Of which stainless steel 203 testsin 369 testsin  195testsin  390testsin 60 testsin

55 series 46 series 22 series 19 series 4 series
Of which hdg” - 265testsin 178 testsin  320testsin 220 testsin
32 series 15 series 21 series 15 series

* hdg = hot-dip galvanised
* 60 tests were carried out using softwood LVL instead of solid softwood.

4.3  Tensile strength and tensile capacity

4.3.1 General

As already stated, Eq. (4-1) is based on work by Werner and Siebert (1991), who observed
an increase of strength with decreasing diameter. The analysis of the current database con-
firms this finding. This is shown in Figure 4-2 where the nail strength f; was calculated using
the tensile capacity F; and the nominal diameter d°*. The increase of tensile strength with
decreasing diameter of both wires and nails can be explained with work hardening due to
cold drawing as multiple passes are needed to produce smaller wires and hence smaller
diameter nails. The effect can be also seen on the level of individual test values, see Fig-
ure 4-3 on the left, where it is also shown that the tensile strength of stainless steel wires
hardly differs from that of carbon steel wires>?. The observed influence of the diameter on
both wire and nail tensile strength is thus caused by production methods and is usually con-
sidered applying (empirical) regression equations; e.g. Eq. (4-1). Such nonlinear regression
equations are shown in Figure 4-2, where the exponent of the nominal diameter results in
-0.26; differing from the value of -0.40 found by Werner and Siebert (1991) (see section 4.1).
The slightly lower nail strength in comparison to the wire strength is caused by its calculation
with the nominal diameter and not with the (smaller) inner diameter d,.

5t Again, it can be discussed how the tensile strength of the nail should be calculated. Here, the nominal diameter

is used as in practice, only this diameter is known. Moreover, tests have shown that non-smooth shank nails
do not always fail exclusively where the nail diameter is smallest, i.e. at dj, see Figure 4-22. This holds in partic-

ular for stainless steel nails.

52 Differently to self-tapping screws, nails made of carbon steel are usually not hardened.
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4.3 Tensile strength and tensile capacity

The crosses in Figure 4-2 demonstrate the significant difference between wire strength and
subsequent tensile strength of hot-dip galvanised (hdg) nails, especially for smaller diame-
ters where a major part of the cross-section is affected by heat3. Especially for hot-dip gal-
vanised nails, wire strength is not correlated to the tensile strength of the finished nails, see
also Figure 4-3 on the right. The same applies to hardened nails (special nails), which are
hardened only after forming. Because of the rather weak general correlation between wire
and nail strength (R = 0.65) shown in Figure 4-3 on the right, it can be stated that wire tests
are obsolete. Tensile tests on nails are sufficient to guarantee tensile properties where the
strength can be calculated with the nominal diameter. Producers may need wire tests how-
ever in order to check delivered steel grades. Finally, it must be emphasised that all compar-
isons here include material from probably different batches, because tests were carried out
on wires and nails produced from, most certainly, different wires. This explains also why
mean values are used as individual wire tests cannot be linked to individual nail tests. Fur-
thermore, tensile tests are carried out on specific nail types of one diameter, but only a
limited amount of different nail lengths is used. This means that experimentally derived ten-
sile capacities are valid also for nails with different lengths than those tested, which, as dis-
cussed in section 4.4, may lead to higher scatter, see Figure 4-5 on the right.
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Figure 4-2 Left: Mean tensile strength of wire f, versus nominal nail diameter d, regression includes 257 test
series with 1076 individual values fu. Right: Mean tensile strength of nail f;mesn calculated with f: and
nominal diameter d, regression excludes hot-dip galvanised (hdg) nails and is based on 104 test series
with 982 individual values F:.

53 Indeed, this effect of lower strength of hdg nails is less strong if Eq. (3-1) is used to derive a “yield moment

stress owy”.
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Figure 4-3 Left: Tensile strength of wire (1076 tests) of carbon and stainless steel nails. Line indicating a tensile
strength of 600 MPa is shown. Right: Mean tensile strength of wire in dependence of mean tensile
strength of nail. Wires that were used to produce hdg nails are identified. Shown trendline with
R =0.65 excludes hdg nails.

4.3.2  Characteristic tensile capacity

The discussed issues concerning variations due to production techniques, different batches
and nail lengths influence also the evaluation of characteristic tensile capacities, which are
needed for design. The tensile capacity of a certain nail type with non-smooth shank is usu-
ally established via testing; it cannot be done otherwise due to e.g. the above-mentioned
influence of production. And always, only some nails, typically ten, will be tested and the
results will be extrapolated to all other nails of the same type. Therefore, characteristic val-
ues need to be calculated taking a certain coefficient of variation and the number of availa-
ble test values into account. EN 14358 (2016) regulates this. There are two ways to
determine the characteristic values to be used in design. Firstly, nail producers declare char-
acteristic values for their nails and designers will need to look those up in the DoP. Secondly,
“characteristic nail strength classes” could be defined, with the nail strength depending on
the nominal diameter to reflect the increase in tensile strength with decreasing diameter.
Designers could then use the values of the relevant class without any need to consult pro-
ducers’ documents. Most probably, a combination of both is best; designers use character-
istic strength values defined in classes and at the same time, producers are still free to
produce nails with a verifiable higher characteristic tensile strength, e.g. hardened nails. The
aim to define strength and not capacity classes is due to the need to provide diameter-in-
dependent values as otherwise, each possible nail diameter would need a proper character-
istic capacity. Furthermore, as will be seen in section 4.4, strength values may be needed for
further calculations.

Figure 4-4 shows the mean tensile strength on the left and the characteristic tensile strength
on the right. The empirical standard deviations shown in Figure 4-5 on the right were used
to calculate the characteristic values. It can be seen that the difference between mean and
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4.3 Tensile strength and tensile capacity

characteristic values is not considerable, except for some individual values. This does not
come as a surprise seeing that many empirical standard deviations are rather small. The
larger empirical standard deviations observed for nails with a diameter of 6 mm are instead
reflected through a considerably larger scatter of the characteristic values, where some se-
ries see a significant drop between mean and characteristic value. As discussed also in sec-
tion 4.4.1, maybe a larger threshold value for the standard deviations should be prescribed
than the one currently given in EN 14358, i.e. larger than 0.05.

To conclude, a possible classification of characteristic tensile strength values for nails could
look as shown in Table 4-2.

© 1200+ O allothernails| & 1200+ O all other nails
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Figure 4-4  Left: Mean tensile strength of nail fymean calculated with Frand nominal diameter. Right: Characteristic
tensile strength, calculated acc. to EN 14358 (2016) assuming a logarithmic distribution and the em-
pirical standard deviations. The number of tested values was considered via the ks-factor (see

EN 14358).
Table 4-2 Examples for possible classes of characteristic tensile strength values for nails
Class I Il 1 v
Characteristic tensile strength in MPa 300 400 500 700
Examples for nails that belong to this class  hdgnails  Nails with  Nails with Nails with

diameter diameter diameter
dz6mm 25mm<d<6mm d<2.5mm
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4.4 Yield moment

4.4.1 Nonlinear regression

Introduction

The yield moment and the tensile strength of the nail are the two steel properties needed
for joint design in accordance with the current Eurocode 5 (EN 1995 1-1, 2010). Yield mo-
ment and tensile strength are interdependent; a high tensile strength will lead to a high yield
moment. The yield moment obviously depends on the diameter; the larger the diameter,
the larger is the yield moment, see Figure 4-5 on the left. The yield moment can be made
independent of the diameter by calculating a “yield moment stress on,” of the nails where
Omy is calculated in accordance with Eq. (3-1). Figure 4-5 on the left also shows the strong
influence of a hardening procedure, whereas no significant difference can be seen between
stainless steel and carbon steel nails. To analyse the relationship between the yield moment
M, and the tensile capacity F; of the nail, a regression analysis can be carried out. As M, and
F; are determined using different nails and sometimes even nails from different batches>*
(e.g. nails of the same diameter but of different length were tested), a regression analysis
based on individual dependent and independent variables is not possible. Therefore, test
results for M, and F; have to be compared as mean and not as individual values.

When performing a regression analysis, the quality of the underlying database must be thor-
oughly examined and outliers with studentised residuals larger than | 3| should be excluded
from further analysis (Hartung, 2009, p. 586). As a first step, the standard deviations of the
individual test series are investigated. Figure 4-5 on the right shows the standard deviations
of all test series for M, and F:. Mean standard deviation for both parameters is 0.03. Con-
cerning scatter, M, and F; do not differ significantly. 14% (F;) and 15% (M,) of the tests had
standard deviations larger than 0.05, which is the threshold value given in EN 14358 (2016).
These high values for the standard deviation may be due to the determination of M, and F;
on nails from different batches. For instance, nails of the same diameter but with a different
length were used within single series. In practice, characteristic values per nail type and di-
ameter will always be determined using a limited amount of different lengths, leading to a
small standard deviation. Usually one length is considered being representative for all
lengths of the same nail type and diameter. The evaluated characteristic values will then be
extrapolated to all available lengths of the same nail type and diameter. Consequently, again
the question arises if the minimum value for the standard deviation of 0.05 given in

5 This general issue of the database has many implications which will be discussed in the following, and which

led to the small experimental campaign discussed in section 4.4.4.
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EN 14358 (when using a lognormal distribution) is sufficiently reliable or if for instance,
higher values are required to represent data from different batches.
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Figure 4-5 Left: Yield moment (2854 tests) of carbon and stainless steel nails. Hardened nails are identified.
Right: Standard deviation s, of 353 test series for M, and 119 test series for F:.

As already stated, the determination of M, and F; using different nails impedes a direct cor-
relation between individual test values. However, both M, and F; are steel properties and
there are no differences in the variation except for those related to the test setup or random
variations. In order to increase the size of the dataset, one could argue that mean tensile
capacities Fymesn could be compared to individual yield moments M,. This in turn would
mean that multiple dependent variables M, are linked to one mean independent, or, better
term in this context, explanatory variable Fmeqn, Which leads to uncontrollable effects in a
regression analysis as illustrated in Figure 4-6. Expected values resulting from a nonlinear
regression analysis (similar to Eq. (4-4)) using individual M,-values and a mean tensile capac-
ity per test series correlate well with test results, Figure 4-6 on the left. If showing studen-
tised residuals versus experimental values however, Figure 4-6 on the right, the effect of
explaining multiple M,-values with one F;mesn-value can be seen. Per explanatory variable
Ftmean, ONe expected value My ., is established. The residuals are tilted to the right as within
one test series, multiple individual M, (which are different in size) are compared with one
M, exp to Obtain residuals.

55 Obviously, the regression is performed with the mean tensile strength fi mean, calculated in accordance with Eq.

(4-3), using Ftmean and dmeas.
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Figure 4-6 Result of a nonlinear regression based on individual values of M, and mean values of F.. Outliers were
excluded and only data up to 15 Nm is shown. Left: Expected versus experimental yield moments.
Right: Experimental M,-values versus studentised residuals.

The variables on both sides of the regression equation should hence have a unique relation-
ship; i.e. a certain value of the dependent variable should be explained by one value of the
independent variable(s). From this, another question arises, i.e. which nail diameter should
be used in the regression analysis, the “measured nominal diameter dmeqs” or the “declared
nominal diameter d”. To obtain a more significant regression, dmeqs is used as dmeqs is the real
diameter of the nail that was tested. When using the “declared nominal diameter d”, errors
due to differences between declared and measured diameters are included in the regression
residuals. Finally, the regression analysis, whatever shape it takes, is deterministic as test
results are considered as both dependent and independent variables.

Nonlinear regression

As a first step in this analysis, the tensile capacity F; is transformed into a tensile strength f;,
using the measured nominal diameter dmeas, EQ. (4-3). Such a procedure is expedient as the
declared nominal diameter (and e.g. not the inner diameter d}) is used for design purposes.
Moreover, other diameters, e.g. dj, than the nominal are usually unknown respectively were
not recorded in the database.

4-F,
fi=——"— 4-3
‘ ”.dfzné'GS ( )
where
fi Tensile strength of nail in MPa
Fe Tensile capacity of nail in N, test value
Ameas Measured nominal diameter in mm
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The subsequent regression equation takes the following shape:

My meon = €+ Femean - s (4-4)
where

My, mean Mean yield moment in Nmm, dependent variable

St mean Mean tensile strength of nail in MPa, independent variable

Omeas Measured nominal diameter in mm, independent variable

a f Regression parameters

The shape of Eq. (4-4) is not randomly chosen. The equation to calculate the full plastic
bending capacity of a circular cross-section has a similar shape, see Eq. (3-2). Moreover, all
current design equations for different fasteners have a similar shape, see e.g. Eq. (3-4) for
staples and Eq. (4-1) for smooth shank nails.

Different database compositions were investigated in order to judge the quality of the over-
all regression and to answer the question, which test series should be included in the anal-
ysis. Regression analyses on subsets®®, e.g. considering only certain nail types or stainless
steel nails, resulted in differences of less than 3% of the expected value for M, compared to
the overall regression given in Eq. (4-5) that included all subsets. Therefore, no differentia-
tion was made within the database®’, e.g. with respect to different nail types or carbon and
stainless steel. The hardened nails highlighted in Figure 4-5 on the left were not included in
the analysis, since only M, was tested and no data was available to calculate f;.

The residuals were generally rather heavy-tailed and all outliers with a studentised residual
larger than | 3| were excluded (Hartung, 2009, p. 586). In total, 6 test series were excluded.
Finally, the regression was based on 99 test series (with 979 M,- and 986 f+values) and
resulted to:

My mean = 01772 fomeon G meas (4-5)
where

My, mean Expected value of mean yield moment in Nmm

ftmean Mean tensile strength of nail in MPa, independent variable

Ameas Mean measured nominal diameter in mm, independent variable

e Residuals

6 Not all subsets were statistically relevant; e.g. only 6 series for spiral nails were available.

57 Furthermore, analyses on subsets do not deliver significant results as most subsets contain only few individual

test results (e.g. only 15 yield moments for galvanised spiral nails with a diameter of 4.2 mm).
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Table 4-3 gives the key data for some regression analyses. The first two columns give data
for analyses in accordance with Eq. (4-4), but considering declared nominal diameters d, also
when calculating the tensile strength f.. The last two columns instead represent regressions
where measured nominal diameters dmeqs Were used. In both studies, results including and
excluding outliers are given. The effect of the outliers can be immediately seen when con-
sidering the reduced standard deviation std although the (pseudo-)coefficients of determi-
nation R? did not change much. It can be furthermore seen that using the measured
diameters adds additional scatter in comparison to the regression analyses using declared
diameters. Most importantly, the magnitude of the regression parameters did not change
significantly and lead to similar expected values with differences of only ca. 3%. This finding
is valid also for other regression analyses, e.g. considering characteristic values (see
Sandhaas and Gorlacher, 2018) or the above discussed regression based on individual M,-
and mean Fvalues, and it indicates that, in general, the regression delivers reliable results,
with regression parameters that are very similar to the numeric values of Eq. (3-2).

Table 4-3 Regression analysis with and without outliers. std = standard deviation of residuals in Nmm. In pa-
renthesis are the 95% confidence limits of the regression parameters aand £.

Using declared nominal diameter d Using measured nominal diameter dmeas

Including outliers Excluding outliers Including outliers Excluding outliers

n 105 (1034 M,, 1035 F;) 100 (979 M,, 970 F;) ~ 105 (1034 M,, 1035 F;) 99 (979 M, 986 F)
a  0.185(0.171-0.198) 0.177 (0.167-0.186)  0.187 (0.172-0.201) 0.177 (0.166-0.188)
p 2.992 (2.948-3.036) 3.022(2.989-3.055)  2.984 (2.937-3.030) 3.019 (2.982-3.056)
R*  0.995 0.997 0.995 0.996

std 499 361 535 398

Residual analysis

Figure 4-7 shows the experimental versus the predicted values (Eq. (4-5)) on the left, and
the gg-plot of the studentised residuals on the right®®. It can be seen that the residuals are
approximately normally distributed and therefore, the general assumption of any regression
analysis based on the method of least squares holds. Looking at Figure 4-8 on the left, resid-
uals seem to be homoscedastic as required, i.e. the residuals have the same variance. As
homoscedasticity is difficult to detect due to the small sample size, parameters could be
estimated by weighted nonlinear least squares alternatively. Standard statistical tests avail-
able in SAS to check the validity of the regression hold, e.g. the F-value test for the regression
or goodness-of-fit tests for normal distribution of residuals. Also skewness is close to zero

8 All discussions are based on analyses using the measured nominal diameter dmess and excluding outliers.
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and bias is less than 1%, which means that the regression parameters have a close to linear
behaviour, and calculated standard errors and confidence intervals can be used. If looking
further into residuals however, first drawbacks arise that cannot be detected without thor-
oughly examining the residuals. Standard methods available in statistics packages such as
SAS do not easily reveal these issues. In other words, standard statistical checks should not
be trusted blindly.

40000
IS
€ ©
£ 300004 ;3“
14 4
= -
2 20000+ 9
e 2
g s
)
£ 10000+ z
Q.
3
04 R?=0.996
[ [ [ [ [
0 10000 20000 30000 40000 -3 -2 -1 0 1 2 3
Expected values in Nmm Normal Quantiles

Figure 4-7  Left: Experimental and predicted values (Eq. (4-5)) for the yield moment My,mean. Right: qg-plot of
studentised residuals.
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Figure 4-8  Studentised residuals versus expected value (left) and versus measured nominal diameter (right).

Figure 4-8 on the right shows the measured nominal diameter dneqs versus the studentised
residuals and it can be seen that the scatter of residuals is smaller for small diameter nails.
This uneven distribution of the residuals cannot be easily detected in e.g. Figure 4-8 on the
left. Different hypotheses concerning the non-constant variance of the residuals are
possible. First of all, it may mean that indeed residuals are not evenly distributed and that
the non-constant variance must be considered in further analyses. The findings of section
4.3.1 could be the reason for this non-constant variance, i.e. that the tensile strength of the
nails is decreasing with increasing diameter. This relationship between strength and
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diameter is however not reflected in e.g. the variance inflation factor (VIF) of f; and dmeqs
that amounts to 1.06. The VIF is a measure of collinearity and a VIF of below 10 is commonly
considered as indicating that there is no collinearity (Chatterjee and Price, 1995, p.202%).
This confirms yet again the previous statement that the outcomes of standard statistical
procedures should not be the sole validation tools, but that a thorough analysis of residuals
using graphical representations and mechanical knowledge is a prerequisite to obtain valid
final results.

A second hypothesis is that the database is not representative enough. Indeed, 11 test series
were available for e.g. 2.1 mm nails and 30 for 6 mm nails, and these numbers indicate that
not enough test results are available for small diameter nails. From this follows that, if
sufficient test series for all diameters would have been available, the studentised residuals
for all diameters would oscillate around % 3. Without further evidence, however, this
remains a hypothesis.

Discussion on outliers

The discussion up to now considered only the regression analysis where outliers with stu-
dentised residuals of |3| were excluded. The question remains if it is correct to exclude
these. The analysis of outliers shows that many outliers are due to the insufficient quality of
the available datasets with resulting large scatter. It is usually not clear if these values result
from e.g. measuring errors and should be excluded or if they are correctly determined, rep-
resent the scatter of the respective property and should hence not be excluded. Table 4-4
illustrates this. It gives individual values for both Fr and M, of a test series that was excluded.
The individual value in bold is responsible for the deletion; if this value of 12.50 Nm is de-
leted, the studentised residual drops below |3]. Looking at the other values for M, in Table
4-4, above all the value of 12.70 Nm, it seems that the value of 12.50 Nm was properly de-
termined and should hence not be excluded. If looking further, it can be seen that 60 mm
long ringed shank nails were used to determine M, and 100 mm long ringed shank nails for
F:. This means that the independent and dependent variables of Eq. (4-5) were evaluated on
different nails. As the regression aims at establishing a relationship between M, and F; of
one nail, it is correct to delete both series as they are not interdependent. In other words,
not excluding them would mean that the regression links two series, which in reality are not
linked. This general issue of the database can also be seen in Figure 4-5 on the right that
shows the sometimes rather high standard deviations, which often affect series where nails
with different lengths were tested.

5 Uncorrelated independent variables are also a prerequisite of a regression analysis.
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Table 4-4 Example of an excluded test series.

6 mm ringed shank nails, Frin kN, L = 100 mm 6 mm ringed shank nails, M, in Nm, L = 60 mm
21.20 16.00

21.80 12.70

22.20 15.40

22.20 12.50

22.60 16.60

However, deleting all series where properties were determined on different nails is no solu-
tion; for two reasons. First, only very few test results would remain in the database in that
case, also because all doubtful series should be deleted as well where the length is not given
and where hence it is not clear if the “same” nails were tested. The second reason has been
discussed before and has practical implications. Usually one length is considered being rep-
resentative for all lengths of the same nail type and diameter and also in future, it will be
impossible to test all available nails. Furthermore, already a new batch during production
may lead to different results. The required testing effort would be immense and hence the
need of testing nail groups instead of all nail types (and all batches) will remain. Finally, both
properties are always determined using different nails; the tensile capacity on one nail and
the yield moment on another. Therefore, data must represent nails from different batches.
Here, Eq. (4-5), excluding outliers, remains nevertheless the reference regression result.

Additionally, difficulties concerning the correct experimental determination of the yield mo-
ment M, as outlined in Steilner and Blak (2014) must be discussed here as well (see also
section 5.3.2). Due to these difficulties, the observed scatter for M, (see Figure 4-5 on the
right) is expected to be higher than it is in reality; above all, if experimental results from
different testing bodies are included. There is no means to assess this additional scatter
which is solely due to the test setup and measuring procedure.

Conclusion

The observed issues around the available database stem from the fact that only retrospec-
tive data is available and that properties are always determined on different nails. All col-
lected data stem from certification tests, which did not follow a common, defined purpose.
In a strict mathematical way, the prerequisites of correct regression analysis are not fulfilled,
i.e. that M, and F; are determined using the same nail. This general issue could be resolved
by simply carrying out innumerable additional tests. In the following sections however, the
aim is rather to investigate how the evaluated database can be used to

e generate representative databases including realistic distributions (section 4.4.2),

o reliably determine characteristic values (section 4.4.3).
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For this purpose, the stochastic approach used in Frese et al.(2010) to simulate withdrawal
capacities is applied®. In all following analyses (sections 4.4.2 and 4.4.3), the database ex-
cluding the identified outliers was used. Finally, additional test series were carried out,
where both yield moment and tensile strength were evaluated using one single nail (section
4.4.4). The results of these additional tests are discussed with a strong focus on the implica-
tions around the original retrospective database.

4.4.2 Generation of empirically represented data

Introduction

The basic idea is to generate empirically represented data to boost experimental datasets
and to finally derive characteristic values resp. to generate databases for further reliability
analyses (e.g. similar to Jockwer, 2016). If dependent and independent parameters of a re-
gression analysis have a unique relationship (i.e. the parameters stem from one single test®?,
or, at least, from tests on the same nails), then only data representing the residuals e must
be simulated — in our case, the residuals e of Eq. (4-5). A prerequisite to this is that the test
results used in the regression analysis are representative. For instance, if withdrawal capac-
ities are determined using always the same piece of timber, obviously any regression analy-

sis is meaningless as the density does not vary.

There is scope to assume that the test results used here are indeed not representative. In
Eq. (4-5), M, is a function of the tensile strength f; and the nail diameter d. The scatter of f;
is not fully represented as not enough fi-values were determined using different nail lengths,
and therefore the residuals e do not contain enough information about the scatter of f.
Table 4-5 illustrates this, where individual values of one series are given. The standard devi-
ation of the series shown in Table 4-5 is 0.07 and tensile capacities determined using
100 mm nails are higher than those determined using 60 mm nails. Generally, the length of
the used nails is unknown and it may well be that those series with large standard deviations
(Figure 4-5 on the right) were carried out using various nail lengths. Furthermore, if fi-values
are simulated, it must be considered that low diameter nails can reach higher tensile
strengths f;, see Figure 4-2 on the right. Recalling Figure 4-8 on the right, also studentised
residuals do not seem to be independent of the diameter. As discussed previously, various
assumptions could hold here. One is that the dependence of f; on the diameter influences
the distribution of the residuals or, more probable, not enough data is available, i.e. the
database is, again, not representative.

60 Simulating data is not new and was applied e.g. to generate MOE data for timber (Taylor and Bender, 1989).

81 Thisis possible e.g. for withdrawal tests. Here, results from two different tests are considered, M, and F:.
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Concerning the diameter d, maximum differences between measured and declared nominal
values (expressed as Ad = ratio of measured over declared nominal diameter) amounted to
a maximum of 14%, see Figure 4-9 (96% of the series had deviations of less than £5%). As
measured nominal diameters were used in the regression analysis, these deviations are in-
cluded in the residuals.

Table 4-5 Tensile capacity Ftin kN on 4 mm ringed shank nails, where nails with different lengths were used.

L =60 mm L =100 mm
8.51 10.50
9.23 9.64
9.64 10.50
9.42 10.20
9.54 10.50

O'SR T T ° T T T T
2 3 4 5 6 7

Declared nominal diameter in mm

Ratio of measured over declared diameter

Figure 4-9  Ad-values versus declared nominal diameters.

Using simulated data and Eq. (4-5), “representative” M,-values can be calculated that, due
to the use of simulated data, better represent the observed variability due to e.g. different
nail lengths. Direct generation of empirically represented M,-data, however, is only possible
per diameter. This would lead to unreliable data as e.g. for a diameter of 3.3 mm, only 15
individual M,-values are available, and no M,-values are available for other than the tested
nail diameters. Within the existing database, only for 2.1, 2.3, 2.5, 2.8, 2.9, 3.1, 4 and 6 mm
nails, more than 50 individual results are available. Generation of empirically represented
M,~values is hence not possible without further large experimental campaigns.
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As Eq. (4-5) showed that M, in principle is a function of f; and d and a general equation
covering all nail types and diameters is possible, simulated data representing residuals and
tensile strength (Simulations A, B and C) are used in further analyses:

e Simulation A: An even oscillation of studentised residuals between + 3 is assumed,
postulating that all residuals would oscillate between * 3 if a comprehensive database
would have been available.

e Simulation B: The observed dependence of the studentised residuals on the diameter
(Figure 4-8 on the left) is considered.

e Simulation C: Apart from simulated values of the residuals e generated in Simulations A
and B, additionally, fi-values are simulated that depend on the nail diameter (Figure 4-2
on the right).

Generation of empirically represented residuals

Simulation A (constant variance of studentised residuals)

Using data simulation techniques®?, the residuals e of Eq. (4-5) and shown in Figure 4-10 on
the left are modelled. As can be seen in Figure 4-10 on the left (and also in Figure 4-7 on the
right), these residuals e are approximately normally distributed where however only 99 val-
ues are available. Figure 4-10 on the right shows simulated residuals assuming a normal
distribution (mean = 30.47, std = 398.41). It is noteworthy to mention that the simulated
minimum and maximum values are significantly larger than the values from the regression
analysis whereas the simulated 1 and 99" percentiles correspond rather well to the mini-
mum and maximum residuals from the regression.

Simulation B (non-constant variance of studentised residuals)

If the non-constant variance of the residuals observed in Figure 4-8 on the right is assumed
to be representative of the truth, the simulation approach remains methodically the same,
but multiple simulations must be run by grouping residuals of the regression analysis in
dependence of the diameter. Then, per group, values are simulated using the respective
mean values and standard deviations. For illustration purposes and re-considering Fig-
ure 4-8 on theright, two groups are formed, and the separator is a mean measured diameter
of 3.9mm®. To simulate residuals for nails with diameters d <3.9 mm, the normal

62 The streaminit function (univariate data) and simnormal procedure (multivariate data) of SAS 9.4 are used here.

63 The two “outliers” at around a diameter of 3 mm and with standardised residuals larger than +2 are eliminated

(Figure 4-8 on the right). This is done to show the effect of smaller residuals for smaller diameter nails in further
analyses.
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distribution shown in Figure 4-11 on the left is used. Residuals for nails with d > 3.9 mm are
simulated using the normal distribution in Figure 4-11 on the right. The difference in

variance for small and large diameter nails can be clearly seen in Figure 4-11, having the
same horizontal scale. The results of the simulations are given in Figure 4-12.

1757 N 99 8] N 1000000 .
15,07 max 109993 71 max 2053.42 AL
min -1054.7 | min -1791.32 a
12.57 mean 30.47 6 mean 30.54 M
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§ 10.077 median 26.34] § median 30.27
o kurtosis 0.60 o 4] 1st -898.48
A 7.57 skewness 0.29 o 31 99th 956.65
5o ~~KDE
. .
2.57 17
QT O T T T T T T T T
-1200 -800 -400 O 400 800 1200 -2100-1575-1050 -525 0 525 1050 1575 2100
Residuals e of Eq. (4-5) Simulated residuals
Figure 4-10  Left: Histogram of residuals e of Eq. (4-5) with fitted normal distribution. Right: Histogram of simu-
lated residuals; using mean and standard deviation from the histogram on the left.
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Residuals for diameters <3.9 mm Residuals for diameters >=3.9 mm
Figure 4-11  Left: Histogram of residuals e of Eq. (4-5) with fitted normal distribution and for nails with d < 3.9 mm.

Right: Histogram of residuals e of Eq. (4-5) with fitted normal distribution and for nails with
d>3.9mm.
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Figure 4-12  Left: Histogram of simulated residuals for nails with d < 3.9 mm. Right: Histogram of simulated resid-
uals for nails with d > 3.9 mm (N.B. different scale of horizontal axis).

Generation of empirically represented tensile strength

Simulation C

Generating data only for residuals for later calculation of yield moments (section 4.4.3) ne-
glects the fact that also the tensile strength f; scatters, and hence, that also for f;, empirically
represented data should be generated. As f; depends on the nail diameter, multivariate data
must be simulated. Multivariate simulation tools based on normal distributions are given in
SAS and are applied here (simnormal procedure). Pearson’s correlation coefficient for d and
18 is R =-0.54, and the normal distribution parameters for f; are mean = 729.5 MPa and
std = 102.4 MPa. Hot-dip galvanised nails were excluded. Figure 4-13 shows the simulation
results fesim. On the left, the correlation between tensile strength and diameter can be seen
where the simulated values are grouped by diameters and all simulated values with
d < 1.45 mm were deleted. Analogously to the simulated residuals, the simulated minimum
and maximum tensile strength values are larger than test values (where min = 355 MPa,
max = 1004 MPa).

In the following, the two exemplary diameters d = 2.8 mm and d = 6 mm are chosen to have
a closer look on the results®. Simulated and experimental tensile strength values for a nail
diameter of 6 mm are shown in Figure 4-14, and Table 4-6 gives statistical data for both
exemplary nail diameters. The number of simulated values per diameter is smaller here as
the total 1 million simulated fsm-values are distributed to the different nail diameters as
shown in Figure 4-13 on the left, and hence, per diameter, less than 1 million values are
available. Simulated 5% percentiles are lower in comparison to observed experimental val-

64 f: was calculated with the measured nominal diameter dmeas.

85 |nthe database, the most frequent diameters were 2.5, 2.8, 3.1, 4 and 6 mm, see section 4.2.
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ues. The characteristic values in accordance with EN 14358 (2016) have a considerable scat-
ter (see also Figure 4-4 on the right), and the minimum value is smaller than the 5% percen-
tiles derived from simulated data. Generally, the simulated values fit well to the
experimental data, and small experimental databases can be extended using multivariate
procedures in order to obtain larger databases for further analyses. Consequently, simulat-
ing data are a good tool to close experimental gaps in a swift and easy-to-use manner.
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Figure 4-13
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simulated data and their trendline is shown in red. Right: Simulated tensile strength values for nails.%®
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Figure 4-14  Tensile strength values for nails with a diameter of 6 mm. Left: Simulated values. Right: Experimental
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deleted and therefore, n < 1 million.

The generation of multivariate random numbers based on normal distribution led to negative values that were
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Table 4-6 Simulated and experimental tensile strength values f: in MPa.

2.8 mm nail 6 mm nail
Simulation Test Simulation Test
n 28076 100 3047 103
mean 772 762 608 635
min 406 619 325 410
max 1160 955 887 837
15t percentile 570 624 405 429
5t percentile (observed value) 629 633 466 523
99" percentile 970 945 813 834
Characteristic values in accordance with EN 14358 616 to 847 370 to 844

(lognormal distribution, observed std, k)

4.4.3  Calculation of yield moments based on simulated data
Simulations A, B and C

Simulation A (Constant variance of studentised residuals)

Simulated expected values for the yield moment M, sim can now be calculated based on Eq.
(4-5). As discussed above, different assumptions can be taken to evaluate My, sim. As a first
step, it is assumed that the studentised residuals have a constant scatter of + 3 for all diam-
eters (Figure 4-10) and additional scatter in tensile strength f; (Figure 4-13) is not consid-
ered.

Besides the simulated residuals e, a nominal diameter d and a tensile strength f; of the nails
are needed to calculate M, sim. The results are shown for the two diameters of 2.8 and 6 mm,
and f¢ is the mean value of the experimentally derived tensile strength per diameter (exclud-
ing hot-dip galvanised nails). Inserting all these in Eq. (4-5) leads to the M, sim-values shown
in Figure 4-15.
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Exemplarily, the approach is outlined in Eq. (4-6) for a nominal diameter of d = 6 mm:

M, gm =0.1772-635-6> (4-6)

where

M, sim Simulated value of yield moment in Nmm, for d = 6 mm

635 Mean tensile strength of 6 mm nails in MPa, from experimental data and
calculated with measured nominal diameter, see Table 4-6

6 Nominal diameter 6 mm

1 million simulated residuals given in Figure 4-10
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1 2]
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Simulated yield moment of 2.8mm nail in Nmm Simulated yield moment of 6mm nail in Nmm

Figure 4-15  Histogram of simulated yield moments considering a constant scatter of +3 of the studentised resid-
uals. Left: Diameter 2.8 mm. Right: Diameter 6 mm.

Simulation B (Non-constant variance of studentised residuals)

As a next step, the observed dependence of the studentised residuals on the diameter was
considered by using the simulated residuals given in Figure 4-12; hence by dividing into two
groups with d < 3.9 mm and 3.9 mm <d. The results are shown in Figure 4-16. Unsurpris-
ingly, the scatter for 2.8 mm nails increases and decreases for 6 mm nails in comparison to
Figure 4-15.
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Figure 4-16  Histogram of simulated yield moments considering two different distributions of the simulated re-

siduals (Figure 4-12). Left: Diameter 2.8 mm. Right: Diameter 6 mm.

Simulation C (Simulated f;-values and simulated residuals e with constant variance)

Finally, also an additional scatter of the tensile strength of nails is considered, using Eq. (4-7)

which shows the procedure for 2.8 mm nails, and which will lead to the largest scatter of

simulated yield moments. The used simulated tensile strength values f; sim are shown in Fig-

ure 4-13. The used simulated residuals were generated based on an assumed constant var-
iance of +3 of the studentised residuals (Simulation A, Figure 4-10). The number of
simulated values M, sim per diameter is smaller as fewer f; sm-values are available per diam-

eter, see Table 4-6. The results are shown in Figure 4-17.

M, gm =0.1772- fo o - 2.8 +e (4-7)
where

My, sim Simulated value of yield moment in Nmm, for d = 2.8 mm

frsim Simulated tensile strength of 2.8 mm nails in MPa, see Figure 4-13 on the left
2.8 Nominal diameter 2.8 mm

e 1 million simulated residuals given in Figure 4-10
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Figure 4-17  Histogram of simulated yield moments a constant scatter of 3 of the studentised residuals and ad-
ditional scatter through fsim. Left: Diameter 2.8 mm. Right: Diameter 6 mm.

Experimental yield moments

Finally, the experimental values for 2.8 and 6 mm nails are shown in Figure 4-18. Interest-
ingly enough, yield moments for 6 mm nails are right-skewed. There is, however, no reason
as to why yield moments of 6mm nails should not be normally distributed.
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Experimental yield moment of 2.8mm nail in Nmm Experimental yield moment of 6mm nail in Nmm

Figure 4-18 Histogram of experimental values of yield moments; hdg nails are excluded. Left: Diameter 2.8 mm.
Right: Diameter 6 mm.

Influence of quantity of simulated values

Triggered by the fact that less simulated values were used per diameter when using Eq.
(4-7), the influence of the quantity of simulated values on the results was investigated. This
is exemplarily shown in Figure 4-19 for a diameter of 4 mm, for which the largest amount of
test values was available (n = 630). The effect of using less simulated values can be seen
when looking at the extreme values. 1%, 5" and 99" percentiles as well as mean values are
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very similar however. Hence, about 10000 simulated values are sufficient to properly model
yield moments if extreme values are not considered.

107 M 127
N 10000 N 1000000
s M max 96819 1071 e max 10216.6
I n min 6750.7 m i 6371.9
= | mean  8190.7 = 8] 8193.8

c 6 f=

8 std 400.7 8 o 398.5
& A st 72459 & 7264.7
5th 7540.0 4] 7539.1
99th 9116.6 9119.9

27 .
(O T T T T T T T (O T T T T T T T

6000 6700 7400 8100 8800 9500 1020010900 6000 6700 7400 8100 8800 9500 1020010900

Simulated yield moment of 4mm nail in Nmm Simulated yield moment of 4mm nail in Nmm

Figure 4-19  Histogram of simulated values of yield moments of 4 mm nails, using a fixed tensile strength and
simulated residuals based on a constant scatter of 3 of the studentised residuals. Left: 10000 simu-
lated values for the residuals were generated. Right: 1 million values were generated.

Comparison of Simulations A, B and C with experimental data

The main statistical data of all simulations (Figure 4-15 to Figure 4-17) and the test results
shown in Figure 4-18 are summarised in Table 4-7 for 2.8 mm nails and in Table 4-8 for 6 mm
nails. A first observation is that “few” test results are available per diameter; only 325 values
for 2.8 mm nails and 265 for 6 mm nails. The scatter of these few results is obvious when
looking at the histograms given in Figure 4-18. The simulations seem to be capable of provid-
ing a broader set of data (using generated, empirically representative values). When looking
at mean values, these tend to get smaller when yield moments are simulated in comparison
to experimental means. This trend does not hold for all other diameters as well, where,
however, e.g. for 2.5 mm nails, only 75 experimental values were available. The difference
between the simulated values considering a constant scatter of £3 of the studentised resid-
uals (Simulation A) and those considering two groups of residuals (Simulation B) is as ex-
pected. For 2.8 mm nails, the smaller scatter of small diameter nails leads to a smaller
bandwidth of simulated values with higher 1% percentile and 5™ percentile and a lower 99"
percentile. 6 mm nails instead are already rather well represented when considering a con-
stant scatter of + 3 of the studentised residuals (which is no surprise, seeing that the scatter
of £ 3 occurs exactly for large diameter nails).

Generally, it can be stated that the simulated databases seem to fit rather well to experi-
mental data; in particular, if minimum and maximum simulated values are neglected. This
statement does not hold when looking at the maximum experimental value for 6 mm nails
(36500 Nmm), which is higher than any simulated maximum value. No mechanical or any
other explanation is available as to why the experimental yield moments for 6 mm nails
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shown in Figure 4-18 on the right are not normally distributed, which in turn leads to this
“wrong” prediction of maximum values.

To conclude, simulated databases are suitable for further analyses, which require larger da-
tasets. Experimental gaps can be filled. However, further analyses should always not only
consider simulated minimum and maximum values, but consider also simulated 1t" and 99t

percentiles as they may better represent experimental extreme values.

Table 4-7 Simulated and experimental yield moments in Nmm for nails with a diameter of 2.8 mm.
Simulation A Simulation B Simulation C Experimental values
Constant variance Non-constant vari-  Including scatter of  (without hdg)
of residuals ance of residuals tensile strength

(d<3.9mm)

n 1,000,000 1,000,000 28076 325

mean 3054 3088 3090 3294

min 1232 1906 1106 2400

max 5076 4400 5103 4400

1t percentile 2124 2485 1862 2480

5% percentile 2399 2663 2226 2598

99" percentile 3980 3688 4305 4330

Table 4-8 Simulated and experimental yield moments in Nmm for nails with a diameter of 6 mm.
Simulation A Simulation B Simulation C Experimental values
Constant variance Non-constant vari-  Including scatter of  (without hdg)
of residuals ance of residuals tensile strength

(d>=3.9mm)

n 1,000,000 1,000,000 3047 265

mean 25181 25084 24130 26160

min 23360 22838 12338 20050

max 27204 27577 35357 36500

1t percentile 24252 23939 16145 20190

5% percentile 24527 24277 18475 22400

99" percentile 26108 26225 32336 36100
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Determination of characteristic values

The discussion up to now was based on simulated values of the yield moment that were
calculated using either mean or simulated tensile strength values. Furthermore, compari-
sons with observed experimental 5™ percentiles were made. However, proper statistical de-
termination of the 5" percentiles in accordance with EN 14358 (2016) was not considered,
that take reduced sample sizes (ks-factor) and theoretical distributions into account (usually,
the lognormal distribution). The purpose of this section is to investigate if the derivation of
characteristic yield moments using simulated data is valid. One possibility to calculate char-
acteristic values is to apply Eq. (4-5) using characteristic tensile strength values and nominal
diameters:

1
M, =0.1772- fo) -d > (z 1.06-g-ft,k -ds) (4-8)
where
M, gk Characteristic yield moment in Nmm
frk Characteristic tensile strength of nail in MPa
d Nominal diameter in mm

The expression in parenthesis in Eq. (4-8) shows the similarity to the basic theoretical equa-
tion to calculate the full plastic bending capacity of a circular cross-section, see Eq. (3-2).
Therefore, to be consistent with the proposal to calculate the yield moment of staples, the
suitability of Eq. (3-4), using a “characteristic yield strength f,,«”, is investigated additionally.

Table 4-9 and Table 4-10 give 5% percentiles for the yield moment of 2.8 and 6 mm nails:
e No. 1: Observed experimental 5" percentile, Figure 4-18

e No. 2: 5™ percentiles of test series calculated in accordance with EN 14358

e No. 3: 5™ percentile of Simulation A (constant variance, Table 4-7 and Table 4-8)

e No. 4: 5™ percentile of Simulation C (including scatter of f;, Table 4-7 and Table 4-8)

e No.5: 5™ percentile acc. to Eq. (4-8), using simulated f;x = 629 MPa and 466 MPa given
in Table 4-6

e No. 6: 5™ percentile acc. to Eq.(3-4), using simulated fix = f,x = 629 MPa and 466 MPa
given in Table 4-6

e No. 7: 5" percentiles acc. to Eq. (4-8), using fr«-values of test series calculated in accord-
ance with EN 14358 (Figure 4-4 on the right)

e No. 8: 5" percentiles acc. to Eq. (3-4), using fex = f,« -values of test series calculated in
accordance with EN 14358 (Figure 4-4 on the right)
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4.4 Yield moment

Table 4-9 Different 5% percentiles of the yield moment of nails with a diameter of 2.8 mm, in Nmm.
No. Source of 5™ percentile n 5% percentile
Observed experimental value 325 2598 100%

2 Test-based values acc. to EN 14358 41 2227 t0 4099 861to 158%
3 Simulated value (constant variance) 1000000 2399 92%

4 Simulated value (including scatter of tensile strength) 28076 2226 86%

5 Value acc. to Eq. (4-8), using simulated f;x = 629 MPa 1 2495 96%

6 Value acc. to Eq. (3-4), using simulated f;x = 629 MPa 1 2301 89%

7 Values acc.to Eq. (4-8), using fi« acc. to EN 14358 10 2442 to 3360 94 to 129%
8 Values acc. to Eqg. (3-4), using fex acc. to EN 14358 10 2253t03099 87t0119%

Table 4-10  Different 5 percentiles of the yield moment of nails with a diameter of 6 mm, in Nmm.

No. Source of 5! percentile n 5% percentile
Observed experimental value 265 22400 100%
2 Test-based values acc. to EN 14358 28 18512 to 33620 83 to 150%
3 Simulated value (constant variance) 1000000 24527 109%
4 Simulated value (including scatter of tensile strength) 3047 18475 82%
5 Value acc. to Eq. (4-8), using simulated f;x = 466 MPa 1 18453 82%
6 Value acc. to Eq. (3-4), using simulated f;x = 466 MPa 1 16772 75%
7 Values acc.to Eq. (4-8), using fi acc. to EN 14358 11 16927 to 33426 76 to 149%
8 Values acc. to Eq. (3-4), using fex acc. to EN 14358 11 15385 to 30381 69 to 136%

The following observations can be made:

Concerning direct evaluation of M, few individual test results were available (n =325
and 265, No. 1) and few test series to calculate 5" percentiles in accordance with
EN 14358 (n =41 and 28, No. 2).

For 2.8 mm nails, 5" percentiles of the tensile strength calculated in accordance with
EN 14358 (needed for Nos. 7 and 8) result to 616-847 MPa, and these are based on 10
test series only. For 6 mm nails, this does not look better, and the characteristic values
of fex = 427-844 MPa are based on 11 test series only. The simulated characteristic values
used in Nos. 5and 6 result to 629 MPa for 2.8 mm nails and 466 MPa for 6 mm nails, and
these correspond to the respective lowest value calculated in accordance with
EN 14358. This leads to the conclusion that even simulations based on few test data can
deliver valid results.
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e [f firstly looking at experimentally based characteristic values, the large scatter gets evi-
dent. Characteristic yield moments determined in accordance with EN 14358 (No. 2),
hence those yield moments which are used in design equations nowadays, range be-
tween 2442 and 3360 Nm for 2.8 mm nails and even 18512 and 33620 Nm for 6 mm
nails. The minimum value of this range is lower than the observed 5% percentiles if all
nails of one diameter are considered as a whole (No. 1); i.e. 2598 Nm (2.8 mm nails) and
22400 Nm (6 mm nails). General equations based on larger datasets, hence, may not
capture individual low values of individuals series within that dataset.

e |t could now be postulated that No. 4 delivers the most realistic characteristic yield mo-
ment, because the simulation considers both the regression residuals and the scatter of
tensile strength, and hence leads to better expected values for the whole nail popula-
tion. This value fits quite well to the lowest characteristic value determined in accord-
ance with EN 14358 (No. 2). This underlines (again) the suitability of using simulated
values to enlarge experimental datasets.

e Considering Egs. (3-4) and (4-8), i.e. the mechanics-based equation to calculate the yield
moment or the regression result, obviously Eq. (3-4) leads to lower yield moments for all
diameters. The differences between both equations are 8 percentage points on average
(Nos. 5 to 8).

No clear conclusions can be drawn from this. Hence, results for 4 mm nails are additionally
given in Table 4-11, as the experimental database was largest for these nails, with 630 indi-
vidual results contained in 72 test series. All in all, Eq. (3-4) is an appropriate choice, even if
punishing for larger diameter nails. Eq. (3-4) allows for yield moments to be calculated based
on nominal diameter and characteristic tensile strength. Figure 4-20 underlines this recom-
mendation. On the left, characteristic yield moments are shown where the trend of Eq. (3-4)
to deliver lower 5™ percentiles for larger diameters, the blue line, can be seen. It gets evident
that the scatter of the characteristic yield moments per diameter cannot be gathered. On
the right instead, ratios are given where the black circles represent the ratio of experimen-
tally determined characteristic values calculated in accordance with EN 14358 (No. 2) di-
vided by the simulated characteristic values determined in accordance with Eq. (4-8) (No.
5). 13.1% of the ratios are below 1.0 (39 of 297 values) when Eq. (4-8) is used. If these ratios
are calculated using Eq. (3-4) (No. 6) instead of Eq. (4-8), the red plusses, this percentage
drops to 5.7% (17 of 297 values are below 1.0).
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Table 4-11  Different 5 percentiles of the yield moment of nails with a diameter of 4 mm, in Nmm.

No. Source of 5" percentile n 5% percentile
Observed experimental value 630 6270 100%
2 Test-based values acc. to EN 14358 72 5129 to 14544" 8210 232%"
3 Simulated value (constant variance) 1000000 7539 120%
4 Simulated value (including scatter of tensile strength) 35129 6525 104%
5 Value acc. to Eq. (4-8), using simulated f;x =569 MPa 1 6622 106%
6 Value acc. to Eq. (3-4), using simulated fix = 569 MPa 1 6066 97%
7 Values acc.to Eq. (4-8), using fi« acc. to EN 14358* 32 5433 t0 9334 87 to 149%
8 Values acc. to Eq. (3-4), using fex acc. to EN 14358* 32 4976 to 8550 79 to 136%

“ High value of 14544 Nm is from a test series with hardened nails; next largest M« is 9875 Nm.
* fikis ranging between 467 and 802 MPa.
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Figure 4-20  Left: Characteristic yield moments versus nominal diameters. Right: Ratios of yield moments versus
nominal diameters. The given Nos. in the legend refer to the cases listed in Table 4-9 to Table 4-11.

Summary

Section 4.4.3, together with section 4.4.2, could show that:

e Data simulation techniques implemented in standard statistics software can be used to
generate empirically represented data in a swift and easy-to-use way.

e Experimental datasets must be available that can provide necessary input parameters to
simulate data (i.e. mean and standard deviation in case of normally distributed data),
but these datasets can be small. In this case, standard deviations must be checked and,
if required, higher values must be chosen.

e Databases containing simulated data can close experimental gaps and can be used for
further analyses.
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4.4.4  Additional test series

Additional test series in accordance with Figure 4-21 were carried out to give a closer look
into the uncertainties linked to the use of different nails to determine steel properties. In
series 1, “standard” certification tests were carried out using different nails to determine
the yield moment M, and the tensile capacity F;, where the nails however were from the
same batch. In series 2 and 3, both M, and F: were evaluated using the same nails by dividing
one single nail into two parts. This procedure limited the choice of available nails, because
the original nails must be long enough to provide two parts with sufficient length to be
tested. Therefore, six different ringed shank nails from three producers with a length of
100 mm were chosen. The nominal diameters were 4 mm and 6 mm.

Ft My M, Fe
Series 1 Series 2 Series 3

Figure 4-21  Setup of additional test series. (Drawings: Vedovelli)

Table 4-12  Results of additional test series, mean values for M, in Nm and F: in kN, COV in %.

Series 1 Series 2 Series 3
N My,mean Ft,mean N My,mean Ft,mean N My,mean Ft,mean
(cov) (cov) (cov) (cov) (cov) (cov)

d =4 mm, all nails galvanised carbon steel

Producer A 20 7.47(2.0) 8.43(2.0) 22 691(1.7) 833(2.2) 22 6.75(2.7) 8.43(2.4)
ProducerB 20 7.96(1.3) 9.30(1.6) 22 7.98(2.1) 9.28(1.4) 22 8.04(1.8) 9.10(2.0)
Producer C 20 7.58(1.7) 8.66(1.5) 22 7.51(1.6) 861(17) 22 7.41(2.3) 8.67(L4)
d =6 mm, producer A stainless steel, producers B and C galvanised carbon steel

Producer A 20 31.01(1.2) 22.45(1.2) 22 32.02(1.7) 22.48(1.1) 22 30.91(1.9) 22.86 (1.2)
ProducerB 20 21.16(1.8) 15.66 (1.5) 22 20.78 (1.7) 16.10 (1.4) 22 21.93(1.7) 15.76 (1.5)
Producer C 20 19.88(6.9) 14.97 (2.5) 22 19.92 (5.0) 15.27 (4.5) 22 19.48 (5.7) 15.20 (5.0)

Table 4-12 gives further specifications per series and the test results in terms of mean values
and coefficients of variation (COV). If looking at the steel properties, all three series deliv-
ered similar values per nail type, where the 6 mm stainless steel (1.4401) nail of producer A
showed considerably higher properties than the other 6 mm nails. In series 2 and 3, the
6 mm stainless steel nails failed in the smooth shank during the tensile respectively the
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bending tests®”. This was an exception to all other test results, where the failure location
was within the ringed shank part. The COV is below 3% with the exception of the 6 mm nail
of producer C.

For further analysis, M, and F: must be transferred into strength values in accordance with
Egs. (3-1) and (4-3). The measured nominal diameter dnmeqs is used in both Egs., in analogy to
section 4.4.1. Such a choice can also be motivated by looking at Figure 4-22, where the two
observed failure modes of tensile tests are shown. Not all nails failed within the inner diam-
eter d; as can be seen on the left, but also failure surfaces ranging over inner and outer
diameters were observed. Contrarily to section 4.4.1, individual test results can be com-
pared in series 2 and 3. M, and F; were tested on the same nail and hence, each single yield
moment can be assigned to a single tensile capacity. In series 1, the mean values must be
considered for comparison of M, and F;; i.e. per producer and diameter, one mean value is
available. Figure 4-23 on the left shows the test results in terms of tensile strength f; and
yield moment stress oy, grouped by producer and diameter. Apart from the 6 mm stainless
steel nails, the 6 mm nails have lower strength than the 4 mm nails, confirming the findings
of Figure 4-2 on the right. Moreover, scatter within the groups is observable, including the
largest scatter in group “Producer C, 6 mm”, see also Table 4-12. The 6 mm stainless steel
nails of producer A diverge most from the bisect line.

Giving a closer look to the scatter within one group, differences per series can be observed
in Figure 4-23 on the right, where only the results for producer B are shown. The results for
the 6 mm nails showed lower tensile than yield strength in series 3, whereas series 2 had
values lying approximately on the bisect line. No differences in failure modes were observed
between the two series, the failures always occurred in the non-smooth part of the nails. A
similar clustering, albeit less clear, could also be observed for the 6 mm nails. The nails of
producer A showed also a distinctive clustering between series 2 and 3, whereas the nails of
Producer C did not show any differences within the series. This hints at differences along
the nail shank due to production.

Figure 4-22  Tensile tests: Photos of failure modes of 6 mm carbon steel nails.

67 Ringed shank nails made of stainless steel generally fail in the smooth shank, contrarily to ringed shank nails

made of carbon steel, which fail in the non-smooth part.
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Figure 4-23  Left: Tensile strength f;, calculated from tensile capacity F;, versus yield moment stress owy, calcu-
lated from yield moment M,. Results are grouped by producer and diameter. Right: Results for Pro-
ducer B, differentiated by diameter and test series.

The main motivation for the additional tests was to investigate the quality of a regression in
accordance with Eq. (4-4), where here, individual test values determined on the same fas-
tener can be used. Consequently, a nonlinear regression was carried out, using all values from
series 2 and 3, in total 264 test values with an individual and direct relationship between M,
and F:. The residual analysis of the first regression resulted in 15 outliers with studentised
residuals larger than |3]. All 15 outliers were from series 2 of the 6 mm nails of producer A
(the stainless steel nails failing in the smooth shank during tensile tests), which were subse-
qguently excluded. The regression result using the remaining 249 test values is given in Eq.
(4-9) (R?=0.993). Considering all series, i.e. including series 1 in terms of mean values, or
performing a regression analysis on only mean values per series, delivered similar results with
differences in the fourth decimal place. Eq. (4-9) is similar to Eq. (3-2) for the full plastic bend-
ing capacity of a circular section and the previous regression result given in Eq. (4-5).

M, =0.1562"f, -d oo’ +e (4-9)
where

M, Expected value of yield moment in Nmm

fi Tensile strength of nail in MPa, independent variable

Omeas Mean measured nominal diameter in mm, independent variable

e Residuals

The additional tests lead to two main conclusions. First, Eq. (4-5) is valid and the non-existing
direct relationship between dependent and independent regression variables can be ne-
glected. In fact, regressions choosing different variables do lead to results that differ by only
+10%, see also the regression based on characteristic values in Sandhaas and Gorlacher
(2018). Such differences vanish in the scatter of data. Second, even properties of nails from
(presumably) the same batch scatter (6 mm nails of producer C) and observed COV > 5% are
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hence realistic. In the determination of a globally valid design equation to calculate the yield
moment of nails, this real scatter, often larger than the scatter within single series, could be
considered by complementing test results with simulated values.

4.5 Withdrawal

451 General

The next property to be examined is the withdrawal capacity. All withdrawal tests in the
database were carried out at an angle of 90° between nail axis and grain direction. During
the tests, the withdrawal capacity F, is measured, which must be normalised in order to
obtain values that are independent of the diameter and the penetration length. For dowel-
type fasteners, the withdrawal parameter f,, is calculated from the withdrawal capacity F,
in accordance with EN 1382 (2016):

Fu
fo=gi (4-10)
where
fu Withdrawal parameter in MPa
Fuw Withdrawal capacity in N
d Nominal diameter in mm
Les Effective penetration length in mm. L is defined as the length of the non-

smooth (profiled) part in the pointside member. That means that the tip length
of the nails is subtracted from the full penetration length L.

All tests with profiled nails were carried out with penetration lengths not larger than the
profiled shank part. The timber was never predrilled. Mainly softwood was used for testing,
where half of the nails per series were inserted tangentially and the other half radially to the
annual rings. The insertion direction, however, was not recorded. Few test results are avail-
able for laminated veneer lumber (LVL), but these were excluded in the following analyses
unless otherwise stated®®. A histogram of the softwood densities is given in Figure 4-24 on
the left, where the influence of different standards valid at the time of testing can be seen.
The considerable amount of timber with densities around 350 kg/m?3 for instance is due to
the 1989 version of ISO 8970 (1989), where the sampling rules required that the densities
of the timber used for testing should lie around a characteristic value of 350 kg/m?. The
testing procedure, however, did not change. Furthermore, the coefficient of variation (COV)

68 Concerning LVL, 40 tests with softwood LVL with pmean = 602 kg/m?* (COV = 0.02) were carried out, and 20 tests
with beech LVL with pmean = 771 kg/m? (COV = 0.07). The LVL was not predrilled.
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of the density of most test series was rather low. This can be seen in Figure 4-24 on the right,
where the observed coefficients of variation of the density that vary mainly between 0.03
and 0.06. Only mean densities were recorded for 34 test series leading to a COV of zero.
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Figure 4-24  Left: Histogram with fitted Weibull distribution of densities of timber used for withdrawal tests. Right:
Observed coefficient of variation of densities, 181 test series.

In current design rules, the withdrawal parameter f,, of smooth shank nails is a function of
the density, see Eq. (4-2). Considering the values in the database, a new regression can be
carried out with the withdrawal capacity (or thereof derived values such as f,,) as dependent
variable, and the following independent variables: Measured, nominal, inner and outer di-
ameters, penetration length with and without tip length and the timber density. Similar to
the previous analyses concerning the yield moment, the measured and not the nominal di-
ameter could be used, e.g. to calculate f,,. Figure 4-25 on the left shows the differences be-
tween the withdrawal parameters calculated in accordance with Eq. (4-10), once with the
nominal and once with the measured diameter, where a maximum difference of 8% is ob-
served. However, seeing the maximum difference of 8% and the usually large scatter of test
results, the first investigation step is to identify those variables that determine the with-
drawal capacity of a nail. A further reason to give a closer look to the database is Eq. (4-10),
which is only a vehicle to normalise withdrawal capacities and can be considered being a
model itself. The denominator is not calculating the surface area (but the projected area)
and an even stress distribution along the nail shank is assumed. The full penetration length
varied between 7.3 - d and 20 - d for nails with a diameter of up to 4 mm and between 8 - d
and 13.3 - d for 6 mm nails. It can be assumed that the stress distribution along the shank
will be more uneven for higher penetration lengths, and that in such cases Eq. (4-10) is not
fully correct. This simplification also motivates the choice to use the projected area d - L¢s
and not the surface area 7+ d - Le;, which is mechanically more correct. As the difference in

fu-values would be a constant, namely 7, the only important rule is to be consistent®.

69 See also more in-depth discussion in section 5.5.2.
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As a first step, the correlation between the withdrawal parameter f,, (in accordance with Eq.
(4-10), using the nominal diameter) and the density p is analysed resulting in a Pearson’s
correlation coefficient of R = 0.32. In Figure 4-25 on the right, the withdrawal parameter is
shown in dependence of the density, and the shown trendline shows the correlation be-
tween f,, and p. The differences between the individual nails are obviously much higher than
the differences caused by the density, as the scatter of the results per density is very high.
These differences between the individual nails may be caused by different production qual-
ities (new or worn tools) and from wood characteristics other than the density. In Fig-
ure 4-26, 24167 individual withdrawal parameters are given per test series versus increasing
nominal diameters. The scatter of the densities used within the individual series was similar
for small and large diameter nails as can be seen in Figure 4-24 on the right. The upper en-
velope line illustrates the lower scatter for 4 to 6 mm nails compared to nails with smaller
diameters, which can reach higher individual withdrawal parameters. The lower values for
fw remain instead similar for all diameters indicating a negative correlation between f,, and
d (indeed, R =-0.19). Different hypotheses may explain this dependence of f, on d.
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Figure 4-25  Left: Ratio of withdrawal parameters: Parameter calculated with measured diameter divided by pa-

rameter calculated with nominal diameter, 2416 values. Right: Withdrawal parameter f, versus den-

sity p, trendline line is shown, 2416 values.
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tip length was measured. Furthermore, test results using beech and softwood LVL were excluded.

The smaller number compared to Table 4-1 is due to the fact that only test results were included where the
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Figure 4-26 2316 withdrawal parameters per test series versus increasing nominal diameters. Each vertical line
comprises the individual test results per series, the different symbols identify the different nominal
diameters. An upper envelope line is shown.

One reason for the larger scatter observed for small diameter nails could be that these nails
are inserted in either early- or latewood. This would lead to high individual withdrawal ca-
pacities if the nail is inserted and withdrawn from latewood. For large diameter nails instead,
the evaluated withdrawal capacity is a smeared value as these nails are inserted in both
early- and latewood. This hypothesis highlights a dependence of f, on wood characteristics
that cannot be fully explained by the (global) density. Another hypothesis concerns produc-
tion issues. In Figure 4-1 on the left, a ringed shank nail is shown, where different sharpness
of the rings can be seen. The rings closer to the nail head have less pronounced rings than
the rings closer to the tip. During testing, it has been observed that the sharper the rings,
which can be felt when passing the nails through the fingers, the higher is the measured
withdrawal capacity. The quality of the rings will scatter above all between nails and not only
within one nail. Sharp rings will be produced when new tools are used and less sharp rings
when the tools are worn. This, in turn, leads to different f,-values in dependence of the age
of the tools used to produce the non-smooth shank nails. This quality issue of non-smooth
shank rings was already part of a detailed study by White and Gales (1990), who quantified
the variation of thread qualities and their influence on withdrawal resistance. Another pos-
sible influencing factor on the withdrawal parameter could be the ring height, i.e. the rela-
tion between the inner (d;) and the outer (d,) diameter, see Figure 4-1 on the right. This
assumption is however not supported by the correlation coefficient (R = 0.0) between di/d,
and f,,. The scatter of test results is indeed very high as can be seen in Figure 4-27 on the
right, which shows the standard deviations of the 119 test series (assuming a lognormal
distribution). Not a single standard deviation is below 0.07 with 0.36 being the highest value.
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It can be concluded that a regression analysis will not lead to meaningful equations to cal-
culate withdrawal parameters from e.g. the density, as other factors have a strong influence
on experimentally determined withdrawal capacities. At least at the current state of produc-
tion technology, it will be difficult to guarantee uniform sharpness of rings and spirals of
non-smooth shank nails. Additionally, differences in withdrawal capacities due to small or
large nail diameters will remain.

4.5.2 Influence of tip length

Up to now, the withdrawal parameter f,, was calculated according to Eq. (4-10), where, per
definition, the tip length of the nails was subtracted to define an effective penetration
length. This is the scientifically sound approach, as the tip length does not contribute to the
withdrawal capacity. For joint design purposes however, the calculation of the withdrawal
capacity F with the effective penetration length Lesis rather cumbersome for practitioners,
as they have to deal with different lengths for lateral and axial loads. Furthermore, the tip
length is usually unknown. Additionally, considering the high scatter shown in Figure 4-26
and Figure 4-27 on the right, the necessity of using Lesinstead of the full penetration length
Lor remains worth discussing; i.e. subtracting the tip length or not may not influence with-
drawal parameters significantly. This is more thoroughly investigated in the following. The
tip length L, itself is a function of the nominal diameter. This is shown in Figure 4-27 on the
left, where the length of the tip varies betweendand 2 - d.
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Figure 4-27  Left: Tip length L, versus nominal diameter d, 5613 values. Right: Standard deviation of withdrawal
parameters (lognormal distribution), 119 series.

In principle, Fu can be calculated using the effective penetration length L.;, Method A, or the
full penetration length L, Method B. Considering now that L, = 1.4 - d (Figure 4-27 on the
left), the withdrawal parameters can be derived from the test results as follows, where the
superscripts indicate whether Method A or B is used.
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For the test series included in the database, full penetration lengths L, between 7.3 - d and
20 - d were used with a mean value of 11.3 - d (COV = 23%). Assuming now that the with-
drawal tests were performed with a full penetration length of 12 - d, the ratio of both with-
drawal parameters given in Eq. (4-11) can be calculated:

fu _d-(le—14-d) 12-d-1.4-d

=0.883 4-12
2 d L 12-d ( )

The design equations to calculate the withdrawal capacities are:

Fo=fidly=fld(La~14-d) (a)

(4-13)
mezfmf'd'Lmt (b)
Consequently, the difference between Methods A and B can be expressed by:
Fo fu d-L, 1
—A:f—A-ézo.sm-— (4-14)
Floofl d- (L —1.4-d) 1-14.9

Ltot

This difference between both methods in dependence on the slenderness Li+/d is shown in
Figure 4-28 on the left, where practical lower and upper limits of the penetration lengths
are chosen. Penetration lengths above 20 - d are not realistic, as nail tensile failure may oc-
cur. The maximum overestimation of f,, when including the tip length is 7% at a full pene-
tration length of 8 - d and the respective underestimation at 20 - d is 5%. This is a negligibly
small difference considering the scatter in the test results. Therefore, the subtraction of the
tip length is not necessary, and F,, can be calculated considering the full penetration length
Ltot, Method B.
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Figure 4-28  Left: Difference between withdrawal capacities calculated with Method A and B, Eq. (4-14), in de-
pendence of the slenderness Lw/d. Right: Corrected standard deviations of (logarithmic) withdrawal
parameter in accordance with Eq. (4-17), 119 test series.

To further look into this issue, a small test series was carried out, where 4 mm ringed shank
nails were withdrawn from five pieces of timber, inserting eleven nails per timber piece with
eleven different penetration lengths along the fibre direction’. The densities of the timber
pieces were 375, 388, 437, 452 and 456 kg/m?* at moisture contents between 12.5% and
13.4%. The chosen penetration lengths were {2, 3, 4, 6, 8, 10, 12, 14, 16, 18, 20} - nominal
diameter d. This means that per penetration length, five test results are available. Currently,
the minimum penetration length in accordance with Eurocode 5 is 6 - d for laterally and ax-
ially loaded non-smooth shank nails, where however the withdrawal capacity must be re-
duced for penetration lengths smaller than 8 - d for axially loaded nails. No maximum value
is given. The geometric data of the nails were measured, and the measured tip length of the
nail was ca. 4.3 mm, i.e. L, = d, see also Figure 4-29 on the left. The test results in kN are
given in Table 4-13. As the nails used for the additional tests in section 4.4.4 were used also
here, their tensile capacity is known and its mean value was Ftmean = 8.64 kN. This is twice
the maximum withdrawal capacity Fu,max = 4.35 kN observed for the maximum penetration
length of 20 - d in the timber piece with the highest density of 456 kg/m?3.

7 Spruce solid timber was used and all nails were inserted in the radial direction. The timber was not predrilled.

All nails were made of carbon steel and galvanised and were from the same batch, i.e. the quality of their rings
should be comparable. Per timber piece, the eleven nails were perfectly aligned along the grain in order to
reduce the influence of the timber on the test results as much as possible; i.e. so that per timber piece, the
penetration length was the “only” varied parameter.
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Table 4-13  Results of additional withdrawal tests on ringed shank nails, Fw in kN.

pin m.c. Penetration length, nominal diameter d =4 mm

kg/m?3 in % 2-d 3-d 4-d 6-d 8-d 10-d 12-d 14-d 16-d 18-d 20-d
375 13.4 0.16 031 042 089 132 169 206 229 316 368 388
388 12.9 0.16 034 057 090 126 171 214 253 282 353 353
437 12.8 0.14 021 035 077 130 158 175 208 265 3.08 336
452 12.6 0.12 0.17 036 073 118 170 181 237 242 258 374
456 12.5 0.18 038 058 121 153 241 267 337 418 409 435

The determined withdrawal capacities given in Table 4-13 were normalised applying Eq.
(4-10), i.e. subtracting the tip length from the penetration length (fu,ief). The capacities were
also normalised applying Eq. (4-11), i.e. using the full penetration length (fu,tt). The meas-
ured nominal diameter of dmess = 3.96 mm was used for this normalisation. Figure 4-29 on
the right shows the test results as ratio fu,itor OVer fu,ef versus the penetration length. Un-
surprisingly, the influence of the tip is clearly present for small penetration lengths, and this
trend is due to the normalisation method’?. Nevertheless, what can be said is that the dif-
ference in withdrawal parameters is 8% between a penetration length of 8 - d and that of
20 - d. This clearly motivates the choices concerning minimum penetration lengths in the
current Eurocode 5 — if the tips of all nails have always more or less the same length in rela-
tion to the nail diameter.

e o 0 0 0
«**
]

]

2d 3d 4d 6d 8d 10d 12d 14d 16d 18d 20d
Penetration length

Figure 4-29  Left: Detail of tip area of used nails with measured nominal diameter dmess = 3.96 mm. Right: Ratio of
fwtor (including tip) over fu,ef (excluding tip) versus full penetration length.

72 Thisis trivial mathematically; the tip length is constant and hence, the longer the penetration length the smaller

the percentage of the tip on the inserted length. In other words, the ratio of tip length over penetration length
is the same as the ratio shown in Figure 4-29. This difference will always be present; and values fu,es Will always
differ from fu,tor by this percentage.

80



4.5 Withdrawal

The main question is, however, if the tip has an influence on the withdrawal parameter, i.e.
not only purely due to the mathematical definitions. If now representing the test results in
terms of withdrawal parameter versus the penetration length as done in Figure 4-30, more
conclusions can be drawn. If looking at Figure 4-30 on the left, the timber pieces with high
densities seem to oscillate more and lower densities seem to provide more uniform results.
This may again be due to other wood characteristics than the density alone, similar to the
discussion around Figure 4-26. Figure 4-30 on the right shows the same data, but as a box-
plot grouping the five results per penetration length. The results show a similar asymptotic
trend as Figure 4-29 on the right, but now in terms of withdrawal parameters and not as
(mathematical) ratios. This asymptotic trend means that the tip length is influencing the
results until up to a penetration length of approximately 8 - d, with similar mean values for
all penetration lengths > 8 - d. This is also confirmed when looking at Figure 4-30 on the
bottom, as even when subtracting the tip length from the penetration length, mean
withdrawal parameters are increasing at smaller penetration lengths’3. If neglecting the re-
sults for a penetration length of 2 - d in Figure 4-30 on the bottom right, fu,itor and fu,ief Show
a similar trend.

73 The test results at a penetration length of 2 - d are different; showing a high mean value and less scatter.
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Figure 4-30  Withdrawal parameter versus the full penetration length. Left: Individual values per series. Right: As
boxplot with curve through mean values. Top: Withdrawal parameter fu,itor in accordance with Eq.
(4-11). Bottom: Withdrawal parameter fu,ier in accordance with Eq. (4-10).

4.5.3 Characteristic values

Independently of any problems arising from the large scatter of test results, characteristic
values for the withdrawal parameter are needed for current joint design. The coefficients of
variation of the two main scattering properties, withdrawal parameter and density, are dif-
ferent, see Figure 4-24 on the right and Figure 4-27 on the right. These differences in scatter
must be considered when calculating 5™ percentiles. For softwood, coefficients of variation
(COV) of the density amount to ca. 10% (Colling, 1990, p. 86), and the observed coefficients
of variation, Figure 4-24 on the right, are mainly lower. Consequently, the withdrawal pa-
rameters were determined on samples that were not representative. In the following, the
procedure of Annex D of prEN 14592 (2017) was applied to determine corrected coefficients
of correlation and hence characteristic values of the withdrawal parameters.

As a first step, the dependency of the withdrawal parameter f, on the density p must be
determined. Although the scatter of results is large, a weak correlation between f, and p
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4.5 Withdrawal

exists (R =0.32), see Figure 4-25 on the right. Therefore, a nonlinear regression is carried
out, using the density as the only explanatory variable. Differently to Eq. (4-2), the exponent
of the density is not forced to be quadratic:

f,=42-10"-p"* (4-15)
where

fw Withdrawal parameter in MPa, calculated in accordance with Eq. (4-10)

P Density in kg/m?3

Eq. (4-15) is based on 2416 test results, where the tip length was measured and hence f,,
could be calculated. The exponent of 1.35 corresponds well to the correction factors pro-
posed in prEN 14592 (2017, Table D.1), where the regression is however rather weak with
R%?=0.10. The exponent of 1.35 is used to correct the withdrawal parameters of each test
series (i.e. to obtain a horizontal regression line in Figure 4-25 on the right), using a refer-
ence mean density of 420 kg/m3 (= Pmean of C24, EN 338, 2016):

1.35
furor = fu ( 20 j (4-16)
where
Sw,corr Corrected individual withdrawal parameter in MPa
fw Individual withdrawal parameter in MPa, calculated in accordance with
Eq. (4-10)
Prmean Mean density of each test series in kg/m?3

The corrected withdrawal parameters fu,corr are assumed to have a lognormal distribution.
A normal distribution is assumed for the density. Using the approach given in Annex D of
prEN 14592, the standard deviations of the corrected withdrawal parameters can now be
adjusted so that they reflect the timber population, where COV = 0.10:

Std sy o :\/stdﬁw +1.35%-(0.10° —cov;}) (4-17)
where

Stdfw,cor  Corrected standard deviation of withdrawal parameter, per test series

stdsw Observed standard deviation of withdrawal parameter, per test series

1.35 Correction factor, see Eq. (4-15)

0.10 COV of density of timber population

cov, Observed COV of density, per test series
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Figure 4-28 on the right shows the corrected standard deviations, which are higher than the
uncorrected standard deviation based on a lognormal distribution, Figure 4-27 on the right.

Finally, in accordance with EN 14358 (2016), 5" percentile values for fu,cr were estimated
assuming a lognormal distribution and using the corrected standard deviations stdsu,corr. The
limited amount of test results per test series was considered applying the ks-factor given in
EN 14358. Figure 4-31 shows the characteristic withdrawal parameter fy, corrk per test series
versus the nominal diameter d. The five nail types are identified. Spiral, special spiral and
square nails did not reach characteristic values larger than 8 MPa. The validity of the evalu-
ated characteristic values must be discussed however. For instance, only values for ringed
shank nails are available for 2.1 mm nails, and the determined characteristic values fu,corrk
range from 5.0 MPato 12.3 MPa. Considering that the general ring shape (with d; = 0.86 - d,)
does not change significantly between the nails (five different test series and four different
producers), there is no straightforward explanation why the results differ by a factor of 2.5,
except for the hypotheses formulated above. This randomness of the characteristic values
or, in other words, the dependency of the withdrawal parameters on influencing factors not
measured within the framework of certification tests, is further highlighted, when the hori-
zontal lines in Figure 4-31 are considered. These lines correspond to some withdrawal clas-
ses for all fastener types in accordance with prEN 14592 (2017, Table 4). The value of
12 MPa corresponds to the highest value for self-tapping screws, and it is questionable if
such high values can be reliably reached with ringed shank nails.

20— O spiral nails
18+ A special ringed shank nails
& 16 X ® square nails
s 14 X XX X ringed shank nails
E 12 ny@ N 9% 0 special spiral nails
Z 104 S Fx & X
g 82§§% % .
T a8 oo ¥ O
3 4 X0 x
2]
O [ [ [ [ [ [ [
1 2 3 4 5 6 7

Nominal diameterin mm

Figure 4-31  Characteristic withdrawal parameters fu,cork Versus nominal diameter, 119 test series.

It can be questioned why pmean per test series is used in Eq. (4-16) to correct individual with-
drawal parameters instead of the individual densities p per test. If re-plotting Figure 4-31
with fu«-values based on fu cor-values corrected with individual densities, however, differ-
ences are minor (no difference on the average). Only two series, with higher coefficients of
variation of the density of 10% and 12% (see Figure 4-24 on the right), showed differences
of 12% resp. 14%.
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Based on the actual database and the analyses shown, it can be concluded that also in fu-
ture, tests have to be carried out and values for f,,« have to be taken from technical docu-
ments. With regard to code implementation, technical classes could be introduced so that
designers do not need to consult technical documentation to get withdrawal parameters.
The introduction of upper limits should be considered to address production issues (e.g., fux
is derived using nails produced in new machines and subsequent production is then done
with worn machines leading to less pronounced rings).

4.6  Head pull-through

A total of 68 test series are available that contain 1039 individual test results (mostly 10 or
20 tests per series). The head pull-through capacity Freqsqs cOrresponded to the maximum
force recorded before or at a machine displacement of 15 mm (see also section 5.6). The
ratio of the head diameter dj, over the nominal diameter d of the analysed nails was greater
than 1.8 in all cases, with a mean value of d, = 2.3 - d (see Figure 4-32 on the left). The head
pull-through parameter freqq is calculated from the head pull-through capacity Freqq in ac-
cordance with EN 1383 (2016):

Fhead
fhead = 2 (4_18)
dy
where
fhead Head pull-through parameter in MPa
Fhead Head pull-through capacity in N
dn Mean measured head diameter of each test series in mm
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Figure 4-32  Left: Head diameter dx versus nominal diameter d, 1039 values. Right: Head pull-through parameter
fread Versus density p, 1039 values.

85



4 Nails

Similar to the withdrawal parameter, also the head pull-through parameter fheqq is consid-
ered to be a function of the timber density p, see Eq. (4-2)74. The scatter is again high, see
Figure 4-32 on the right, where however Pearson’s correlation coefficient is higher with
R =0.52 (withdrawal: R = 0.32). The head shape may have an additional influence, but only
round, flat heads are included in the database’. No head pull-through tests were carried
out on nails with trumpet heads’® as these nails are used to fasten steel plates to timber
members, and no head pull-through parameters are required. Only solid wood made of soft-
wood (usually spruce, all not predrilled) was used. The data with densities p> 590 kg/m?
was deleted for all further analyses, because the densities are improbable for spruce and
exert a strong influence on regression results. The timber thickness was not given for 600
tests. The other 439 tests were carried out with thicknesses between 6 - d and 16 - d.

In the following, analyses similar to Section 3.4 are discussed. Analogously to the withdrawal
parameter, characteristic values per test series are calculated and analysed, where both the
head pull-through parameter and the coefficients of variation are corrected. A nonlinear
regression using 1031 individual test results resulted in (R? = 0.27):

Frea =11.2:107 - p** (4-19)
where

fhead Head pull-through parameter in MPa, calculated in accordance with Eq. (4-18)
P Density in kg/m3

The exponent of 1.33 is used to correct the head pull-through parameters of each test series
(i.e.to obtain a horizontal regression line in Figure 4-32 on the right), using a reference mean
density of 420 kg/m> (= pmean of C24, EN 338, 2016):

1.33
420
fhead,corr = fhead ( j (4'20)
where
freadcorr  Corrected individual head pull-through parameter in MPa
fhead Individual head pull-through parameter in MPa, in accordance with Eq. (4-18)
Prmean Mean density of each test series in kg/m3

74 Similar to the withdrawal parameter, the head pull-through parameter is a conventional value, because the

normalisation in accordance with Eq. (4-18) does not consider the stressed area (which would be round in the
case of a round head). Both values are indeed parameters and no strength values. See sections 5.5.2 and 5.6

for further discussions.

7> The exact head shape is never measured in the reports nor are always photos or shop drawings available.
Therefore, mixed shapes between flat and countersunk heads may exist.
7% A ringed shank nail with a trumpet head is shown in Figure 4-1 on the left on top. Generally, these nails have

nominal diameters of 4 mm and 6 mm.
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The corrected head pull-through parameters freqdcorr are assumed to have a lognormal dis-
tribution and the logarithm is taken. A normal distribution is assumed for the density. Using
the approach given in Annex D of prEN 14592, the standard deviations of the corrected head
pull-through parameter can now be adjusted so that they reflect the timber population. This
is done in analogy to Eq. (4-17), again assuming a COV of 10% for the density of the timber
population.

Figure 4-33 on the left shows the coefficients of variation of the density and the corrected
standard deviations std..,r of the head pull-through parameter for each of the 68 test series.
The variation of the density within individual test series was higher than for the withdrawal
tests, where most coefficients of variation were below 0.06, see Figure 4-24 on the left. For
the sake of completeness, Figure 4-33 on the right shows the histogram of densities.

Finally, in accordance with EN 14358 (2016), 5" percentile values for fread corr Were estimated
assuming a lognormal distribution and using the corrected standard deviations stdco,. The
limited amount of test results per test series was considered applying the ks-factor given in
EN 14358. Figure 4-34 shows the characteristic head pull-through parameter freaqcorrk pPer
test series versus the nominal diameter d. The different nail types are identified where the
nomination “smooth shank” identifies those non-smooth shank nails where the smooth part
of the shank underneath the nail head was longer than the timber thickness through which
the nail was pulled. It seems that a smooth shank underneath the head reduces the head
pull-through parameter systematically. This explains the lower head pull-through values of
the 6 mm nails. Referring back to the head shape (see footnote 75), the series with
freadcorrk = 33.5 MPa is a special nail with a flat head. The nails of the series with
fread,cork = 32.4 MPa are available in two head shapes, a flat head and a head with a slight
countersunk of 25°, and it is not clear which version was used during testing. No information
on the head shape is given for the ring shanked nail with fheag.corrk = 17.9 MPa.

Based on the database, a head pull-through parameter of 15 MPa in timber with a density
o =350 kg/m? (observed 5™ percentile of database was 338 kg/m?3, Figure 4-33 on the right)
could be used without further testing, for all nails with non-smooth shanks as long as
dn/d > 1.8. This value is significantly higher than the parameter of 8.6 MPa for smooth shank
nails (see Eq. (4-2) with pr = 350 kg/m?3), because the head pull-through parameter of non-
smooth shank nails includes the withdrawal capacity of the shank’” (see also Eurocode 5,
2010, Egs. 8.23 and 8.24). Depending on the shape of the shank underneath the head, higher
values are possible, but these values have to be determined by testing and declared in tech-
nical documentation for the individual nails. Generally, the head pull-through parameter is
determined with only one specific nail length. As this value is assigned to other nail lengths
as well, it has to be ensured that the tests are performed with the most unfavourable shank
under the head, which can occur (i.e. the highest percentage of smooth shank).

77" This is different to Freas-values for screws, where only the system “screw head + smooth shank” is tested.
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Figure 4-33  Left: Observed coefficients of variation of the density and corrected standard deviations of the (log-
arithmic) head pull-through parameter, 68 test series. Right: Histogram with fitted Weibull distribu-
tion of densities of timber used for head pull-through tests; high densities included.
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Figure 4-34  Characteristic head pull-through parameters fheagcork versus nominal diameter, 68 test series.

“Smooth shank” means that the shank inserted in the timber was smooth although non-smooth
shank nails were tested. “Partially ringed” means that the shank inserted in the timber was partially
smooth and partially non-smooth.

With regard to code implementation, technical classes could be introduced for head pull-
through parameters similar to withdrawal classes. Considering the persistent scatter of fheqd
in Figure 4-34 for similar head shapes (round, flat shape and d approx. 2 - d), the random
selection of the used timber seems to have a significant influence. Parameters such as an-
nual ring widths and orientation of tangential and radial directions may impact on the ex-

perimental
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4.7 Conclusions

A comprehensive database containing test results on mainly ringed shank nails was ana-
lysed. The following concrete consequences can be considered concerning input parameters
for joint design in accordance with Eurocode 5 (DIN EN 1995 1-1, 2010):

Wire tensile strength: These tests are not needed. However, producers may still require
wire tests to check delivered steel grades.

Nail tensile capacity: Tensile tests on finished nails need to be carried out and subse-
quently, a nail tensile strength f; can be calculated using the nominal diameter. This ten-
sile strength could be assigned to different technical classes, depending on the nail
diameter and/or the steel grade resp. finishing. Furthermore, the present Eurocode 5
does not take the nail tensile capacity F; into account. For large penetration lengths, high
timber densities and high head pull-through values however, a tensile failure may be
governing. Therefore, it is recommended either to include rules for verifying the tensile
strength or to limit the accountable penetration length to e.g. 20 - d. It is recommended
to prescribe a larger maximum standard deviation than the value of 0.05 given in
EN 14358 (2016). This is due to the fact that scatter between batches is higher than
within batches, and nevertheless test results for nails from one batch are extrapolated
to nails from different batches.

Yield moment: The equation defining the theoretical full plastic bending capacity of a
round section, Eq. (3-2), can be inserted in Eurocode 5 for all nail types (with round cross-
sections), using nominal diameter and characteristic nail tensile strength to calculate the
characteristic yield moment. The characteristic tensile strength must be taken from tech-
nical documentation for the individual nails or technical classes can be used to define
different characteristic tensile strength values. Depending on how many classes shall be
defined, predicted M, -values are more or less conservative. These may lead to wrong
predictions of the failure modes; i.e. a failure with two plastic hinges is predicted, but
the higher M, of the nail results in rigid behaviour of the fastener which does not develop
a plastic hinge. Therefore, also upper bound strength values should be defined for cases
where it is essential that failure modes are correctly predicted. It is recalled that the
value at a bending angle of 45° or at rupture is considered here as M,.

Withdrawal parameter: Considering the analysed database with its limitations, no de-
sign equations are possible. It could be shown that other properties than timber density
have a considerable influence on the withdrawal capacity. Above all, the quality and
sharpness of the rings significantly determine the withdrawal capacity. Technical classes
could be introduced, imposing, however, an upper bound value to address production
issues.
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e Head pull-through parameter: The conclusions are similar to those for the withdrawal
parameter. However, similar to current regulations for screws which allow for a lower-
bound value for freqdx (see footnote 143), a minimum head pull-through parameter of
15 MPa in timber with a characteristic density of px = 350 kg/m? could be used without
further testing, for all nails with non-smooth shanks as long as dx/d > 1.8. Of major im-
portance for head pull-through are the characteristics of the shank part inserted in the
timber through which the nail is pulled. If only smooth shank parts are inserted in the
timber, then the head pull-through capacity will be smaller. This has to be taken into
account when choosing the representative nails for testing.

All properties show a considerable scatter whose sources could not be completely identified
and only hypotheses could be developed that could explain the variation. Data on possible
influencing factors were lacking or cannot be measured, such as nail production quality or
local wood properties directly around the nails. Consequently, statistical analyses suffer
from incomplete data. This is a general issue of retrospectively assembled databases where
datasets are unequally distributed, e.g. less results for larger diameters, or information is
missing, e.g. sharpness of rings. However, the potential of using simulated data for boosting
datasets could be shown, which could help to overcome some of the challenges.
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5.1 State-of-the-art

Self-tapping timber screws are one of the most important fastener types in modern timber
engineering. Due to their good performance, ease of application and versatile ranges of use,
the development of modern timber screws is one of the primary factors for the advent of
many modern engineered timber structures. Screws are often designed to accommodate
specific purposes, such as screws optimised for specific timber products (Brandner, 2019)
or screws with variable thread geometries to pre-stress timber (Steilner, 2014). Further-
more, screws are an effective means to reinforce against tensile failures perpendicular to
the grain (Bejtka, 2003; Bejtka and BlaR, 2005), shear (Dietsch, 2012) or as reinforcement of
beam supports (Bejtka and BlaR, 2006). Generally, screws in joints can be loaded perpendic-
ular to their axis (“joints with laterally loaded screws”) or in direction of their axis (“joints
with axially loaded screws”).

In general, the European Yield Model can be used to design joints with laterally loaded
screws (see section 2.5). The speed of screw development is so immense that the current
Eurocode 5 (EN 1995 1-1, 2010) does not include bespoke rules for self-tapping screws, with
the exception of few specific rules concerning axially loaded screws. Indeed, in order to de-
sign joints with screws, most input parameters (e.g. tensile capacity, yield moment) must be
taken from technical documentation of the screws. In Europe, self-tapping screws can be
certified in accordance with EN 14592 (2012) or through a European Technical Assessment
(ETA) based on an EAD (EAD 130118-00-0603, 2016)78. The high capacity of screws is most
efficiently used if they are loaded axially”®.

The variety of screws in terms of their geometrical and steel properties is enormous, ranging
from fully threaded screws over screws with a partial thread or two threaded parts to many
different head, tip and thread shapes. All these features have different functions. A washer
head for instance increases the head pull-through capacity considerably whereas a thread
with a large pitch allows for fast insertion. Concerning types of steel, most screws are made

78 Inthe meantime, the EAD was updated, adding threaded rods: EAD 130118-01-0603, 2019

72 This explains why specific rules for axially loaded screws have been the sole addition in Eurocode 5, i.e. equa-

tions to calculate the tensile, withdrawal and head pull-through capacity and the effective number.
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of carbon steel and are hardened. These screws are usually galvanised to protect them
against corrosion. Also stainless steel screws are widely applied, where, differently to nails
(see e.g. Figure 4-3 on the left), the steel properties differ considerably to those of carbon
steel screws because the latter are generally hardened®. However, apart from austenitic
stainless steel also martensitic stainless steel is used where higher steel properties come
with the cost of lesser resistance against corrosion. Moreover, most screws have a coating
whose purpose is to reduce friction for easier insertion, which gets more important the
higher the density of the used wood species.

Ringhofer (2017) gives a comprehensive and clear overview of these manifold screw types
and explains thoroughly the effect of production processes and geometric and material
choices on the screw performance.

5.2 Database

The assembled database contains 27793 individual test results taken from 138 test reports
on screws from 34 different companies. Only test results evaluated between 2010 and 2019
were considered. All information given in the reports was recorded; from screw classifica-
tion in terms of geometry and material to specifications concerning the tests, e.g. wood
species, angle between screw axis and grain direction or deviations from standard test set-
ups. Other screws than self-tapping timber screws (e.g. screws with a metric thread,
lag/coach screws) are not discussed here.

Classification of screws

Modern self-tapping timber screws are designated by their nominal diameter d,om, Which
corresponds to the outer thread diameter d,, and their nominal length L,,m. Designations
for partially threaded screws often contain information on the thread length; e.g. a screw
“6x400/100” means that the nominal diameter of the partially threaded screw is 6 mm, the
nominal length is 400 mm and the (nominal) length of the thread is 100 mm. Moreover, the
head type is usually given. The nominal and the measured geometrical properties shown in
Figure 5-1 are given in the database®!. The thread flank angle as a potentially important ge-
ometrical value was not measured as this is no required parameter within certification test-
ing. In total, values for 28 different nominal diameters ranging from 2.5 mm to 14 mm were
available, where the majority of screws had nominal diameters of 5 mm (14.3%), 6 mm

80 s emphasised here that carbon steel screws with a high degree of hardening are prone to hydrogen embrit-

tlement and stress corrosion cracking.
81 Not always all information is given in the reports; leading to a blank in the database. For instance, it is not
necessary to give the pitch p of the thread in “Initial Type Testing (ITT)” in accordance with EN 14592 and

hence, p is missing in all considered ITTs.
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(17.3%), 8 mm (20.5%) and 10 mm (11.9%). The nominal length of the tested screws was
between 20 mm and 2000 mm.

The nominal diameter d,om is an important parameter, as currently, only this value is con-
sidered during design (screws are designated using dnom). Other diameters are generally un-
known and, if needed, must be taken from the technical documentation of the used screw.
Indeed, the variety in screw geometries between companies and even within one company’s
screw portfolio is enormous. No general rules exist on relationships between different di-
ameters, which would facilitate the use of other than the nominal diameters. As an example,
the relationship between inner and nominal diameter is shown in Figure 5-2 on the left®2.
The relationship is best modelled with a quadratic function, but scatter is persistent. For
instance, screws with a nominal diameter of 8 mm had inner diameters ranging between
4.82 mm and 6.51 mm. Considering all screws in the database, the inner diameter was be-
tween 54% and 85% of the nominal diameter. Consequently, the nominal diameter dpom is
indicated using the subscript “nom” in this chapter, to avoid confusion with any other diam-
eter. In analyses, both nominal (dnom) and “measured nominal” (dmeqs) diameter can be used,
where the latter corresponds to the measured outer (thread) diameter d,. Figure 5-2 on the
right shows both diameters®3.

Due to the diversified and often tailor-made screw layout, screw, head and tip types were
defined to which all tested screws were assigned, see Table 5-1. All screws were grouped in
five screw types, where 68.3% of all screws in the database were partially threaded screws,
20.0% were fully threaded, 6.6% had two threaded parts, 4.8% had a high-low thread (see
Table 5-1; two threads with different d,/d, ratio) and only 0.3% were screws for timber-con-
crete composite applications. Concerning the head types, four head types were specified;
countersunk head (74.8%), cylinder head (10.5%), washer head (8.3%) and a special head to
fasten steel plates to timber members (6.5%). The classification of the head types is very
general, and more exact data on head shapes is not available (see also Figure 5-51 in section
5.6.3). Finally, four tip types were defined; normal tip (61.5%), drill tip (13.4%), half tip (0.3%)
and the remaining 24.9% had special tips of various shapes. This last type encompasses a
huge variety of tip shapes, where, however, also the geometry of the other tip types can be
rather different, see examples in Figure 5-3. Further specifications given in the database
concern the presence of shank ribs or an indentation close to the screw tip. Both features
can be seen in Table 5-1, screw type “high-low thread”.

82 Regulations in EAD: 0.5 - drom < di < 0.9 - dhom; in EN 14592: 0.6 - drom < di < 0.9 - dnom

83 Outliers were checked and are correct.
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L = Lnam

dh

Figure 5-1 Measured and nominal geometrical properties of screws: dn=head diameter, ds = diameter of
smooth shank, d, =outer thread diameter = nominal diameter dnom, di=inner thread diameter,
p = pitch, L = length = nominal length Lom, Lg = length of threaded part.
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Figure 5-2 Left: Nominal diameter dnom versus measured inner diameter d; with quadratic trendline in black.
Right: Nominal diameter dnom versus measured outer diameter dmess. 27793 screws.
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Table 5-1 Classification of screws.

Screw types

Two threaded parts

Timber-concrete screw
(TCC)

High-low thread

Head types Countersunk Cylinder Washer Steel-timber

Tip types Normal tip Drill tip Half tip Special tip

“’\
u W _

Drill tip

Special tip

Figure 5-3 Examples of different tip types.

Concerning the types of steel, for 29.9% of all data, the test reports did not explicitly state
the types of steel of the used screws, which means, with near-certain probability, that these
screws were made from carbon steel, as other types of steel, i.e. stainless steel, are always
explicitly mentioned. Therefore, these 29.9% were assigned to carbon steel screws, which
then accounted for 83.6% of the database. Generally, it is not explicitly stated if these screws
are hardened. In only two reports, it is clearly mentioned that hardened and/or unhardened
carbon steel screws were used®. It can be safely assumed that most screws were hardened,
which is confirmed when considering Figure 5-5. 16.3% were stainless steel screws and only

8 In one report, steel properties of unhardened screws with nominal diameters of 12 and 14 mm were deter-

mined; in the second report, steel properties of screws with nominal diameters of 6, 8 and 10 mm were deter-
mined before and after hardening.
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40 screws (0.14%) were hot-dip galvanised. No further information about used steel grades
was usually given, e.g. which chemical composition was used. In one report, screws before
and after hardening were tested. The hardening procedures themselves are never men-
tioned®. Concerning coating, generally, no information was given although the majority of
screws is coated. Some reports contained information concerning the type of coating with
“Gleitmo 615”, a suspension of polymers in water, being most often mentioned. Further in-
depth information concerning steel grades, production process, hardening procedures and
coatings are given in Ringhofer (2017).

Test results in database

All reported tests were carried out in accordance with the certification rules valid at the time
of testing (see also section 2.5). Therefore, apart from the geometric properties, both ma-
terial and “system” properties were evaluated. Material properties encompass tests on
screws (without timber), that determine the screws’ yield moment M,, tensile capacity f;
and torsional moment capacity M. System properties are those that include timber, hence
insertion moment Minsert, withdrawal capacity £y, and head pull-through capacity Freqq. The
used wood species were mainly spruce (Picea abies, 65.4%) and laminated veneer lumber
made of beech (beech LVL, 20.3%). Other species or types of wood products comprised less
than 5% each (OSB, solid wood panel, particleboard, ash, oak, beech, radiata pine, spotted
gum, spruce LVL and radiata pine LVL). All timber was stored in a normal climate with 20° C
and 65% relative humidity and the moisture content was not measured. This is important to
note as the moisture content of beech LVL usually is only around 6% to 8%, whereas that of
spruce lies between 10% and 12%. The recorded density was measured as global value of
one timber piece, on which more than one test was carried out (see footnote 30). This
means that the recorded value must be considered a gross density without any further in-
formation concerning the wood characteristics directly around the screw. Mostly, timber
was not predrilled (76.5%). Predrilling occurred in 23.5% of all tests and not only hardwoods
were predrilled, but also spruce. Predrill diameters ranged between 57% (spruce only) and
85% (beech LVL only) of the nominal diameter. The angle between screw axis and fibre di-
rection was mainly 90° (88.6%) and all head pull-through tests® and insertion moment
tests®” were carried out at 90°. Withdrawal tests instead were carried out also at other an-
gles to the grain (from 0° to 90° in steps of 15°). Table 5-2 gives an overview of the tests
contained in the database.

85 tis important to underline here that martensitic stainless steels can be hardened through a heat treatment,

whereas austenitic stainless steels cannot. Austenitic stainless steels may benefit from work hardening, similar

to other types of steel, and have a higher corrosion resistance than martensitic steels.

86 Except for 40 tests carried out at 60°.

87 Except for 10 tests carried out at 30°.
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Table 5-2 Composition of database. Number in parenthesis is number of series.
Tensile Yield Torsional  Insertion  Withdrawal Head
capacity moment  moment moment  capacity pull-through
Fe My capacity  Minsert Fuw capacity
Mior Fhead
Number of tests 3851%(391) 2921*(298) 3647 (368) 6863 (524) 7632 (579) 2864 (246)
Of which stainless steel 1085 (114) 756 (81) 1015 (107) 860 (77) 474 (37) 330(27)
Of which hdg” 10 (1) 10 (1) 10 (1) 10 (1) - -
Of which unhardened” 50 (5) 50 (5) 50 (5) 10 (1) - -

+

More values (15 tests) are available, which however are unrealistically high, see also caption to Figure 5-4.
hdg = hot-dip galvanised.

#  Only screws made of carbon steel.

5.3  Steel properties

Note: Parts of this chapter were already published in Sandhaas and BlaR (2021).

5.3.1 General

The steel properties to be determined in the framework of certification testing are the yield
moment M,, the tensile capacity F: and the torsional moment capacity M. Generally, 10
tests per property were carried out. The three properties can be analysed individually, which
means that individual test results can be considered, e.g. to evaluate if shank ribs have an
influence on the tensile capacity of partially threaded screws. Furthermore, steel properties
can be compared within test series, e.g. to investigate the relationship between M, and M.
For the latter case, only mean values can be used, as there is no direct relationship between
individual test values. For instance, the torsional moment capacity cannot be measured on
the very screw that was used to determine the yield moment®. This issue was already dis-
cussed for nails in sections 4.3 and 4.4, where also here, screws may be from different
batches. Per screw type, the thread, type of steel and final conditioning (e.g. hardening pro-
cess) may be the same, but other parameters such as head type and length may differ. As
head type and length, among other parameters, are assumed to have no influence on the
steel properties, these must not be determined for each individual screw, but the screws
can be grouped instead. For example, M, may be determined on a partially threaded screw
with a length of L;, whereas My, is determined on the same screw but with a length of L,.
The third property F; finally is evaluated using again screws with a length of L; but with a

88 ror long screws, this does not hold; e.g. if long fully threaded screws are considered, steel properties can be

determined on the same screw, albeit on different parts of the thread (M- always with screw head).
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different head type. Therefore, experimental values for My, Fr and My, contained in the da-
tabase are grouped although screw parameters are different, notably length and head
type®. For certification purposes indeed, these groups are used to derive characteristic
screw properties. In terms of bandwidth and representativeness of the database, this variety
may be helpful.

It is important to note that the considered My-value is the value at a bending angle of 45°,
where the bending angle includes elastic bending and eventual machine slip (for an in-depth
discussion on this, please refer to section 5.3.2). Furthermore, stainless steel screws are
particular as the weakest section may be the smooth shank and not the thread with its
smaller inner diameter (work hardening effects, see also footnote 85). However, the reports
do not mention where steel failures occurred and only in one report, it is explicitly stated
that the yield moment was evaluated at the smooth shank.

The database contains 298 test series with 2921 individual results for M,, 391 series with
3851 individual results for Frand 368 series with 3647 individual results for My,,. In total, 265
series are available where all three properties (M,, Fi, M) were evaluated. For 60 series,
only results for My, and F; are available. In 19 series, only M, and F; were tested and five
series contain results for M, and M. No comparisons between steel properties can be
made for further 94 series as in those only one property was determined. All test results
were excluded where failures due to production or screw design errors occurred, e.g. heads
were pulled off during a tensile test because the drive was too large. This is done also when
calculating characteristic properties in the framework of certification testing. Moreover, un-
realistic high values were deleted (see also Table 5-2).

As a first step, the influence of some recorded parameters was investigated. As a result, it
can be stated that shank ribs do not have any influence on the steel properties, which is why
this parameter was ignored in all further analyses. The type of steel instead is known to have
an influence, with stainless steel screws having lower properties. This general statement can
be confirmed with the database as is shown in Figure 5-4 for the properties “yield moment
stress omy” and “tensile strength fi”. The (extrapolated) trendlines for stainless steel lie be-
low those for (hardened) carbon steel, where however the correlation is error-prone for
larger diameters of stainless steel screws due to the lack of test results. ow, and f: were not
measured (M, and F; were) and were calculated. Here, oy was calculated using Eq. (3-1)
and f; using Eq. (4-3), where in both cases the measured inner diameter d; of the screws®®
was used. Moreover, strength values tend to decrease with larger diameters. This was
already observed for nails (see Figure 4-2), for which it can be explained with work hardening
effects due to cold drawing. Such an explanation does not hold for screws, at least not solely.

89 |Information concerning different parameters was not deleted; screws can still be distinguished.

90 Only in one report, it is explicitly stated that M, was evaluated at the smooth shank and hence, the diameter

of the smooth shank was considered; f: and fior were still evaluated using the inner diameter.
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Also for screws, work hardening effects will take place when rolling the thread and
consequently, screws with thinner inner diameters (and hence smaller nominal diameters)
will “benefit” more from work hardening. Subsequent hardening of screws, a process that
includes a heat treatment, may reverse the effect of work hardening, but it will lead to
higher properties. This heat treatment may again affect screws with thinner inner diameters
more than thicker screws, leading to higher properties of screws with decreasing nominal
diameters. In other words, the steel strength is not homogeneous over the cross-section.
This can also be the aim of certain hardening procedures such as carbonitriding, where only
the outer fibres are hardened to provide a better torsional resistance (Ringhofer, 2017). Also
the screw length may influence the steel properties, as the rolling of a long thread may lead
to more notches, which in turn lead to reduced properties. However, concerning such a
dependency, only a very slight trend is observed in the database, because not enough data
with variable screw lengths per diameter is available, and the use of longer screws is
correlated with larger diameters.

25004 ©carbon +inox 25004 ©carbon
I 5000 Ahdg X unhardened © 2000 +inox
E ] g ] Ahdg
A <
L 15004 < 15004
@ ®
= g
g 1000 % 10004
[J]
=] =
£ 2
% 5004 + 2 5004
2
O [ [ [ [ [ [ [ [ O [ [ [ [ [ [ [ [
2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16
Nominal diameterin mm Nominal diameterin mm

Figure 5-4 Left: Yield strength owy. Right: Tensile strength f; (The encircled high tensile strength values of
> 2000 MPa for 12 mm screws were deleted, see also Table 5-2), unh. = unhardened. Inner diame-
ters were used to calculate strength values. Trendlines for carbon and stainless steel screws are
shown.

Figure 5-4 shows further points. Although the trendline for stainless steel screws lies below
that for (hardened) carbon steel screws, stainless steel screws may reach high strength
values; i.e. not all stainless steel screws have per se lower mechanical properties than carbon
steel screws®. As stated in section 5.1, martensitic stainless steels with higher properties
are also used for timber screws, and these may reach strength values that are comparable
to those of carbon steel screws. This is confirmed when looking at the histograms given in
Figure 5-5, where two distinct groups can be identified when looking at stainless steel

91 The trendline for stainless steel screws in Figure 5-4 on the left may be biased by the outliers at dnom =8 mm.

These low values around Owmy,mean = 416 MPa stem all from the same report and were calculated using the
diameter of the smooth shank, as M, was evaluated at the smooth shank.
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screws. In Figure 5-5, the strength values were calculated from the experimental values of
M,, Fr and My, and using the measured inner diameter d;: (top) owy using Eq. (3-1) with dj,
(centre) f; using Eq. (4-3) with d; and (bottom) fer as follows:

M M
For :\/g' tor :\/§~ tor 51
‘ Zeor z-d} /12 (5-1)
where
fror “Torsional strength” in MPa
V3 Correction factor to account for difference in shear and tensile strength:

r=fy/\/§ . Without correction, strength values cannot be compared.
Mtor Torsional moment capacity in Nmm
Ziorpl Full plastic polar section modulus of a circular section in mm?

J

The “yield moment stress owm,” (top) and the “torsional strength fi” (bottom) are
comparable, whereas both are higher than the “tensile strength fi” (centre). Different stress
states during the different tests may lead to this. For instance, during a test to determine
M, and Mo, the outer fibres are first stressed whereas during a tensile test, the whole cross-
section is stressed. As the hardening procedure is not influencing the whole cross-section
evenly, the outer fibres with higher strength may lead to higher ow,- and fi-values. Such a
hypothesis should lead to more prominent differences for large diameters, as the hardening
should be more efficient for small diameter screws. This can be confirmed when analysing
the database; small diameters (ds,om < 4 mm) have slightly higher mean strength values than
large diameters®2. This dependency on the diameter is one of the factors influencing the
scatter observed in the strength values shown in Figure 5-5. Strength values for hot dip
galvanised and unhardened carbon steel screws are excluded in Figure 5-5; where
unhardened screws had fi-values between 455 MPa and 648 MPa, o, = 570...764 MPa and
fror =595...780 MPa. Figure 5-5 shows furthermore that the scatter of steel properties within
the whole population of screws is significant. This is in stark contrast to the scatter within
the single test series determining M,, F: and Mo, where coefficients of variation larger than
0.05 were observed only in 3.5% of the series (see also Figure 5-12 on the left).

%2 Mean strength values in MPa, COV in parenthesis (high for inox due to differences austenitic/martensitic)

Carbon steel Stainless steel

Oy ft Gior Oy ft Olor
Small duom | 1629 (11%) | 1348 (11%) | 1647 (14%) | 1413 (27%) | 1094 (28%) | 1357 (30%)
Large doom | 1421 (17%) | 1222 (16%) | 1447 (17%) | 1212 (29%) | 1079 (29%) | 1286 (27%)
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Figure 5-5 Histograms of strength values per type of steel. Results for hdg and unhardened screws are not
shown and only results for screws with recorded inner diameter d; are considered.

Moreover, Figure 5-5 on top shows implications around the already discussed weakest
section of stainless steel screws, which may be the smooth shank although its diameter is
larger than the inner diameter of the thread. The outliers around oy, = 420 MPa visible in
Figure 5-4 on the left are again visible in Figure 5-5 on the top. They all stem from one test
report where it is stated that M, was evaluated at the smooth shank and where hence, the
diameter of the smooth shank was considered to calculate the yield strength instead of the
(smaller) inner diameter, i.e. leading to lower auy-values. Also the second group of low oy~
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values around 665 MPa stem all from one report, where however no information is given
concerning the location of the M,-tests and hence, the inner diameter was used to calculate
strength values. The same tests led to the lowest values for f; for stainless steel screws. As a
consequence, it is hard to judge the reliability of the upper and lower boundaries of the
strength values for stainless steel screws shown in Figure 5-5.

In general, M, at a bending angle of 45° measured by the testing machine or at rupture is
considered in the database (see also sections 2.5 and 5.3.2), whereas Fiens and Mo, are max-
imum values, determined without deformation measurements. This statement leads to the
question if it is correct to compare the values given in Figure 5-5 or if other M,-values should
be considered; i.e. the value modified in accordance with BlaR et al. (2000), Steilner and BlaR
(2014) or at a bending angle of a = 45/d®’. As any comparison done here is based on capac-
ities at failure, i.e. at full plastic capacity, it can be postulated however that it is correct to
consider M, at 45° and not any modified lower value®.

Apart from the screw diameter, also the screw type specified in Table 5-1 may influence the
steel properties. The following observations made during testing are the reason behind this
hypothesis:

e Tensile tests: Screws usually fail in the threaded part with the smallest stressed area (in-
ner diameter). Austenitic stainless steel screws however may also fail in the smooth
shank although the diameter of shank is greater than inner diameter. This leads to
smaller tensile capacities of partially threaded screws in comparison to fully threaded
screws (of the same group). An explanation is that work hardening effects do not occur
in the smooth shank of austenitic stainless steel screws.

e Yield moment tests: The weakest section of partially threaded screws usually is in the
area of the last thread directly adjacent to the smooth shank (the “transition” area). This
may be due to local stress concentrations. Within the same group, partially threaded
screws may hence have lower yield moments in comparison to fully threaded screws.

e Often, fully threaded screws have higher steel properties than partially threaded screws,
as the latter are less hardened®.

Figure 5-6 shows all three steel properties versus the nominal diameter (excluding data for
hdg and unhardened screws as those lead to a bias in the regressions). Nearly 90% of all
screw types were partially threaded and fully threaded screws. The black and red lines in
Figure 5-6 are the quadratic trendlines for partially threaded screws (the red line) and for
fully threaded screws (the black line). Considering that the trendlines for nominal diameters

93 Comparisons of steel properties are still not fully correct, as hardening effects are not considered. Further-

more, some screws can reach even higher M,-values for bending angles > 45°, although in general, moment-

rotation curves are only weakly inclined once plastic behaviour is reached, see also Figure 2-3.

o4 Fully threaded screws need high steel properties to allow for insertion without breaking.
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larger than 12 mm are not reliable (few test results and no results for partially threaded
screws), the two lines do not differ significantly. Therefore, on the level of individual test
results, no difference between screw types can be found. Screws with a nominal diameter
of 8 mm, the dominating diameter in the database, however seem to form distinct groups,
where partially threaded screws scatter less and do not reach low values.

Figure 5-6 on the top shows additionally the mechanics-based plastic bending moment
Mmech calculated in accordance with Eq. (5-2).

1
Moo =g~1zoo MPa-(0.64-d,,,)’ (5-2)

where

1200 MPa Mean value of tensile strength of all screws (mean of 3846 individual values,
COV =21%), calculated using the inner diameter d;: figi= Ft - 4 / (7 d?)

0.64 0.64 is the mean ratio of di/dnom (mean of 27282 individual values, COV = 5.6%)

The current state of knowledge postulates that the yield moment of self-tapping screws
must be experimentally determined, as it cannot be calculated using standard equations
such as Eq. (4-1). The complex screw geometry, work hardening effects through cold form-
ing and hardening processes lead to complex stress states in the screw cross-section when
it is bent and hence the yield moment may not be easily captured by simple models. More-
over and as discussed in depth in Ringhofer (2017), the stressed area to consider when
transforming capacity into strength is not even circular in the case of screws. However, Eq.
(5-2) was applied to verify the predictive quality of such a simple equation, and it
corresponds astonishingly well to the trendlines considering that one mean value for tensile
strength and “inner diameter” was used. This result motivates a closer look into possible
simple calculation models valid for screws. Such an analysis could be made in analogy to
section 4.4. The potential result would be a regression equation allowing for the calculation
of characteristic values, which is based on tensile strength and diameter as input. Such an
approach could furthermore allow for elimination of yield moment tests, which, considering
difficulties with testing (see next section 5.3.2), would eliminate an uncertain parameter.
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Properties versus nominal diameter dnom, identified by screw type and excluding data for hdg and
unhardened screws. From top to bottom: Yield moment M, (69.3% partial thread, 17.5% full thread),
tensile capacity F: (70.4% partial thread, 17.4% full thread), torsional moment capacity M (66.6%
partial thread, 20.5% full thread). The black and red lines are the quadratic trendlines for partially
threaded (red) and fully threaded (black) screws. The left and right columns differ in scale.

Discussion of test procedures, using the example of M,

Before further analysing the steel properties, issues arising from test specifications must be
addressed. Lack of clarity in testing standards is indeed hampering proper analysis of test
data. Although the tests contained in the database stem all from the same laboratory and
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hence, tests were carried out using the “same” methodology and equipment, changes in
testing standards lead to difficulties when comparing results. This issue was already ad-
dressed in section 4.5, where changing requirements concerning the selection of timber
species for withdrawal tests were discussed. Concerning screws, the determination of the
yield moment changed over the years. However, the prescribed test method was always a
four-point-bending test. In the first assembled testing reports, the yield moment was deter-
mined at the maximum bending angle < 45° measured by the testing machine. In order to
obtain characteristic values, this raw testing data must then be modified. In the past, the
value was modified applying the equation given in BlaR et al. (2000). Later, the method pro-
posed by Steilner and BlaR (2014) was applied to change the shape of the moment-rotation
curve in order to consider only plastic bending. Meanwhile, the EAD for screws (EAD 130118-
00-0603, 2016) states that the yield moment “is the value at the plastic bending angle
a=45/d%7 degrees”®®, whereas neither EN 409 (2009) nor EN 14592 (2012) mention the
word “plastic”. Still, both EAD and EN 14592 require a reduction of the angle a at which the
yield moment must be read; i.e. @ =45/d*’. Moreover, EN 409 prescribes different bending
angles for different fastener types and timber products, leading to different bending angles
for different wood densities. All these changes in the course of time make comparisons dif-
ficult. This explains, why raw data measured by the testing machine at a bending angle of
45°% js recorded in the database. Hence, any calculated characteristic values will be differ-
ent from the values given in technical documentation unless the raw data is corrected as
explained above.

Looking at the broader picture of potential future databases containing results of different
laboratories, which can be used for stochastic analyses, vague testing standards exacerbate
the problem. For instance, in EN 409 (2009), the test location along the screw axis is not
specified. Especially for partially threaded screws, the exact definition of this location is nec-
essary in order to determine M, in the weakest section. Furthermore, different test setups
are conceivable when consulting EN 409, which prescribes a four-point bending test. Above
all, itis not clearly stated that the screw must be allowed to move horizontally, so that there
is scope to find the weakest section. Additionally, the range of the free length L, between
the two load insertion points, which influences M,-values, is with d and 3 - d too large (see
also Figure 5-8). Another issue not addressed by the testing standard is the fact that most
test setups measure the global bending angle, whereas only the plastic (not elastic) bending
angle should be considered. Steilner and BlaR (2014) addressed this issue and proposed a

9 One of the reasons for reducing M, is the assumption that the full plastic bending capacity is not reached in a

real joint as the fasteners will not deform sufficiently (see also BlaR et al., 2000).

% |nthe database, the M,-values given were measured values at rupture or at a global maximum bending angle

or at 45° (including elastic and plastic deformation), determined using the moment-rotation curves of the test-
ing machine and hence including further errors due to e.g. machine slip. The method proposed by Steilner and
Blass (2014) was only used for the most recent 11 testing reports with in total 30 test series for M,. For these
series, the original moment-rotation curves of the testing machine are not available.
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solution to determine the plastic bending angle. However, machine slip is still included, as
the standard test setup used at KIT measures the bending angle directly through the rotation
of the machine®’. This is less of an issue because registered values for M, are generally very
close to the plateau value (full plasticisation), where only a very slight increase in yield mo-
ment with increasing bending angle is observed (see also Figure 2-3 on the left).

Different laboratories may therefore determine different M,-values for the same screws. To
look into this, some tests in accordance with EN 409 were carried out in two different labor-
atories. The location, where M, was to be tested, was determined beforehand. The few pre-
liminary tests presented here must be considered as being illustrative; no thorough test
planning nor a properly documented test execution was taking place. Figure 5-7 shows these
few tests using seven different screws and one steel dowel. Concerning the location, fully
threaded screws and dowels were tested in the centre; partially threaded screws were
tested “at the transition” between thread and smooth shank. One partially threaded screw
was tested at three locations: in the centre of the thread and of the smooth shank and at
the transition. It can be seen that, although the exact test location was defined, one labora-
tory obtained higher values for partially threaded screws tested at the transition, with a
maximum difference of 35%. The laboratory obtaining the smaller values tested “in the last
thread directly adjacent to the transition” as is shown in Figure 5-7; the other laboratory
tested “close to the shank ribs of the transition”, obtaining in general higher values for M,.
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Figure 5-7  Yield moments determined in two laboratories. Exemplary photo of weakest section of partially
threaded screws (“last thread directly adjacent to the transition”).

97 This slip is reduced as much as possible and a calibration was carried out to eliminate machine slip in the

experimental curves.
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5.3 Steel properties

This discussion can be underlined with test results presented in Kuck and Sandhaas (2022),
where bending tests were carried out at different screw cross-sections and with different
free length values L,. The 160 mm long screws had a nominal diameter of d,om = 8 mm and
a partial thread with a thread length of Lz =80 mm (ds = 5.8 mm, d;= 5.4 mm). The results
are given in Figure 5-8, where the procedure in accordance with Steilner and BlalR (2014)
was applied to subtract the elastic bending deformation from the global moment-rotation
curve. Concerning different screw cross-sections, obviously, the yield moment is higher in
the smooth shank section with its larger diameter. The general shape of the M-a-curve
shows a nearly perfectly plastic behaviour for the results in the transition area and in general
stiffer results for the smooth shank area. Concerning the free bending length, the tests with
“no free bending length L, = 0”°® and hence small bending radii result in higher moments at
smaller bending angles, as then the full plasticisation of the cross-section is reached more
swiftly. The different bending radii can be seen in Figure 5-9 where four screws after a bend-
ing test are shown together with a screw taken from the birch joint shown Figure 2-2. More
simple three-point bending tests, e.g. in accordance to ASTM F1575/F1575M (2021) or as
presented in Bader et al. (2016) could be a viable option to overcome at least some of the
testing issues of four-point bending tests in accordance to EN 409 (2009).
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Figure 5-8 Moment-rotation curves for partially threaded screws with dnom = 8 mm determined at different lo-
cations “thread”, “smooth shank” and at the “transition area” and with varying free bending length
Lot = L2=30 mm; e L>=2 dnom; = = L2=0.The curves were adjusted for their elastic component
in accordance with Steilner and BlaR (2014). (Kuck and Sandhaas, 2022)

o8 Obviously, L> =0 is not possible, it was chosen to be as small as possible. Likewise, the largest free bending

length L, = 30 mm used during the tests was the largest L, that could be accommodated by the test rig.
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Screw taken from test specimen
(Figure 2-2)

B/ (& \“‘I & ,=0
j A '1' h
L2=30mm

L>=0

Figure 5-9 Comparison of bending radii at L2 = 0 and L2 = 30 mm and screw taken from joint test specimen made
of birch glulam after failure (Figure 2-2). (Kuck and Sandhaas, 2022)

5.3.3  Comparison between My and Mo

Considering these difficulties in determining an experimental value for M,, the best would
be to abandon the tests and, if possible, to determine the yield moment indirectly. Recalling
section 4.4, where the yield moment of nails was analysed, an analogous analysis could be
carried out here, where the yield moment of screws is considered being a function of the
tensile strength and the diameter. For screws, however, this is not as straightforward as for
nails, because the definition of “the diameter” and the steel properties of the cross-section
are more complex. For instance, the difference between inner and outer (nominal) diameter
is much larger for screws, with the inner diameter being between 54% and 85% of the nom-
inal diameter. Moreover, the diameter is not only needed explicitly in any possible equation,
but also implicitly, as the experimentally determined tensile capacity must be transformed
into a tensile strength. Finally, the efficacy of hardening procedures of carbon steel screws
is depending on the screw diameter, with small diameter screws having more evenly distrib-
uted steel properties over their cross-section than large diameter screws, where the outer
part of the cross-section may show higher strength than the inner part®.

Anotheridea is given by Figure 5-5, which shows that the stress data calculated from the yield
moment is similar to the strength data calculated from the torsional moment capacity'®. A
straightforward approach without any need of geometrical data would hence be to link the
yield moment M, directly with the torsional moment capacity M. Tests to determine the
torsional moment capacity are much easier to execute than tests to determine the yield mo-
ment, and inaccuracies as discussed in section 5.3.2 are less likely to occur. Above all, the
torsional moment capacity is determined independently of any deformation; it is the maxi-
mum moment measured before the screw breaks. The torsional moment capacity is not

99 Here, the discussion in section 5.3.1 is recalled, including Figure 5-5 and footnote 92.

100 Rainer Garlacher was the first to propose this.
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5.3 Steel properties

needed for design; the test is carried out to make sure that screws can be drilled in without
breaking. For this purpose, M is compared with the insertion moment Minsert (section 5.4).

If Mior is directly compared to M,, the torsional moment capacity tends to be slightly lower
as can be seen in Figure 5-10 on the left. In total, 270 series were considered, as only for
these series both M, (2646 individual values) and M (2670 individual values) were deter-
mined. Of the 270 series, 241 series (89%) had higher M,-values than M,-values. However,
a direct comparison between yield moment and torsional moment capacity cannot be done
from a mechanical point of view, as a four-point-bending test leads to normal stresses in the
screw, and a torsional test to shear stresses (see also correction factor in Eq. (5-1)). Further-
more, not only the “stress type” is different, but also the section moduli differ. As a conse-
quence, a corrected Mor,corr Was used in Figure 5-10 on the right:

d’fe

Mtor,corr = \/§ M -

where

M tor,corr
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Mtor
Ztor,pl
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Left: Yield moment versus torsional moment capacity. Right: Yield moment versus corrected torsional
moment capacity. Mean values of 270 test series. Red line is bisect line, black line is trendline, dotted

line is 95% confidence interval.
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Figure 5-11  Left: Yield moment divided by corrected torsional moment capacity. Right: Studentised residuals ver-
sus expected values of Eq. (5-4)

Apparently, the accordance between M, and Mo corr is better than between the uncorrected
mean values. In Figure 5-11 on the left, the data of Figure 5-10 on the right is again shown,
but in terms of M, divided by Mo corr Versus nominal diameter. The mean value of all 270
ratios is 0.99 with a coefficient of variation of 8.3%. The two outliers encircled in red were
checked. The upper circle identifying the highest ratio of 1.36 belongs to a test series, where
the yield moment was determined on screws with a length of 50 mm, and the torsional mo-
ment capacity on screws with a length of 70 mm.

The lowest ratio of 0.59 instead stems from a series where the same screws were tested.
The screws were stainless steel screws with a mean tensile and yield strength value of
580 MPa and 508 MPa, which are low values considering Figure 5-5, and a considerably
higher mean torsional strength of 858 MPa. It is unknown if maybe the same screws, but
from a different batch were used.

The scatter of the ratios in Figure 5-11 on the left is however too high to simply apply Eq.
(5-3) in order to calculate the yield moment M, as 1.1 - My, The horizontal reference lines
at 1.2 and 0.8 show that consistent differences between mean values of M, and Mo corr Of
+20% are present. The scatter of the ratios however seems to decrease slightly with larger
diameters. Transforming mean values into characteristic values calculated in accordance
with EN 14358 (2016) and recalculating the ratio does not change the general picture. An-
other path to find a relationship between M, and M, is a statistical analysis and hence, a
linear regression was carried out leading to the following equation (R = 0.99):

My,mean =1.08- Mtor,mean +e (5'4)

where

M, mean Expected value of mean yield moment

Miormean  Experimental mean value for torsional moment capacity (independent variable)
e Residuals
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5.3 Steel properties

Eq. (5-4) confirms the theoretical outcomes of Eq. (5-3). A benefit of any regression analysis
is that a residual analysis can be carried out, in order to gain a better understanding of the
data. Figure 5-11 on the right shows the studentised residuals versus the expected values
My, mean, Where nine series have studentised residuals larger than |3| and should hence be
excluded (Hartung, 2009, p. 586). Looking at the distribution of the studentised residuals
however, it gets clear that excluding all values larger than | 3| is a never-ending story, as due
to the cluster of values at small expected My, mean, further studentised residuals come to lie
above | 3| with each new iteration step. The distribution indicates that larger expected val-
ues, i.e. screws with larger diameters, have larger studentised residuals'®. This is confirmed
when looking at statistical diagnostic plots implemented within SAS that show that only
screws with nominal diameters > 10 mm (and three series with dn,om = 8 mm) have critically
high leverage and Cook’s distances?®?. When considering the clear linear trend of Figure 5-10
and the symmetric scatter of the ratio of £20% in Figure 5-11 on the left, the linear regres-
sion model itself is appropriate and hence not the cause for these statistical shortcomings.

When re-examining the database, it becomes clear that for screws with dnom = 10 mm, M,
and M, were tested on screws with a different length in 12 of 43 series (28%), whereas only
for 28 of 227 series (12%) with screws with dnom < 10 mm, different screws were used. This
is a (slight) indicator that, similar to nails, properties of screws with a certain length should
not be extrapolated to the “same” screws of a different length. Here, the general production
process of a screw can be recalled, where long threads are rolled in parts, leading to poten-
tially unsmooth transitions within long thread lengths. Obviously, seeing the large difference
of available test data (43 series versus 227 series), there is also a clear lack of testing data
for screws with larger diameters, that may influence regression analyses.

Concerning the variation of the test results, no difference can be observed within the differ-
ent test series. Figure 5-12 on the left shows standard deviations of all series determining
M, and Mo, where 3.4% (M,) and 3.5% (M) had standard deviations higher than 0.05. The
standard deviations were calculated in accordance with EN 14358 (2016) and based on a
lognormal distribution. Standard deviations seem to decrease with larger diameters, indi-
cating that not enough test results are available. Contrary to nails, one property was usually
evaluated using the same screws, i.e. of the same length, same package, same batch. In-
deed, for nails, observed standard deviations were higher (see Figure 4-5 on the right),
which can be explained with the fact that nails from different batches were tested within
one series.

101 Similar to the residual analysis carried out in section 4.4.1, simple statistical tools that test for heteroscedas-

ticity do not identify this; e.g. the VIF is 1.0.

102 Of the available 43 series on screws with dnom 2 10 mm, 38 had high leverage, were identified as outliers or a
combination of both.

111



5 Screws

— 0154 ovyield moment 1.6+
© 2 1.54 o
E o104 3 14 o
9 S : o [)
o 0 S 134 8
o ] P
= 2 1.2
o -
: 7 § 12 Wlo o]
s W I
g 1 oy . e .
o + s 0.94 00 8 °
© i o 0.8 ©
2 0101 + g 0
i tona| & o071
n +torsional moment o
015\ [l [l [l [l [l [l [ 06\ [ [ [ [ [ [ [
2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16
Nominal diameterin mm Nominal diameterin mm

Figure 5-12  Left: Standard deviation s, of 298 test series for M, and 368 test series for M. Right: Boxplot of
ratios of characteristic yield moments divided by characteristic torsional moment capacities, which
were calculated in accordance with EN 14358 (2016) using uncorrected Miovalues. 5™ and 95t per-
centiles are specified. Horizontal line at 0.94 indicates observed 5% percentile.

Therefore, complex four-point bending tests could be replaced by much simpler torsional
tests, which are independent of any deformation measurements. The motivation for this
statement are the comparisons shown in Figure 5-10 and the accordance between theoret-
ical and statistical approach (Egs. (5-3) and (5-4)). The observed scatter when comparing M,-
with corrected My,-values (Figure 5-11) is probably due to the following main issues:

e Data for large diameter screws are missing.

e Properties were not always determined on the same screws (i.e. same batch, same
length).

e Dependency of M,-values on deformations and hence more difficult to determine than
the ultimate value of M.

e Effect of hardening is unknown.

Despite these issues, characteristic values for M, need to be derived in order to provide for
safe design values. As M, was generally slightly higher than M, see Figure 5-10 on the left,
this natural safety margin is utilised. This means that uncorrected M,-values were used to
calculate 5% percentiles in accordance with EN 14358 (2016) and based on a lognormal dis-
tribution. These M k-values then represent predicted M, ,-values. Analogously, 5™ percen-
tiles for the yield moment were calculated for each of the available 270 series. Figure 5-12
on the right shows a boxplot of the ratio of characteristic values, M, « divided by Mok, versus
the nominal diameter. The observed 5" percentile is 0.94. This means that too many pre-
dicted M, ,-values (equal to M k) are higher than the experimentally based M, «-values. An
additional conversion factor of 0.94 is hence needed. Eq. (5-5) shows a possible equation to
calculate M, x based on (uncorrected) My, k-values.
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5.3 Steel properties

My,k 20-94'Mmr,k (5-5)
where

M, Characteristic value of yield moment

Mior Characteristic value of torsional moment capacity (based on tests)

Simply eliminating tests to determine the yield moment is not constructive however. The
ability of screws to bend without rupture cannot be validated with torsional tests. Current
commonly accepted design practice asks for sufficient ductility of joints and hence sufficient
elongation of screws'%. Independently of any possible changes in methodology, the findings
of this section allow for plausibility checks, as a comparison of M,- and My,-values can help
to identify erroneous values.

5.3.4  Calculation of yield moment using tensile strength

In analogy to section 4.4.1, nonlinear regressions were carried out using the model approach
given in Eqg. (4-4), where for nails, the measured nominal diameter was used. All individual
steps are analogous to those taken in section 4.4.1, excluding the generation of simulated
values. The procedure was iterative, eliminating all outliers with studentised residuals larger
than |3]. The regression was carried out based on mean values. Table 5-3 gives results of
four different nonlinear regressions, where different screw diameters were used to calculate
the tensile strength f;. Model A used the inner diameter d, to calculate f; and to perform the
regression. This model is thought to be closest to the true mechanical behaviour, although,
as discussed before, screws do not have a circular cross-section with a constant diameter
and any stress concentrations are not considered. Model B used the measured nominal
diameter d, (outer diameter), analogously to the regression carried out for nails. Model C is
hybrid, because d;is used to calculate f; and dnom is used for the regression. The idea behind
model Cis that it would be possible to give a tensile strength instead of a tensile capacity in
technical documentation, which would most probably be calculated with d.. In design then,
the yield moment would be calculated using a known diameter, i.e. the nominal diameter.
Model D uses only the nominal diameter of the screws. Finally, model E is similar to model
D. It however forces the exponent of the nominal diameter to be equal to 3. It is recorded
here that the ratio between inner and nominal diameter was between 0.54 and 0.85. For all
five models, the regression results before and after exclusion of outliers are given in order
to indicate the influence of statistical outliers, which may not be real outliers but rather
correct representations of the true scatter. Model A was furthermore applied using different

103 There is no agreement on what “sufficient ductility” is, see also section 2.2. Currently, the (EAD 130118-00-
0603, 2016) for screws asks for 10 mm joint displacement before failure, if reduced spacing rules for joints
with laterally loaded screws are requested.
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subgroups (only carbon steel, austentic or martensitic stainless steel screws), which led to
slightly different regression variables (max Aa = +0.047 and max Af=-0.1024, regression
included outliers) whilst still having R?-values of 0.99.

Table 5-3 Results of nonlinear regression for screws in accordance with Eq. (4-4). The bold model results are
shown in Figure 5-13.

' Regression variables , Excluded
Model No of series R series
a p
P 256 0.1875 3.0192 0.999 27
A My,mean =a- ft,di,mean : d/'
283 0.1771 3.0521 0.993 -
P 241 0.1519 2.9006 0.998 42
B My,mean =a- ft,do,mean : do
283 0.1526 2.9052 0.988 -
P 261 0.0884 2.7125 0.991 22
C My,mean =a- ft,d/',mean : dnam
283 0.0977 2.6748 0.963 -
P 239 0.1486 2.9105 0.999 44
D My,mean =a- ft,dnom,mean : dnom
283 0.1493 2.9101 0.989 -
5 238 0.1234 - 0.998 45
E My,mean =a- ft,dnom,mean : dnom
283 0.1208 - 0.988 -

Figure 5-13 on the left shows the experimental and the expected values for model A (with
outliers excluded). The results are presented as the ratio of experimental over expected
values in order to better identify differences between both values, seeing that the high
R?=0.999 would not allow to see these differences if the values are plotted versus each
other. Data for higher nominal diameters are scarce and the ratio scatters more for smaller
diameters?®. In general, experimental values are rather underestimated, as the ratios tend
to be above 1.0. The mean value of the ratio is 1.04 and the observed 5™ percentile is 0.94
with a COV =6.7%. Maximum differences of 28% were observed. Figure 5-13 on the right
shows again the experimental results differentiated by the type of steel and the curves for
three models, where the models are based on mean values and should hence capture the
mean experimental results. Model A is again shown, but now in terms of calculated values
in accordance with Eq. (4-4) using the variables a and g given in Table 5-3, with
di=0.64 - dpom and fidimean = 1200 MPa (see Eq. (5-2)). For model D, the nominal diameter
was considered in Eq. (4-4), and the mean tensile strength was calculated using the nominal

104 of all 256 series, the most frequently used nominal diameters were 5 mm and 6 mm with 37 series each, 32
series were with 4 mm, 4.5 mm and 8 mm were tested in 31 series each, 22 series were with 3.5 mm and 17
with 10 mm.
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5.3 Steel properties

diameter, which lead to a value of f: anom,mean = 484 MPa (COV = 22%, 3856 individual values).
Finally, also the curve in accordance with the current equation given in Eurocode 5, Eq. (4-1),
is given, where all input values are referred to the nominal diameter (as in model D). Fig-
ure 5-13 on the right shows that the regression results do not differ much, which implies
that the nominal instead of the inner diameters can be used in such equations. Eq. (4-1) is
less steep, hence works less for smaller diameter screws and better for larger diameter
screws. However, all of the models overestimate the yield moments for larger diameter
screws, at least considering the few available test results. This is, probably, a consequence
of decreasing tensile strengths with increasing diameters as shown in Figure 5-4 on the right.
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Figure 5-13  Left: Ratio of experimental My, mean OVer expected value of model A excluding outliers. Right: Individual
experimental results (2921 values, hdg and unhardened excluded) and calculation results using the
regression variables given in Table 5-3: Model A with di = 0.64 - dnom and fi,d,mean = 1200 MPa, Model
D With dnom and ftdnommean = 484 MPa, current model from EC 5 = Eq. (4-1) with dnom and f;dnom,mean-
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Figure 5-14  Left: Ratio of characteristic values over My, = 0.1234 - 365 MPa - dnom>. Only test results for hardened
screws made of carbon steel are considered. The horizontal line at 0.98 indicates the observed 5th
percentile. Right: Ratio of characteristic values over model A. Group “austenitic stainless steel
screws” with fegx = 633 MPa: M, =0.1875 - 633 MPa - d>%'°2. Group “martensitic stainless steel
screws” with fidgix = 1254 MPa: My« = 0.1875 - 1254 MPa - di*°*2. Horizontal lines show observed 5%
percentiles.
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If the aim of any possible design rule is to make consultation of Declarations of Performance
superfluous, then a general characteristic value for the tensile strength valid for all screws
of a certain type of steel is needed. For instance, 365 MPa, which is the observed 5% per-
centile of the tensile strength fi gnom « Of hardened screws made of carbon steel can be cho-
sen as characteristic value. Now, model E is chosen to check regression results, and
ftanomk = 365 MPa is inserted instead of f dnom,mean. The result is shown in Figure 5-14 on the
left, where it is compared with characteristic values determined in accordance with
EN 14358 (2016) and where only hardened screws made of carbon steel were considered.
The mean value of the shown ratio is 1.35 (COV = 19%) and the observed 5" percentile is
0.98. Therefore, the chosen value for f;dnom = 365 MPa allows for a calculation of M. Fig-
ure 5-14 on the right shows analogous results, but considering model A and two groups of
stainless steel screws; “austenitic” with f;4<1100 MPa and “martensitic” with
foai > 1100 MPa (see Figure 5-5 in the centre). The observed 5" percentiles of the tensile
strength were fi i« = 633 MPa (540 observations, COV = 11%) for group “austenitic” and
fraik = 1254 MPa (535 observations, COV = 6%) for group “martensitic”’. Whereas model A
works well for the group “martensitic” with an observed 5" percentile of the ratio of 0.99,
its predictive capability is less good for the group “austenitic” with a 5™ percentile of 1.12.
Persistent large scatter can be observed and the accumulation of data for nominal diameters
< 6 mm. Figure 5-14 emphasises the challenges applying such a conservative approach using
a single strength value, as the large variety of screws cannot be represented.

5.3.5 Conclusions regarding the steel properties

The test results contained in the database showed clearly the challenges concerning steel
properties of screws as a result of their variety. Contrarily to staples and nails, self-tapping
screws are much more versatile in terms of used steel grades and productions methods, and
also hardening procedures impact considerably on their diversity. Therefore, tensile and tor-
sional tests will remain necessary to establish these two basic properties. Concerning the
yield moment, design equations of manifold shapes are possible, but all of them can repro-
duce only a conservative value for M, , if the whole population of self-tapping screws is
considered. The observed coefficient of variation within the single test series is approx. 5%
as can be expected when dealing with steel properties, see also Figure 5-12 on the left. Be-
tween test series however, for instance considering screws with a nominal diameter of
8 mm, observed coefficients of variation were approx. 12% for carbon steel screws and ap-
prox. 28% for stainless steel screws. Consequently, the derivation of general equations valid
for the whole screw population comes with the cost of conservative values for certain
screws leading to wrong predictions of joint failure modes, which will be problematic e.g. in
seismic design. Particularly screws made of stainless steel should, at least, be divided in aus-
tenitic and martensitic stainless steel. If such a simple approach is wished for and if no dif-
ferentiation between diameters is made, the database must be extended with data for
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larger diameters, as any design equation derived does not hold for diameters larger than ca.
10 - 12 mm, which gets particularly important if exponential approaches are chosen.

Concerning the experimental determination of the yield moment, EN 409 (2009) should be
reviewed, extended with precise guidelines e.g. concerning the free testing length, and it
should only be used to show that screws have enough deformation capability before break-
ing. If this is not wished for, then also precise information concerning the definition and
measurement of the bending angle should be included. Finally, a decision must be taken at
which bending angle the yield moment shall be determined and how to deal with the higher
yield moment in the smooth shank area of partially threaded screws.

54 Insertion moment

The insertion moment My is an important property that helps understanding the re-
sistance of screws to being drilled into timber. Myt is not needed for design; it only ensures
that screws can be inserted without breaking. For certification purposes, the characteristic
torsional moment capacity Mo« must be at least 50% higher than the mean maximum in-
sertion moment Minsertmean (EAD 130118-00-0603, 2016)%. During a test to determine
Minsert, the relationship between measured insertion moment and insertion depth is rec-
orded, and Minsert is the maximum value reached until the screw head touches the timber.
The speed of the insertion process was always 100 rpm?%, and the screw with the longest
threaded part was used. One series of usually 10 or 20 tests was carried out using the same
piece of timber with a density higher than the mean density of the used species/strength
class®”. A proper selection with regard to density is important, as the insertion moment
increases with increasing densities. If a screw can be inserted in spruce, this does not mean
that it can also be inserted in beech LVL as well. To guarantee that no steel failures occur
during insertion, a safe value for the insertion moment should be determined for each wood
species/wood product and hence, used specimens must have high densities.

105 EN 14592 (2012) instead states that Mror / Minserck = 1.5; prEN 14592 (2017) corresponds to the EAD.

106 1t is unknown if changes would influence results and what other testing bodies apply.

107 The EAD (2016) states that Minsert “has to be adjusted with the factor ks = 480/p, where pis the density of the

test specimen, when softwood strength classes C16 - C40 or GL24 - GL36 are used. For other species, Minsert
“has to be adjusted to the mean density of the respective material”. EN 14592 (2012) refers to its “annex B”,
which is not there; prEN 14592 (2017) refers to EN 15737 (2009), which only states that the density must
correspond to that of the strength class used in practice. Only annex B of the 2009 version of EN 14592 clearly
states that all specimens must have a density between 400 kg/m?* and 500 kg/m?, implicitly assuming that only
softwood is used.
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The database contains 6863 individual test results in 524 test series, where 860 were tests
with stainless steel screws and ten with hot-dip galvanised screws. Particularly long austen-
itic screws are critical, as these are not hardened'®. All data where screw failures occurred
were deleted. Except for ten tests at 30° between screw axis and fibre direction®®, all tests
were done inserting the screws perpendicular to the grain. The used softwood products
were 75.3% spruce (Picea abies), 4.1% spruce LVL and to a minor extent radiata pine (10
tests) and LVL made from radiata pine (20 tests). Except for 40 tests with predrilled spruce,
softwood was not predrilled. Concerning hardwoods, most insertion tests used beech LVL
(1005 tests) followed by beech solid timber (280 tests). Further hardwood species include
oak (69 tests), ash (20 tests) and spotted gum (10 tests). Ten tests used non-predrilled oak
and beech and 84 tests were executed using non-predrilled beech LVL. All other tests with
hardwoods were predrilled. In total, 80.8% of all tests were done using timber with non-
predrilled holes. The predrill diameters are shown in Figure 5-15 on the left. Concerning
beech LVL, generally glued laminated timber (glulam) made from beech LVL was used. The
screws were inserted into the secondary glue lines of the edge grain, i.e. the glue lines that
result from the production of glulam. These secondary glue lines were observed to be the
most punishing, which can be explained with surface densification of LVL (Frese, 2019). Only
20 tests were carried out where the screws were inserted in predrilled holes in the face
grain. Of the 20 tests using radiata pine LVL, 10 were carried inserting the 8 mm screws in
the face grain and 10 in the edge grain. Concerning tests in spruce LVL, the insertion direc-
tion is unknown in 80 of the 280 tests. In the other 200 tests, the screws were inserted in
the face grain of spruce LVL.

Only few comparative test series were carried out, i.e. where timber was non-predrilled and
predrilled (two screw types), where two different predrill diameters were applied (one
screw type) and where the screws had shank ribs or not (one screw type). Deviations from
the common test setup were recorded for 90 tests:

e 40 tests were carried out with screws with dpom = 14 mm. The shortest 14 mm screws
with a nominal length of 400 mm were directly inserted in non-predrilled spruce,
whereas the 30 longer screws with nominal lengths of 1400 mm, 1500 mm and
2000 mm were inserted in short, 70 mm deep holes of 8 mm diameter (“pilot holes”) in
order to avoid “meandering” of these long screws.

e In 50 tests, 240 mm long screws were inserted only 64 mm deep in non-predrilled
spruce.

108 | terms of certification, this is important to know, as no difference is made between carbon and stainless steel

screws for the determination of the insertion moment if the screw geometry is the same. However, if long
carbon steel screws are tested, this does not automatically mean that also the stainless steel screws with the
same length can be inserted.

109 The only series at 30° comprised 10 mm screws inserted in the edge grain of beech LVL.
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5.4 Insertion moment

The insertion moment Myt is influenced by different parameters. Many development ef-
forts of screw producers, such as the addition of rib shanks for partially threaded screws,
modified tip types and coating, aim at decreasing the resistance to insertion, which is par-
ticularly important for long screws. Looking at the whole dataset shown in in Figure 5-15 on
the right, the density is certainly not the only factor influencing Miqserr. The values larger than
65 Nm are insertion moments for 14 mm screws with a length of 1500 mm or 2000 mm.
And, looking at the few data available for spotted gum with densities above 1000 kg/m?3,
screws (dnom =8 mm) are available that have rather low insertion moments. Obviously,
Minsert depends on the nominal diameter and length. Therefore, a “normalised” value can be
calculated by dividing Minserr through dpom and Lyem™'°. However, also using a “normalised
Minsert” does not lead to a dependency on density; the general shape of Figure 5-15 on the
right remains the same. This statement, however, only holds when looking at the whole
screw population. If the same, individual screws are inserted in different wood species, ob-
viously species with higher densities have a higher resistance against insertion. This can be
seen in Table 5-4, where results of the few comparative tests are given. This means that
trends, which are discernible in comparative test series where most parameters, i.e. the
used screws, are kept constant, are not discernible anymore when looking at a much more
comprehensive database, i.e. where many different screws are used.

Table 5-4 Results of comparative insertion tests.

Spruce Oak  Ash Beech  Beech LVL
Screw 1: Partially threaded screw, dpom =8 mm, L =400 mm, Ly = 100 mm, dpredrin = 6 mm
Prmean in kg/m3 - 656 641 704 807
Minsert,mean iN NM - 4.7 5.2 55 6.9
Screw 2: Screw with two threaded parts, dnom =5 mm, L =80 mm, Lgtp =50 mm, Lgheaa = 15 mm
Prmean IN kg/m3 450 594 - 728 -
Minsert mean in NM 2.6 3.6 - 6.0 -

i plotting Minsert versus dnom and Lnom, @ dependency of Minserr ON these two geometric parameters can be ob-

served, which is reduced considerably when a normalised value for Minsert is used.
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Figure 5-15  Left: Predrill diameter versus nominal diameter; bisect line is shown. Right: Insertion moment Minsert
versus density (one piece of timber per series).

Concerning additional influencing factors, a detailed study concerning insertion moments
and withdrawal capacities of screws inserted in predrilled and non-predrilled beech LVL was
carried out by Frese and BlalR (2017). Frese and Blalk studied the insertion behaviour of dif-
ferent screw types by thoroughly examining insertion moment — insertion depth curves.
They could show that, at least for species with high densities, screws with a normal tip, a
small pitch, a large ratio between inner and outer diameter and an inorganic coating are
best suited to obtain small insertion moments. This combination of thread geometry (small
pitch and large ratio), however, led to small withdrawal capacities. A developed 8 mm pro-
totype screw had a normal tip, a pitch of 5.6 mm and a ratio between inner and outer dim-
eter of 0.68, which led to a good compromise between (small) insertion moment and (high)
withdrawal capacity. For the database, the respective parameters are shown in Figure 5-16,
where, contrarily to Frese and Blal3, insertion moment — insertion depth curves could not be
examined. The ratio between inner and outer diameter (left) does not seem to influence
Minsert, Whereas a trend can be observed when looking at the pitch (right), with smaller
Minser-values for smaller pitch values. Furthermore, a slight trend of higher Minser-values for
screws with drill tips can be observed in Figure 5-16 on the right*'!. However, reconsidering
the fact that Minsers depends on dnom and Lpom, Figure 5-16 on the right is deceptive, and all
influences vanish if again the “normalised” insertion moment is used instead of the meas-
ured value Minsert, See Figure 5-17 on the left.

Generally, the influence of geometric parameters such as pitch and ratio between inner and
outer diameter cannot be properly investigated as long as screws of a certain nominal diam-
eter are produced using always the same wire diameter. Screws are produced from wires,
where the amount of steel material of the originally round wire remains the same after cold
forming albeit in a different geometric form (thread). This means that e.g. pitch and ratio

11 More investigations concerning the influence of the screw tip cannot be made as tips are not clearly defined

geometrically.
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between inner and outer diameter are correlated. For instance, a screw with a large ratio
and a small pitch cannot be produced from the same wire as a screw with the same ratio
and a large pitch; the amount of steel of the round wire and the final thread is too different.
This leads to hidden correlations that cannot be discovered. For instance, analysis of inser-
tion moments may reveal that a small pitch leads to small insertion moments. As for a cer-
tain nominal diameter, the pitch is correlated with the ratio between inner and outer
diameter, the real influencing factor may be the ratio and not the pitch. Or rather, it is im-
possible to distinguish between both. Also thread flank angles and minor changes in tip ge-
ometry may have an influence, but were not recorded in the database.

The third parameter with a strong influence on Minsr: identified by Frese and Blalk (2017),
the inorganic coating, cannot be investigated here. If any information at all on coating is
given in the database, then anti-friction coating is intended, which, according to Frese and
BlaR, has less influence on Minsert. Therefore, even if a coating is mentioned in the reports, it
is usually not specified which type of coating it is and for 87% of all insertion tests, no infor-
mation on coating is given. A known important influencing factor on Mj.serr Was hence not
recorded and obviously cannot be analysed; rather, its effects even risk to be assigned to
other parameters.

Consequently, the database does not help to propose optimised screw geometries that help
keeping insertion moments low whist reaching high withdrawal capacities.

100+ 100

© hardwood 1 e drillitip
+softwood A half tip
§ 80+ § 801 x special tip
o * [ .
£ e , = + normal tip
@ 60+ i . S 604
£ i £
o #1 o
E 4] : o E 4]
K] H o
£ . o =
2 204 ;i g 2 204
O’\ T - T T . O’\ I I T
0.50 0.55 0.60 0.65 0.70 0.75 1 2 3 4
Ratio of inner to outer diameter Pitch in mm

Figure 5-16  Left: Insertion moment Minsert Versus ratio of inner divided by outer diameter (6763 individual tests).
Right: Insertion moment Minsert versus pitch (5593 individual tests).
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Figure 5-17  Left: “Normalised” insertion moment versus pitch (5593 individual tests). Right: Ratio of characteris-
tic torsional moment capacity over mean insertion moment; HW = hardwood, SW = softwood.

For certification purposes, Minsert is compared with My, in order to guarantee that screws
can be drilled in without breaking. Within the database, 292 series are available where both
Minsert and My, were measured. Figure 5-17 on the right shows the ratio of the characteristic
torsional moment capacity Mo« divided by the mean insertion moment Minsert mean. Miork
was calculated in accordance with EN 14358 (2016), based on a lognormal distribution and
taking the number of tests per series into account. In terms of certification process in ac-
cordance with the EAD, the horizontal line at 1.5 marks the boundary between “pass” and
“fail”. 13 series (4%) failed, where the lowest ratio of 1.0 was a series using non-predrilled
beech (Omean = 728 kg/m3, with 80 mm long 5 mm screws with two threaded parts)!!2. With
regard to practical implications, i.e. that screws must not break during the insertion process,
it may be recommendable to use 95 percentiles (Hiibner, 2013) or even maximum values
of Minsert (Frese, 2019) to compare with My «. This is of particular importance seeing the lack
of clear regulations concerning the selection of the timber pieces with regard to density, see
also footnote 107.

Finally, a further issue that has to be dealt with in practice has not been addressed up to
now. Currently, screws are inserted in timber, where the longest screws must be used, and
determined insertion moments are valid for timber classes with a certain density. Screws
are however also used in steel-to-timber joints, where different stresses act on the screws
at the end of the insertion process, i.e. when the screw heads touch the steel plate.

M2 The second black dot in Figure 5-17 on the right is the same screw, but in non-predrilled oak with

Pmean = 594 kg/m3
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5.5 Withdrawal capacity

5.5  Withdrawal capacity

5.5.1 General

The withdrawal capacity Fy is especially important for joints with screws, because these
joints are, above all other joints with dowel-type fasteners, perfectly suited to transmit high
tensile forces in axial direction of the fastener due to the high withdrawal resistance of
screws!®3. Especially joints with inclined screws are efficient, as the high axial stiffness and
capacity of screws are activated. In addition, joints with laterally loaded screws show in-
creased capacities due to a high rope effect contribution of the screws. Consequently, a
considerable amount of publications is available dealing with withdrawal behaviour of
screws, with publications by Brandner (2019), Ringhofer (2017), Brandner et al. (2018),
(2019) and Westermayr and van de Kuilen (2020) being the most recent. A particular study
was carried out in Holz (2021), who investigated the influence of pitch and thread flank angle
on the withdrawal behaviour with the aim to develop an optimised thread geometry.

Although Eurocode 5 (EN 1995 1-1, 2010) gives an equation to calculate a characteristic
withdrawal parameter fo.« (Used to calculate the withdrawal capacity), usually, technical
documentation of screw producers is consulted to obtain fox«-values. In the framework of
certification testing, withdrawal tests are carried out in accordance with EN 1382 (2016)*4,
The screws are inserted at an angle « to the grain and with a penetration length of L, “of
the threaded part”'®. The timber pieces are large enough to avoid splitting and the screw
tips are not protruding. No deformations are measured, only the maximum force during
withdrawal and the density of the timber pieces is determined.

In total, 7632 individual tests grouped in 579 series were assembled in the database. All test
results with failures other than withdrawal failures were deleted. 74.8% of the tests were
carried out with an angle &= 90° between screw axis and grain direction, 12.8% with a=0°
and 6.1% with a = 45°. The rest was carried out with angles of 15° (260 tests), 30° (80 tests),
60° (40 tests) and 75° (100 tests), where not all species were used at all angles. In general,
half of the tests per series were inserted in radial and the other half in tangential direction
if @ =90°. Spruce (Picea abies) was used for the majority of tests (52.6%), either solid timber
or glued laminated timber (no differentiation in the database), and 28.7% of the tests were
carried out using beech LVL. Other species and products include oak (4.3%), beech (2.3%)

113 \ithdrawal capacities alone are not sufficient for design; the capacity of joints with axially loaded screws (in
tension) is a function of withdrawal, tensile and, if applicable, head pull-through capacity.

14 Respectively older versions of the same standard, depending on the date of test execution. Both EN 14592
(2012) and the EAD (2019) refer to EN 1382, where the EN requires 10 withdrawal tests and the EAD 20.

15 0 the assembled database, the penetration length including the screw tip is given. Contrarily to nails, a screw

tip length is not measured in the framework of certification testing.
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and LVL made of radiata pine (1.6% or 120 tests). Fewer results are available for radiata pine,
spotted gum, LVL made of spruce and ash (less than 0.8% each). In addition, wood-based
panels (OSB 5.2%, particleboard 2% and SWP 0.5%) were used, where the screws were
drilled through, i.e. where the screw tip was outside the panel. In all other tests, the screw
tips were embedded in the timber. The penetration length L, differed as can be seen in
Figure 5-18 on the left, where L, ranged between 4 - dnom and 12 « dnom for the standard with-
drawal tests with the screw tip embedded in timber. The tests with wood-based panels were
all drilled through (red crosses in Figure 5-18 on the left) and L, was equal to the panel thick-
ness. Figure 5-18 on the right shows that the penetration length L, was not always shorter
than the length Ly of the threaded part. The series oscillating around 1.0 were tests with
short screws, where L, was more or less Lg (the series with a ratio of 1.05 were 6 mm screws
with Ly = 66.5 mm and L, = 70 mm). The three series with ratios of 1.58, 1.36 and 1.27 used
screws with significantly shorter thread length L, than penetration length L,. Nominal diam-
eters ranged from 3 mm to 14 mm, with 6 mm (21%), 8 mm (21%), 10 mm (14%) and 5 mm
(12%) being the most frequent.

In general, partial insertion of the smooth shank of partially threaded screws into the timber
by a length lemp (Pirnbacher et al., 2009) helps increasing the withdrawal capacity, as the
threaded part, that transmits forces, starts only at a depth L., from the timber surface,
leading to a larger stressed timber volume. This procedure was not applied for any of the
tests contained in the database.

Concerning tip types, withdrawal tests with all four tip types specified in Table 5-1 were car-
ried out. Most screws had a normal tip (46%) and 42% had a special tip. Drill tips were pre-
sent in 12% of the screws (of which 75% were fully threaded screws) and only one series
with 10 tests used a screw with a half tip. This differentiation is important as drill tips usually
do not have a withdrawal resistance; see also Figure 5-21, where the drill tips protrude from
failed test specimens. The ratio of inner over outer diameter was ranging from 56% to 73%,
see also Figure 5-2 on the left.
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Figure 5-18  Left: Ratio of penetration length L, divided by nominal diameter dnom; 579. ‘Drilled through’ are tests

with protruding screw tips. Right: Ratio of penetration length L, divided by length of the threaded
part Lg; 6015 values.

Concerning steel grades, 474 of the 7632 screws were made of stainless steel; all other were
of carbon steel. The reason for this imbalance is that withdrawal parameters of carbon steel
screws are valid also for stainless steel screws if tip type and thread geometry is the same.
As many screw producers have harmonised geometries for carbon and stainless steel
screws, only screws of one steel grade, i.e. carbon steel, were tested.

Only few comparative series were carried out, with which specific influencing factors were
investigated. Figure 5-19 shows the results of a test programme, where a possible time de-
pendency of the withdrawal capacity was investigated, by leaving certain time spans be-
tween insertion and withdrawal. No difference can be seen in the results. A further series
looked into the difference between a screw with different tip types*®. Finally, the influence
of predrilling and predrill diameter in beech LVL was investigated, see also Table 5-6 and
Figure 5-32 in section 5.5.4.

116 17 tests each with Anom=6 mm, L, = 48 mm, p = 456 kg/m?>: Fu,normar tip = 3.6 KN and Fu,speciar iip = 5.3 kN

125



5 Screws

13+ 13+

®0hours ®24hours  +3days @0 hours ®24hours  +3days
=z x2 weeks 4 6 months = x2 weeks 46 months
< 124 < 124
£ £
z Z
O (]
3 8
3 8
© ©
3 3
© o
© ©
= =]
= =
7 [ [ [ [ [ [ 7 [ [ [ [ [ [
450 455 460 465 470 475 450 455 460 465 470 475
Density in kg/m3 Density in kg/m3

Figure 5-19  Withdrawal capacity Fw versus density o during test, screws withdrawn at indicated time spans after
insertion, using screws with dnom =8 mm and L, = 64 mm. Left: Screw 1 with normal tip. Right: Screw
2 with special tip.

An important parameter is not only the withdrawal capacity, but also the withdrawal stiff-
ness. Recent publications (Brandner et al., 2018; Ringhofer, 2017) address specifically stiff-
ness, because in particular joints with inclined screws can reach significantly high stiffness
and capacity values and can be used e.g. to design mechanically jointed beams. For such
structures, stiffness values are required. However, uncertainties are high concerning with-
drawal stiffness, which is above all due to the dependency of stiffness values on the test
setup (BlaR and Steige, 2018) and the difficulty of measuring very small deformations, or, as
Dietsch and Ringhofer (2021) stated, the lack of clear definitions about how to determine
withdrawal stiffness. Concerning the assembled data, no information on the stiffness is
given, because deformations were not measured during testing.

5.5.2  Determination of the withdrawal parameter

Measured withdrawal capacities are a function of various parameters, e.g. nominal diameter
dnom and penetration length L,*'7, where a normalisation must be carried out, in order to al-
low for comparison of test results. A common simple model assumes a uniform shear stress
distribution along the screw axis and, analogously to nails, the withdrawal capacity F,, is nor-
malised by dividing F,, through the nominal diameter d,om and the effective penetration
length Lesin accordance with Eq. (4-10). This leads to a conventional value of the withdrawal
parameter f,, in MPa, which can then be analysed further to investigate other influencing
factors such as the density p. The term conventional is of importance here, as obviously, the
thus calculated withdrawal parameter f,, does not deliver a correct “strength” value:

17 Lpin turn is a function of dnom, see Figure 5-18 on the left.
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e The area to be considered when calculating a withdrawal “strength” should be the sur-
face area & dom ' Les, because the screws are withdrawn along the outer diameter
do = dnom, and not the projected area dnom * Ler.

e The underlying model may not be true, as the stress distribution along the axis can be
assumed to be non-uniform depending on the penetration length L,, see also Figure 5-20
on the left.

e |t is difficult to determine an effective penetration length Lef (i.e. subtracting the screw
tip) for screws with other than drill or half tips. Even for screws with drill tips, the deter-
mination of a tip length is not trivial, see also Figure 5-22 on the right.

Projected versus surface area

Currently, certification test results and values given in technical documentation and thus the
order of magnitude of f,-values are based on the projected area dnom * Ly, Where the differ-
ence with the surface area is 7. Hence, the procedure is not changed here only for the sake
of a modification by a constant factor of 3.14. There are approaches however that require
fwto be calculated using the surface area. Westermayr and van de Kuilen (2020) for instance
relate the withdrawal capacity of screws inserted parallel to the grain with the longitudinal
shear strength. Here, obviously, the correct stress surface is needed and hence, the surface
area must be considered. Also for tests with screws inserted at angles to the grain, such
relations are thinkable, correlating e.g. withdrawal of screws inserted perpendicular to the
grain with the transverse shear strength (see also section 4.9.7 of Hibner, 2013).

Stress distribution

It is difficult to assess the influence of the penetration length L, on the withdrawal stress
distribution along the screw axis without bespoke test series!'®. In addition, finite element
modelling would enhance knowledge, but no precise enough models exist that are able to
model screws with a thread inserted in (non-predrilled) timber and loaded in withdrawal.
Often, simplified models using cohesive surfaces and damaged zones with lower properties
to model the withdrawal behaviour are applied (Azinovi¢ and Frese, 2020). Other ap-
proaches model screws as cylinders inserted into a tube representing the system of wood
and screw thread, where the tube’s shear stiffness is representative of the axial stiffness
(Dietsch et al., 2019; Mestek, 2011). In addition, the penetration length as a function of the
nominal diameter is frequently kept constant during testing. Various researchers looked in
detail on how L, influences the withdrawal capacity Fy. Especially Stamatopoulos and Malo

18 There is a limit in such test series however; large penetration lengths cannot be chosen as then screws will fail

in tension.
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(2015), Pirnbacher et al. (2009) and Ringhofer (2017) performed bespoke test series, which,
in the case of Stamatopoulos and Malo, were dealing with threaded rods and included a
theoretical approach based on the Volkersen theory!'. Ringhofer and Schickhofer (2014)
could confirm the suitability of the Volkersen theory to predict the withdrawal capacity. They
carried out withdrawal tests using several strain gauges along the screw axis to measure the
stress distribution, and compare experimental and analytical results. All authors concluded
that the withdrawal properties depend linearly or slightly non-linearly on the penetration
length, i.e. a quasi-linear stress distribution. Recently, Claus et al. (2022) presented a new
testing method using fibre Bragg gratings to measure the stress distribution along the axis
of fully threaded screws during withdrawal. They found a dependency of this method on
load level, load-to-grain angle (= screw axis-to-grain angle), density and support conditions.
The results indicate that stress distributions are nonlinear and depend on the penetration
length. The strain distribution along the screw axis instead was measured by Kumpenza et
al. (2020) using optical measurements combined with numerical simulations. They con-
cluded that strains are maximum at the screw insertion point on the timber surface and
whereas shear strains are nearly linearly distributed over the insertion length, the transverse
strain decrease rapidly versus the screw tip. Kumpenza et al. did not investigate different
insertion lengths, their findings, however, indicate, that not all regions of the screw thread
contributed equally to the withdrawal.

Existing models to calculate the withdrawal capacity/parameter of screws were usually de-
rived via regression analyses based on test results. Only few models are available, where L,
was chosen as independent variable for the regression. For instance, the model used in the
current version of Eurocode 5 (Eq. (8.39) in EN 1995 1-1, 2010) gives a dependency of the
withdrawal parameter on the penetration length to the power of -0.1. This means that the
withdrawal parameter is weakly decreasing with increasing L,. Another model, based on
data with variable L,, chose a polynomial model approach, so that no clear statement can
be given concerning the influence of L, (Frese et al., 2010).

To add to this discussion, the influence of L, on the withdrawal parameter is investigated
qualitatively with the assembled withdrawal data. Figure 5-20 on the left shows the with-
drawal parameter f,, versus the penetration length L,. for all tests at 90° with spruce. No
correction was carried out to eliminate the influence of density differences on f,,. It can be
seen that the minimum values are almost constant over the whole range of L,, whereas the
maximum values tend to decrease with increasing L,. As less testing data is available for
longer Ly, it is difficult to say if this observed trend is a real observation or a statistical arte-
fact. Additionally, contrary to Pirnbacher et al. (2009), fu is not increasing with longer L,,
where here, however, the variety in screw types and timber density is much larger and may
lead to the scattering effects observed in Figure 5-20 on the left. To conclude, the shape of
the stress distribution along the screw axis is not easy to assess, also because comprehensive

119 Stamatopoulos and Malo assumed a rather steep load distribution inside the timber of 1:3.
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studies comprising significantly different penetration lengths are difficult to carry out (see
footnote 118), i.e. in particular investigations with large penetration lengths are missing.
However, it can be safely assumed that the stress distribution will be the more nonlinear the
longer the penetration length, or, as Ringhofer (2017) puts it, significant nonlinear stress
distributions seem to occur only at penetrations lengths that do not lead to withdrawal
anymore, but to tensile failures of the screws.

Xthread at head

Withdrawal parameter in MPa
Ratio of withdrawal parameters
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Figure 5-20  Left: Withdrawal parameter fu (using dmeas) versus penetration length L, for spruce at 90°; 3447 val-
ues, trendline is shown. Right: Ratio of withdrawal parameters: Parameter calculated with nominal
diameter divided by parameter calculated with measured diameter; 7632 values. ‘Thread at head’
are tests with screws with two threaded parts, where the thread close to the screw head was with-
drawn.

Effective penetration length L.

Finally, an ongoing discussion is the definition of the effective penetration length Le;, where
in the case of nails, the nail tip is subtracted from the full penetration length (see Eq. (4-10)).
For screws however, the length of the tip is difficult to assess, see also Table 5-1 and Fig-
ure 5-3, where for instance normal and certain special tips do not have a well-defined
length. Furthermore, tip lengths are not measured nor is this information available to prac-
titioners (drill tips excluded). In addition, bespoke test series must be carried out to assess
the influence of the tip length; e.g. as performed in Hibner (2013), who performed tests
with drilled-through and embedded tips. He found a difference in withdrawal capacity be-
tween both series, with higher capacities for the drilled-through series, and could therefore
calculate a correction factor that adjusted the capacities of the tests with embedded tips to
those with drilled-through tips. However, only screws with half tips and special tips similar
to drill tips were used, where a more prominent influence of the screw tip can be expected
in comparison to a normal tip. A proposed approach to define L¢ by subtracting the tip
length is to subtract a percentage of the nominal diameter; Les=L,-{1.11+1.17} - dnom
(HGbner, 2013; Pirnbacher et al., 2009), which reduces the adjustment to a modification by
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a constant factor. To further investigate this issue, a small test series was carried out that is
presented and discussed in section 5.5.3.

Generally and in accordance with EN 1382 (2016)*?°, screw tips are embedded in the timber
during withdrawal tests and tip lengths do not form part of the geometrical properties to be
measured. Consequently, no analyses can be carried out with the database concerning the
influence of the screw tip. Withdrawal parameters stemming from certification tests are
hence calculated including the tip length; Les = L, where, however, any smooth shank parts
must be subtracted, see Figure 5-18 on the right.

Conclusion

The withdrawal parameter is a conventional value, which allows for the calculation of the
withdrawal capacity of a screw with a certain nominal diameter and a certain penetration
length. Modifications to obtain mechanically correct (strength) values by considering the
surface area change this conventional value by a constant factor. There is no scope to
change the definition of f,, in this study, which can be easily done in further research by
adding a “7” in the calculation sheets. Here, the currently used definition is used, i.e. a with-
drawal parameter and not a withdrawal strength, because it delivers values whose orders
of magnitude are familiar.

For the analyses however, more “realistic” withdrawal parameters can be considered if in-
stead of the nominal diameter dnom the measured outer diameter dmeqs is used in Eq. (4-10).
In such a case, regressions with measured data per individual test are possible, and no nom-
inal data is required. Figure 5-20 on the right shows that the difference in withdrawal pa-
rameters calculated with nominal and measured diameters scatter by approximately +10%.
If screws have two threaded parts, tests with both threaded parts, the thread close to the
tip and close to the head, are carried out. The red plusses show the data for tests with the
thread close to the screw head, whose outer diameter is considerably larger than the nom-
inal diameter of the screw, which explains the large ratios.

Therefore, for all analyses carried out in this chapter, the withdrawal parameter f, is calcu-
lated by dividing the withdrawal capacity F. through the full penetration length L, of the
threaded part*?! (including screw tip) and the measured nominal diameter (= outer diame-
ter) dmeas'22.

120" Also in the 1999 version of EN 1382, the screw tip is embedded in the timber and not drilled-through.

121 fw of the three outliers in Figure 5-18 on the right with L,/Ls > 1.2 were calculated using the (shorter) thread
length Ly instead of the (longer) penetration length L,.

122 10371 cases, the outer diameter was not measured; here dmeas = dnom.
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5.5 Withdrawal capacity

5.5.3 Additional test series

Independently of what was said in the previous section, i.e. that the full penetration length
is considered when calculating fu, screw tips will influence the withdrawal capacity. In par-
ticular, drill tips (and certain special tips) will provide no resistance to withdrawal, as can be
seen exemplarily in Figure 5-21 that shows the failure area of a softwood beam with a rein-
forced hole. The drill tip of the reinforcing screw did not provide any resistance because the
failure plane (tensile failure perpendicular to the grain at the hole) was at the level of the
threaded area, and not at the screw tip. Therefore, a small additional test series was carried
analogously to the tests with nails presented in section 4.5.2.

Here, two 8 mm screws were withdrawn from five pieces of timber, inserting eleven screws
per timber piece with eleven different penetration lengths along the fibre direction. The cho-
sen penetration lengths were {2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12} - nominal diameter dpom. This
means that per penetration length, five test results are available. The chosen screws differed
in their thread geometry and above all in the tip type; one screw had a normal tip and the
other a drill tip. Photos of the used screws are shown in Figure 5-22. The geometric data of
the screws were measured, and the measured tip length of both screws was approximately
equal to the nominal diameter of 8 mm, see Figure 5-22. The densities of the timber pieces
were 374, 390, 427, 456 and 466 kg/m? at moisture contents between 12.5% and 13.5%.
Obviously, only two screws were used, impacting on the representativeness of the data.

Concerning minimum penetration lengths in accordance with Eurocode 5, the situation is
not very clear for laterally loaded screws. As the rules for nails apply for screws with
dnom < 6 mm, the minimum penetration length for these screws results to 6 - dyom. For screws
with larger diameters, the rules for bolts apply and hence, for obvious reasons, no minimum
penetration length is given. For axially loaded screws instead, Eurocode 5 prescribes a “min-
imum pointside penetration length of the threaded part” of 6 - dyom. European Technical
Assessments instead often contain detailed rules concerning minimum values of penetra-
tion length or timber thickness, where often, minimum penetration lengths of 6 - dnom can
be found (for screws inserted perpendicular to the grain). The penetration length of the
tests contained in the database ranged from 4 - dyom to 12 - dnom, See Figure 5-18 on the left
(all except tests with wood-based panels).
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5 Screws

Figure 5-22  Detail of tip area of used screws with nominal diameter dnom = 8 mm; a tip length of 8 mmiis visualised
(Nota bene: the thread at the tip goes around the screw). Left: Normal tip. Right: Drill tip.

The determined withdrawal capacities were normalised applying Eq. (4-10), i.e. subtracting
the tip length from the penetration length (fu,.ef). The capacities were also normalised ap-
plying Eq. (4-11), i.e. using the full penetration length (fu,i,). In Figure 5-23, the results are
presented. In comparison to the results for nails shown in Figure 4-30 on the left, the results
per density scatter less, with the exception of two high values for f,, e of the screw with the
drill tip that was inserted at only 2 - dsom = 16 mm. However, also here, smoother curves,
with less peaks, can be observed for the lower densities. Confirming the findings from Hib-
ner (2013), a subtraction of the tip length leads to horizontal curves, with no influence of
the penetration length on the withdrawal parameter, see Figure 5-23 on the left. This holds
for screws with both tip types and is different to the findings for nails, see Figure 4-30 on
the bottom. For penetration lengths 2 6 - d,om, the curves show an asymptotic trend, where
the screw with a drill tip shows, similar to the results for nails, a flatter curve than the screw
with a normal tip, whose mean values continue to slightly increase at higher penetration
lengths. In terms of numerical values, obviously, fu,ef and fu,i, will always differ by the per-
centage of the tip length on the penetration length (see also discussion around Figure 4-29
on the right). However, at penetration lengths used in practice, this percentage is low. It is
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5.5 Withdrawal capacity

more important to be consistent and to derive withdrawal parameters (and backwards cal-
culate withdrawal capacities) always following the same procedure. The additional tests
show that the currently used minimum penetration length of 6 - d,om is @ good choice.
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Figure 5-23  Withdrawal parameter versus the full penetration length. Top: Screw with normal tip. Bottom: Screw
with drill tip. Left: fu,ef calculated with the effective penetration length Les (subtracting the tip). Right:
fwip calculated with the full penetration length L, (including the tip).
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Figure 5-24  Withdrawal parameter fu,» versus the full penetration length. Left: Screw with normal tip. Right:
Screw with drill tip.

5.5.4 Data subsets

An exhaustive regression analysis including simulation of empirically represented data was
carried out on the yield moment of nails (see section 4.4). A major drawback in section 4.4
was the fact that the regression analysis tried to link observations that were not determined
using the same nails (i.e. two different tests for M, and F;). This is different here, because
factors influencing withdrawal capacities were evaluated in a single test. Therefore, a fun-
damental prerequisite of any regression analysis, the direct relationship between depend-
ent and independent parameters, is not violated. Further issues discussed in section 4.4.1
arise also here, especially (i) if the database is representative enough, (ii) if relationships
cannot be found because data is missing or (iii) if spurious relationships are found.

In addition, new challenges develop. Contrary to section 4.4, where the shape and variables
of the regression equation were clear as the equation was based on the mechanical equa-
tion to calculate the full plastic bending capacity of a circular section, a possible regression
approach must be carefully chosen here. Contrary to many studies available in the literature,
the assembled database is not based on tests following a tailor-made test programme nor
are all possible influencing factors recorded. Furthermore, the database is diverse, compris-
ing many subsets that are distinguished by e.g. species or angles a between fibre direction
and screw axis, and where clusters exist, with certain subsets being overrepresented.

The first task, therefore, is to divide the database into subsets that are strictly necessary to
develop a meaningful regression approach or, in other words, that enable a decision which
shape the regression equation should take and which independent variables should be con-
sidered. A good starting point is to look at the dependency of withdrawal properties on the
angle a between screw axis and fibre direction and the density p in order to decide on sub-
sets. In the literature, agreement exists on this relationship between f,, ,a and p, and all
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5.5 Withdrawal capacity

proposed regression equations are based on the density as one of the most important inde-
pendent variables and they are differentiated by the angle « (Brandner, 2019; Frese et al.,
2010; Ringhofer, 2017). Usually, also the nominal diameter comes into play.

Angle a between screw axis and fibre direction

If considering the findings from literature, it becomes clear that a differentiation into two
groups with different angles @ may be meaningful. Brander (2019) proposes 30° as the in-
flexion point of a bilinear model. Frese et al. (2010) stated that the load-carrying mechanism
for screws inserted at a>45° is principally different from that for screws inserted parallel
or near-parallel to the grain'?®. Therefore, Figure 5-25 on the left shows all f,-values for
a>30° and on the right, all data for o< 30° is given'?*. The differentiation shown in Fig-
ure 5-25 does not give clear results over the whole bandwidth of densities concerning the
influence of a. Westermayr and van de Kuilen (2020) reported that an increase in with-
drawal strength with increasing screw axis-to-grain angle can be observed for spruce, but
not for beech. Therefore, the data is investigated further, looking at different wood species.
Figure 5-26 on the left shows the same data as Figure 5-25 on the left, but now differenti-
ated by timber product. The cluster with low f,-values between 600 and 700 kg/m3 stem
from tests with wood-based panels'?® and a > 30°. If now the results for spruce differenti-
ated by the angle between screw axis and fibre direction is considered, Figure 5-26 on the
right, the trendlines for « indicate that f,-values increase with increasing «, confirming the
findings of Westermayr and van de Kuilen. Figure 5-27 on the left shows the test results for
beech LVL, where angles « of 0° and 15° lead to lower f,-values than angles « of 45°, 75°
and 90° (see also Figure 5-39 on the right), and where for a=0°, no correlation could be
found. Figure 5-27 on the right instead shows the results for oak using 16 different screws?,
where the oak was predrilled except for 11 tests using screws with two threaded parts. The
trendlines underline that also for oak, fu-values increase with increasing a. For other
hardwood products than beech, therefore, the findings of Westermayr and van de Kuilen
cannot be confirmed.

123 pata at angles a between 0° and 45° were not available in 2010.

124 Data for a = 30° is hence shown two times.

125 More specifically, with OSB and particleboard; the results for SWP lay in the range of those for spruce.

126 o beech and ash, only tests at a = 90° were carried out.
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Figure 5-25 Withdrawal parameters versus density differentiated by angle a between fibre direction and screw
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Figure 5-27  Withdrawal parameter versus density differentiated by angle a. Left: Data for beech LVL, 2193 val-
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5.5 Withdrawal capacity

Density p

Figure 5-26 shows that data for OSB and particleboard are significantly lower than data for
solid wood, glued laminated timber and laminated veneer lumber made of softwood or
hardwood species. The (extrapolated) trendlines, their equations and Pearson’s correlation
coefficients for softwood and hardwood (including spotted gum) are shown in Figure 5-26
on the left. For > 30°, the trend discussed by Brandner (2019) of a steeper increase of f,,-
values with increasing density of hardwoods than of softwoods is confirmed. The small da-
taset with spotted gum with pmean = 1123 kg/m? influences the inclination angle, i.e. exclud-
ing it increases the inclination angle for hardwoods even more. Due to its small size, it may
be that scatter is not representative, see also Figure 5-38 on the left, where the influence of
the small dataset with spotted gum is evident. Giving a closer look by further differentiating
in lower density hardwood species, Figure 5-28 on the left shows that no difference can be
observed between species ash, beech and oak for &= 90°. The results stem from tests using
21 different screws, where only five screws were used in comparative series, i.e. using the
same screw in combination with different species. If now looking at numerical values of
these bespoke test series, Table 5-5, withdrawal properties do increase with increasing den-
sity. This highlights difficulties around the determination of general design equations, which,
considering the results of the comparative series given in Table 5-5, could incorporate higher
values for beech, whereas Figure 5-28 on the left suggests that such differences may vanish
in the population of all screws.

All data*?’ for higher-density hardwood stem from beech LVL and not from solid wood/glued
laminated timber and for these, the whole situation is more complex, as more parameters
differ. Figure 5-28 on the right shows data for beech LVL differentiated by the insertion di-
rection. No differences can be seen, and the highest f,-values at densities of ca. 870 kg/m3
are all determined using non-predrilled beech LVL. Therefore, it is not clear if the high f,-
values stem from insertion in secondary glue lines of the edge grain or if simply the tested
screws work particularly well in non-predrilled beech LVL. Frese (2019) states that all rele-
vant faces should be tested and that in the edge grain, tests should be performed also in the
middle of the lamination (hence not in the secondary glue line), where lower f,-values are
expected in comparison to insertion in or close to the secondary glue lines. For all results
with screws inserted in the edge grain, the exact location of the screw is however unknown.

The insertion direction however is not the only parameter that differs. Further differences
encompass predrilling and predrill diameters (see Figure 5-31) as well as ratios of inner di-
vided by outer diameter of the used screws (see Figure 5-36). Especially modern screws op-
timised for hardwoods have higher ratios, i.e. larger inner diameters in comparison to the
outer diameters to increase their tensile capacity.

27 With the exception of spotted gum.
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Seeing the persistent large scatter even for a highly homogenised product such as beech
LVL, all data could be considered as one population to avoid many subsets that may not yield
much®?®, Figure 5-29 on the left shows again the data for & > 30°, but without the values for
OSB, particleboard and spotted gum. The linear regression equation is valid for the whole
population and is very similar to the equation for hardwood given in Figure 5-26 on the left,
albeit with a much higher Pearson’s correlation coefficient. At the first glance, it seems that
no differentiation between softwood and hardwood is necessary, because any observed dif-
ferences vanish in the scatter of the results. Such a possibility would facilitate design by
reducing the complexity and amount of equations. However, it would mean that e.g. fu-
values for softwood with lower densities are underestimated, whereas the values for higher
densities are overestimated. Figure 5-29 on the right shows the data for softwood and for
a > 30°, differentiated by species. A comparison with the trendline shown in Figure 5-29 on
the left makes clear that withdrawal parameters for radiata pine LVL and high-density spruce
would be overestimated if one global regression equation would be chosen. This differenti-
ation is further discussed in section 5.5.6.
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Figure 5-28  Withdrawal parameters versus density. Left: Data for ash, beech and oak, @ =90°, 423 values. Right:
Data for beech LVL, differentiated by insertion direction, results for a=0° and 15° deleted, 1732
values.

128 Even more so, the available range of densities in particular for beech LVL is too small to perform meaningful

regression analyses. A broader density range makes any statistical investigations much more robust.
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5.5 Withdrawal capacity

Table 5-5 Results of some test series shown in Figure 5-28 on the left.
Species N pin kg/m?3 FyinkN  f,in MPa
mean Ccov mean mean Ccov
Screw 1, dpom =8 mm, L, = 48 mm, partial thread, normal tip, predrill diameter 6 mm
Ash 20 645 6.2 8.6 23.0 12.2
Beech 20 690 53 10.1 27.1 19.6
Oak 20 674 7.9 7.6 20.2 22.4
Screw 2, dpom =5 mm, L, =40 mm, two threaded parts, special tip, not predrilled
Beech 12 658 1.2 8.9 46.8 6.1
Oak 11 643 3.0 7.9 41.6 8.2
Screw 3, dnom =8 mm, L, = 64 mm, partial thread, special tip, predrill diameter 6 mm
Ash 20 678 4.7 19.7 38.3 10.7
Beech 20 714 6.7 19.7 38.4 11.6
Oak 20 658 7.4 14.3 27.9 24.2
Screw 4, dpom =8 mm, L, = 64 mm, full thread, drill tip, predrill diameter 6 mm
Beech 10 694 2.2 22.1 42.5 6.9
Oak 10 610 5.7 15.0 28.9 10.2
Screw 5, dpom =8 mm, L, = 64 mm, partial thread, normal tip, predrill diameter 6 mm
Beech 10 694 2.2 21.2 40.8 7.4
Oak 10 610 5.7 135 25.9 6.8
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Figure 5-29  Withdrawal parameters versus density for tests at &> 30°. Left: Excluding results with OSB, parti-
cleboard and spotted gum, 5814 values, trendline shown in red. Right: Only softwood differentiated

by species, 3659 values.
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Further parameters

Generally, if looking at Figure 5-25 to Figure 5-29, the scatter is persistently high, also for
homogenised products such as LVL. Therefore, there must be more influencing factors than
density or « alone that impact on f,. The tip type may further explain the observed scat-
ter'?®. Figure 5-30 however shows that this is not the case; drill tips per se do not lead to
lower fu-values'®. Consequently, the individual screw properties and natural scatter in tim-
ber properties have a strong influence on obtained f,-values. Recalling Figure 5-28 on the
right, such scatter is present even for beech LVL with screws drilled in the face grain, where
homogenisation effects are most succinct. Further growth characteristics may contribute,
where however, insertion of screws in radial or tangential direction (in solid timber) does
not lead to different f,-values.

Concerning predrilling as possible influencing factor, both Ringhofer (2017) and Brandner
(2019) did not find an influence of predrilling in f,. Figure 5-31 confirms this in general,
where only few data for the largest predrill diameters of 0.8 - dyom and 0.85 + dpom are avail-
able. It is hence difficult to say if the lower values for predrill diameters of 0.8 - dpom and
0.85 - dhom are significant or not. These large predrill diameters were only used for beech
LVL. Looking closer into the results with non-predrilled and predrilled beech LVL, few com-
parative tests were carried out to investigate the influence of predrilling. The results given
in Table 5-6 show that the withdrawal capacity with a = 90° decreases for some of the tested
screws when predrilling is applied whereas this effect is less strong at a = 0°. However, the
tests were not carried out using the same pieces of beech LVL. All results with the largest
predrilling diameter of 0.85 - dnom Stem from tests with screws with two threaded parts.
These results are shown in Figure 5-32. Together with Table 5-6, no clear conclusions can be
given concerning the effect of predrilling, where it seems that predrilling with large predrill
diameters > 0.8 - dnom affects the withdrawal capacity at = 90° in beech LVL.

Finally, the nominal diameter d,., must be investigated, which is done in section 5.5.6, after
a correction for the density in order to potentially better discern any trends.

129 The development of new tip geometries are usually aimed at reducing the insertion moment.

130 More thorough investigations cannot be carried out as the geometry of the tips is not fully defined, see also

footnote 111.
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Table 5-6 Results of comparative test series in non-predrilled and predrilled beech LVL.
dhom Ly a  Predrill N pininkg/m3 Fywin kN
inmm inmm diameter mean COV  min max mean COV  min max
Fully threaded screw with normal tip
7.5 45 90° - 10 820 1.2% 807 836 179 559% 166 20.2
6 mm 10 820 1.2% 807 836 144 62% 133 16.2
Partially threaded screw with special tip
6 36 90° - 20 834 13% 809 88 11.7 43% 11.0 12.7
4 mm 20 827 1.7% 804 861 9.5 83% 8.2 11.0
[OXN 10 830 13% 815 845 5.9 11.4% 4.8 6.7
4 mm 10 843 19% 823 875 5.7 44% 53 6.0
8 48 90° - 21 833 13% 809 858 20.7 59% 185 234
6 mm 20 827 13% 798 843 148 6.1% 12.7 16.7
[OX 11 824 1.6% 804 83 11.7 64% 109 13.0
6 mm 10 841 13% 828 858 10.6 84% 9.4 11.9
Screw with two threaded parts and a special tip”
6.5 39 90° - 20 822 095% 807 83 11.7 75% 105 13.1
4.5 mm 20 820 13% 803 834 102 35% 94 10.7
0° - 10 814 1.0% 803 828 7.8 13.7% 6.3 10.1
4.5 mm 10 818 12% 803 834 8.4 12.2% 6.8 10.0

Thread at tip was withdrawn, thread length was 61 mm
are shown in Figure 5-32

555

Prior to any analysis, all measured parameters must be described and assessed in order to
understand their distribution and limitations. Moreover, the relationship between parame-
ters must be assessed; e.g. to check if they are independent from each other and if scatter-
ing parameters such as the density show the same variation over the whole bandwidth of
test series. Dominant in the database are tests at 90° with non-predrilled spruce and
predrilled beech LVL. Table 5-7 gives some descriptive information on these tests, comple-
mented with oak and beech, the other most frequently used hardwood species. Quite an
extensive range of nominal diameters was tested and the penetration length differed be-
tween series. No distinction was made between solid wood and glued laminated timber. The
observed coefficients of variation (COV) of the densities given in Table 5-7 are below 10%,

142

. Results for the same screw but with dnom = 8.2 mm

Description of observations



5.5 Withdrawal capacity

which is the COV of structural timber in accordance with EN 338 (2016)*%!. 42% of all with-
drawal tests were carried out with 6 mm and 8 mm screws and a further 26% used 5 mm
and 10 mm screws. 46% of all screws had a normal tip, 42% had a special tip, 12% had a drill
tip and only 10 tests (one series) were carried out using screws with a half tip.

Table 5-7 Information on withdrawal tests of some species. Missing species and products: Ash and SWP with
40 tests at 90°; spruce LVL, radiata pine and spotted gum with 60 tests at 0°, 15°, 45° and 90°; radiata
pine LVL with 120 tests at 15°, 45° and 90°; particleboard with 150 tests at 90° and OSB with 394
tests at 60° and 90°.
Spruce Oak Beech Beech LVL
N 4012 of which 331 of which 172 of which 2193 of which
39 predrilled 320 predrilled 160 predrilled 1489 predrilled
Anom 3-14 mm 4—-12 mm 4—-12mm 3.5-13mm
Lp 3.5 - dhom—12 - dnom 6 dnomand 8 - dnom 6+ dnomand 8 - dnom 5 * dnom — 8 * dnom
Pmean (COV) 434 kg/m?3 (7.9%) 661 kg/m?* (6.8%) 690 kg/m?3 (5.1%) 816 kg/m?3 (3.9%)
a=0° N =493 - - N =461
a=15° N =20 N =60 - N =100
a=30° N =20 N =60 - -
a=45° N =152 - - N =336
a=75° - - - N =100
a=90° N =3427 N=211 N=172 N=1196

As usual with descriptive data, numbers such as mean value and COV alone do not fully
characterise observations. Two exemplary density profiles are hence further evaluated. Fig-
ure 5-33 shows density histograms of the test series with spruce and beech LVL, which con-
stitute 81% of the database, and where additionally, nonparametric (KDE) and parametric
density estimations are shown. The histogram for spruce given in Figure 5-33 on the left
shows that the density is well represented with a normal distribution. The covered range
with a minimum value of 317 kg/m3 and a maximum value of 568 kg/m? is well representing
spruce. The high values between 551 kg/m? and 568 kg/m3 all stem from one report, in
which it is explicitly mentioned that Canadian glued laminated timber with high densities
was used; most probably, the used species was black spruce (Picea mariana). Figure 5-33 on
the right shows the density distribution of beech LVL, where a cluster of lower densities
between 671 kg/m? and 760 kg/m? can be seen. Due to this cluster, a Weibull distribution

BL for glued laminated timber in accordance with EN 14080 (2013), COV of density = 5%.
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fits better to the existing density distribution than a normal distribution. If however this clus-
ter at lower densities would not exist, also here a normal distribution would fit well. A check
of the low densities (671 kg/m? to 745 kg/m3) resulted in the observation that they all stem
from the first report, in which withdrawal tests with beech LVL are reported*2. To check
this, Figure 5-27 on the left is reconsidered that shows the withdrawal parameter f,, versus
the density for beech LVL. Three things can be seen. First, the scatter in withdrawal param-
eters is high although a highly homogenised product was used; other influences on f,, clearly
exist. This leads to the second point, i.e. that the tests with low densities do not lead to
significantly lower f,-values, although they do help to discern a trend of lower f,-values with
lower densities. Such a trend is more difficult to see if only tests with
760 kg/m?* < p< 890 kg/m? are considered. Here, the homogenisation effect of beech LVL
does not help, because the density variation is small. Third and as already observed, angles
aof 0° and 15° lead to lower f,-values than angle « of 45°, 75° and 90°.

Generally, both histograms show that enough data for the whole density range of the spe-
cies/product are available. This alone is not sufficient however. Such a comprehensive distri-
bution must range over all independent variables of a regression analysis. Figure 5-34 on the
left shows that this is not fully the case for beech LVL, where data for 6 mm and 10 mm screws
dominate and where the density range especially for larger diameter screws is smaller. The
median values however oscillate around the mean value of 816 kg/m3. The situation for
spruce is more balanced, see Figure 5-34 on the right. All data is combined in Figure 5-35,
where the density distribution per nominal diameter (on the left) and penetration length (on
the right) ist shown. It can be seen that per nominal diameter, a similar density range was
covered, where intermediate densities between 500 kg/m?* and 700 kg/m?3 are under-repre-
sented. This is less the case for the penetration length L,, where higher densities were not
tested with longer L,. The reason for this is trivial; longer L, in high-density timbers would
have led to tensile failures of the screws. However, a study investigating the influence of L,
on fw is impossible in this case, because not enough variability of L, is available. For other
parameters such as the pitch p, the density range over the bandwidth of 1.3 mm <p <8 mm
is uniformly distributed, with lowest and highest p only in spruce.

Figure 5-36 shows two further geometrical properties versus f,. On the left, the ratio of in-
ner divided by outer diameter is shown. The ratio ranges from 0.56 to 0.73 and does not
influence f,, neither for softwood nor for hardwood species. The pitch p of the thread shown
on the right ranges from 1.37 mm to 7.99 mm, and also p does not influence f,.

Finally, the (observed) coefficients of variation are investigated, because considering Table
5-6, it could be postulated that the COV of the withdrawal capacities for angles < 30° are
larger than for a > 30°. This however was not observed by Brander (2019) and Westermayr
and van de Kuilen (2020). Figure 5-37 on the left confirms the findings from literature, as

132 The report dates to 2011; the range of densities of beech LVL was between 671 kg/m?* and 798 kg/m?>.
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5.5 Withdrawal capacity

there is no difference in COV of F,, for different angles a. The tip type itself does not influ-
ence the COV, i.e. there is no relationship of magnitude of COV with a certain tip type. More-
over, the COV is not decreasing for higher densities, i.e. for beech LVL. This was already
discussed, because due to the high homogenisation of beech LVL, lower scatter in with-
drawal capacities would be expected. Figure 5-37 on the right instead shows the COV of the
density per series, where beech LVL has a lower COV.

8 127 il
| N 4012 d N 2193
7 max 568 107 max 892 Ml
61 min 317 iy | min 671 Al
% 57 mean 434 | | % 8 mean 816 i
S 4] sd 34.4 I 5 6] s 31.8 ‘
&g st 347 & ] st 722 !
L] sth 376 | 4] st 742 y |
| 99th 534 > 99th 873
1 --xo -~ KDE
L S B e B [0 R T —= L B I T
200235270305 340375410445 480 515 550 58 600 630 660 690 720 750 780 810 840 870 90
Spruce: Density in kg/m3 Beech LVL: Density in kg/m3

Figure 5-33  Histograms of density with kernel density estimation (KDE) and parametric density estimation. Left:
Spruce with fitted normal distribution. Right: Beech LVL with fitted Weibull distribution.
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Figure 5-34  Boxplots of density versus nominal diameter (boxplot based on observed values, showing median,
interquartile range and 5™ percentiles). Left: Beech LVL, 2193 values. Right: Spruce, 4012 values.
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5.5 Withdrawal capacity

5.5.6  Relationship with density

As discussed in the previous sections, the withdrawal parameter is mainly influenced by the
density, respectively the wood species or timber product, and the angle a between screw
axis and fibre direction. Other influencing factors are certainly present, but are difficult to
identify in the scatter of test results. Therefore, a correction “eliminating” the influence of
density can be carried out in order to get a clearer view on other influencing factors. This is
a common procedure, that was already applied in section 4.5.3 to calculate characteristic
values (fwx of nails) and in literature (Brandner et al., 2018). Accordingly, nonlinear regres-
sions in the form of Eq. (5-6) were carried out on the global database and on various subsets.

fo=a-p’ (5-6)
where

fw Withdrawal parameter in MPa, dependent variable

Yol Density in kg/m?3, independent variable

a f Regression parameters

Eq. (5-6) represents the most widely used and straightforward approach to investigate the
dependency of f, on p. Table 5-8 gives results for different subsets A to L, where the choice
of subsets are based on the discussions in section 5.5.4133, Obviously, more regressions on
subsets, e.g. using only non-predrilled data or subdividing data in groups with certain pitch
values, are possible, but are deemed to be a rather diligent but routine piece of work that
only leads to more adaptation factors in equations without added value®®*. The residuals
were approximately normally distributed and only few studentised residuals had values
larger than |3|. The coefficient of determination R? is with 0.85 largest for subset C, where
the most relevant distinction of subsets was made, i.e. the differentiation in angles > 30°
and a < 30°. Furthermore, the “outliers” wood-based panels (low f,-values at high p) and
spotted gum (low fu-values at very high p) were excluded. In subset C, the largest amount
of individual test data (5774) with the largest variation in test series (440) was available. One
of the lowest R? of 0.08 belongs to the regression with beech LVL at &> 30°, which confirms
the earlier observation of persistent large scatter in this highly homogenised product®®. In-
deed, no strong dependency of f, on p can be seen in Figure 5-28 on the right. 1632 indi-
vidual values grouped in 128 test series were available, where most were predrilled (Table
5-7) and some were comparative series using the same screws (see Figure 5-32). This means

133 NB.: Category “softwood” includes all softwood species and products, hence also LVL; idem “hardwood”.

134 additional regression analyses were carried out, e.g. using only predrilled beech LVL at & = 90° (849 individual
values), resulting in R? = 0.0095.
135 Referring to footnote 134, if only data for predrilled beech LVL and & =90° are considered, no correlation is

observable any more. For more discussion on this, please refer also to section 5.5.7.
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that, excluding the comparative series, 57 different screws were used, which may have con-
tributed to the scatter. Also for subset H “softwood with e <30°”, a low R? = 0.07 was ob-
tained, meaning that only a very weak relationship exists between f, and p. Considering
beech LVL with & < 30°, no dependency of f,, on p was observed, and a regression using the
model in Eq. (5-6) led to no convergence.

As graphical representations are easier to interpret, Figure 5-38 shows the results for some
subsets, where the regression curves are drawn over the whole bandwidth of density alt-
hough they are only valid for certain ranges as indicated by the minimum and maximum
values of the density in Table 5-8. On the left and on the right, the trend described by Brand-
ner (2019) and already visualised in Figure 5-26 of a steeper increase of f,-values with in-
creasing density of hardwoods than of softwoods is again confirmed. In Figure 5-38 on the
left showing only regressions for &> 30°, the influence of only 40 tests with spotted gum
(less than 0.02% of all tests) is evident. The regression including spotted gum, subset D, has
a very different inclination from the regression excluding spotted gum, subset E. This is triv-
ial, but however, the strong influence is astonishing and the importance of defining clear
and correct boundaries cannot be underlined enough. The regression for subset H “spruce”
does not differ from the result for subset G “softwood” within the valid range of
300 kg/m?* < p< 600 kg/m?3. This means that a single equation can be used for softwood, at
least for the tested products. The results for subset F “beech LVL” is very similar to subset D
“hardwood including spotted gum”. The densities in subset F however ranged only from
671 kg/m? to 892 kg/m3, making the extrapolations to lower and higher densities question-
able. Figure 5-38 on the right shows that a distinction in terms of & is necessary. An approach
using one equation for all angles between screw axis and fibre direction overestimates the
withdrawal parameters for a < 30° significantly, in particular for higher densities, subsets B
and /. Looking at regressions for a > 30°, one equation could be used for all species however,
subset C compared to subsets E and I; remembering that softwood species do not have den-
sities larger than 600 kg/m3 and that hence the values at higher densities do not apply.
Choosing one single equation obviously punishes e.g. softwood at smaller densities, but
manageable design rules may be an important gain for many “everyday” design situations.
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Table 5-8 Results nonlinear regression with exponential model according to Eq. (5-6).

N of N of Pmin Pmax

Subset ) ) 3
tests  series in kg/m

¥ij R? N, (min; max)

A All values 7632 579 317 1141 0.0094 1.237 0.65 42(-4.2;4.1)

B All excl. wood-based panels

6988 535 317 892 0.0077 1.275 0.73 66(-3.9;4.3)
and spotted gum

az230%

C All excl. wood-based panels

5774 440 317 892 0.0048 1.357 0.85 56 (-4.6; 3.5)
and spotted gum

D Hardwood 2155 161 551 1141 0.0170 1.167 0.37 8(-3.2;3.4)
E Hardwood excl. spotted gum 2115 159 551 892  0.0009 1.616 0.43 4(-3.1;3.2)
F Beech LVL 1632 128 671 892 0.0270 1.102 0.08 4(-2.8;3.4)
G Softwood 3659 281 317 595 0.0719 0.915 0.22 25(-3.3;5.0)
HSpruce 3499 273 317 568 0.1449 0.799 0.14 22(-3.3;5.1)
a<30%

I All excl. spotted gum 1294 108 353 877 0.0070 1.243 0.73 13(-2.8;3.9)

J Hardwood excl. spotted gum* 681 55 551 877 0.0304 1.025 0.15 2(-2.3;3.4)
K Softwood 613 48 353 595 0.3930 0.581 0.07 2(-2.1;3.9)
L Spruce 533 46 353 523 1.1821 0.399 0.02 4(-2.1;3.9)

Number of studentised residuals larger than |3].
*  Beech LVL and oak.
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Figure 5-38  Expected withdrawal parameters in accordance with Table 5-8 versus density. The transparent red
area indicates the density range where hardwood and softwood overlaps. Left: Results for series with
a>30° differentiated by species. Right: Results for all angles differentiated by hardwood (excluding
spotted gum) and softwood.
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Correction of density

In analogy to section 4.5.3 and Brandner et al. (2018), the regression parameters fgiven in
Table 5-8 can now be used to calculate corrected withdrawal parameters to minimise the
influence of density. The dependency of the withdrawal parameters on the density is then
reduced and further influencing factors can be better investigated. Therefore, an additional
analysis is carried out regarding the influence of a, using corrected f,-values. The test series
using spruce and beech LVL were chosen, as these are over-represented in the database
(see Table 5-7). Beech LVL, however, has only a weak relationship between f,, and p for
a > 30°, see Figure 5-28 on the right and R? = 0.08 in Table 5-8, and no relationship was ob-
served for a < 30°. For spruce, the relationship between f,, and p for &> 30° is more prom-
inent albeit still weak, see R? = 0.14 in Table 5-8 and Figure 5-29 on the right. For a < 30°,
the relationship is very weak, see Figure 5-39 on the left and R? = 0.02 in Table 5-8. The mean
density of the 3499 tests with o> 30° on spruce was 434 kg/m? and for the 533 tests with
< 30° Prean = 429 kg/m3. For all 2193 tests with beech LVL, pmean = 814 kg/m?3. Therefore,
fwwas corrected as indicated in Eq. (5-7), using the regression parameters £ from Table 5-8.

0.799
434
fu (—j for a>30° in spruce

P
0.399
429
fw,corr = fw (7} for ¢ <30° in spruce (5_7)
1.102
814
fu [—j for all & in beech LVL
P
where
Swcorr Corrected withdrawal parameter in MPa
fw Withdrawal parameter in MPa
o Density in kg/m?
a Angle between screw axis and fibre direction

Figure 5-39 on the right shows the results in black for beech LVL and in red for spruce. The
differences for different angles are more prominent for beech LVL. Furthermore, the results
for beech LVL have a larger variability than for spruce. This large variability may be an indi-
cation that the screw itself has a considerable influence; some screws work well in beech
LVL, others do not. The difference between using uncorrected instead of corrected with-
drawal parameters is low; only outliers differ and the median and interquartile values for
angles between 0° and 90°'%. The lines joining the median values in Figure 5-39 on the right

136 Only two series in spruce show +20% difference; where, obviously, one series had the lowest pmean = 332 kg/m?
and the second series the highest pmean = 561 kg/m?.
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highlight the issue of clustering and resulting necessary interpolations between values. For
beech LVL for example, the course of the median line would most probably look different if
values for = 30° would have been available.
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Figure 5-39  Left: Withdrawal parameter for < 30° in spruce, 533 values in 46 series. Right: Withdrawal param-
eter corrected in accordance with Eq. (5-7); boxplots using 4012 results in 318 series for spruce and
2193 results from 180 series for beech LVL.

Finally, the potential influence of the nominal diameter d,om is investigated. Figure 5-40
shows withdrawal parameters corrected in accordance with Eq. (5-7) versus nominal diam-
eters. On the left, data for the subset H “a> 30 in spruce” is shown and on the left, data for
beech LVL. A trend of decreasing fy-values with increasing nominal diameters can be seen
in Figure 5-40 on the left, confirming findings from literature (Brandner, 2019; Frese et al.,
2010; Ringhofer, 2017). The reason for this trend may be the same as for nails; i.e. that
withdrawal properties depend on other wood characteristics than density alone (Fig-
ure 4-26). Indeed, the trend of decreasing f,-values seems to stop at about dnom = 6 mm,
which was the upper limit for nail diameters. Similar to the findings for nails, the low f,-
values seem to be constant whereas only the high f,-values decrease. This observation is
less clear for diameters > 11 mm. For these diameters, the number of observations is signif-
icantly lower than for the smaller diameters, as can be seen in the number of observations
N given in Figure 5-40 on the left. Therefore, it is hard to say how robust the trend of de-
creasing fu-values with increasing d,om-values is. For beech LVL, Figure 5-40 on the right, this
trend is not present. Also here, less data is available for larger diameters.
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Figure 5-40  Corrected withdrawal parameters versus the nominal diameter. Left: For a2 30 in spruce. Right: For
beech LVL (all angles).

5.5.7  Further statistical investigations

A correction for density alone does hence not lead to a better identification of other influ-
encing factors. Generally, in all analyses carried out up to now, e.g. by creating subsets, no
significant reduction of scatter could be obtained which would help to discern trends®’. At
the same time, standard investigations of residuals did not lead to meaningful findings; e.g.
in all regressions carried out up to now, residuals were, when investigating their qg-plots
(see e.g. Figure 4-7 on the right), approximately normally distributed, their variance was sat-
isfyingly homoscedastic and only few had studentised values larger than |3 ]| (see also Table
5-8). All p-values were “<0.0001”. Although further diagnostic tools available in SAS re-
vealed values with a high leverage or Cook’s D, e.g. an exclusion of these values (cut-off if
Cook’s D > 4/N)'*, no significant changes in regression analyses were observed. Also decile
plots did not lead to any identification of misspecified model assumptions (see also Fig-
ure 5-41 on the right). Other regression methods did not change the picture either. To illus-
trate this, robust regression methods are compared to a simple linear regression for one
subset. The considered linear regression model is given in Eq. (5-8).

fo=a+pB-p+e (5-8)
where

fu Withdrawal parameter in MPa, dependent variable

P Density in kg/m?, independent variable

a, B Regression parameters

e Residuals

137

All following tests and analyses were done using both individual and mean values; exemplary outcomes are
shown for individual values, Figure 5-41 and Table 5-9.

138 such a procedure leads to (ordinary least squares) regression results that correspond to robust regression
results using the Huber M estimation with bisquare weighting.
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The considered database was subset C of Table 5-8 (all data excl. wood-based panels and
spotted gum, > 30°, N = 5774). The chosen methods were, as said, a simple linear regres-
sion “OLS” using the complete subset (i.e. no values were excluded) and regressions based
on “iterated re-weighted least squares (IRLS)”. The idea of IRLS is to assign different weights
to individual values based on how high the variance of their residual is. With such a proce-
dure, values with large residuals get a small weight and are hence significantly less influential
on the overall regression result. With robust regression, the dilemma of standard regression
methods, i.e. that outliers should be excluded although there is no compelling reason to do
so, can be avoided. The estimators used for IRLS were the Huber M estimation with Huber
and bisquare weighting and the more recent MM estimation'*°; both are implemented in
SAS. Table 5-9 shows the result of all regressions, where both individual and mean values of
fwand pwere considered. No significant differences are observed between regressions with
individual or mean values or between regressions using different methods.

To underline this statement, Figure 5-41 on the left shows Eq. (5-8) using the values for
and S as given in Table 5-9. To visualise the maximum regression differences, the ratio of
results is formed, considering the two methods “linear regression” and “IRLS with MM
estimation. A maximum difference of 3% is observed. Concerning the considered simple
model as specified in Eq. (5-8) itself, the decile plot in Figure 5-41 on the right shows that
this simple model was not misspecified; with the largest deviation in areas with less data as
can be seen by the scarce fringe between approx. 500 kg/m?3 and 650 kg/m?. It must be con-
cluded that more advanced standard regression procedures do not have an added value.

Table 5-9 Regression results based on Eg. (5-8), using both mean and individual values for dependent and in-
dependent variable f» and p. Bold values are inserted in Eq. (5-8) and shown in Figure 5-41 on the
left

Type of regression Using mean values Using individual values

a yij R? a B R?

Subset C, Table 5-8 N =573 N=5774
OLS, linear regression ordinary least squares -9.562 0.065 0.86 -9.420 0.064 0.84

IRLS, Huber M-estimation -9.195 0.064 0.78 -9.002 0.063 0.77
IRLS, bi-square weighting -8.889 0.063 0.69 -8.740 0.063 0.72
IRLS, MM estimation -8.524 0.062 049 -8.407 0.062 0.52

3% For more information on the estimation methods please refer to the SAS handbook.

153



5 Screws

105 7 o 20T Regression
1 a ) Lo
1.04 > s 95% Confidence Limits
é 1.03 - E 40 -] © Mean fwand 95% Cl
A 102 4 e 5
g ......... //‘ g
R e .l
3 1.00 = s
9 - o
o 099 ;
° 098 £ 204 ’
B 097 2 o
o . regression based on individual values g /,,/"
096 1 regression based on mean values 107 LLUL 1L I‘I NN H‘H Il Ll \‘1 I ‘\M I NTHEN IH‘HI\HIHI Il
0.95 | | | |

300 400 500 600 700 800 400 500 600 700 800

Density in kg/m? Density in kg/m3 with fringe plot

Figure 5-41  Left: Ratio of linear over robust regression results versus density, inserting the bold regression pa-
rameters of Table 5-9 in Eqg. (5-8). Right: Decile plot of subset C in Table 5-8, with fringe indicating
test data density.

5.5.8 Characteristic values

Irrespective of the observed scatter and the resulting challenges in finding meaningful rela-
tionships, characteristic values are needed for design. To address this and to understand,
how characteristic values scatter, conventional characteristic values are calculated applying
EN 14358 (2016) and prEN 14592 (2017) (see also section 4.5.3). The regression results
given in Table 5-8 are considered to correct withdrawal parameters in analogy to Eq. (4-16)
and to adjust standard deviations in analogy to Eq. (4-17), where however the target COV
for the density of beech LVL was 5% instead of 10%, see also Figure 5-37 on the right (and
section 5.6.4). In a final step, 5" percentile values for fu,cor Were estimated assuming a
lognormal distribution and using the corrected standard deviations stdu,corr, in accordance
with EN 14358 (2016), The limited amount of test results per test series was considered
applying the ks-factor given in EN 14358.

Going to Table 5-8, the regression results for subset C are considered, including tests at
a2 30° and excluding results for wood-based panels and spotted gum. This leads to a cor-
rection factor of 1.36 — the regression parameter £ in Table 5-8 — for both withdrawal pa-
rameter and standard deviation, and Egs. (4-16) and (4-17) need to be modified accordingly.
For nails, the dependency of f,, on the density was very similar, with a correction factor of
1.35, see Eq. (4-15). However, whereas for nails, only test data with spruce is available, also
solid hardwoods and beech LVL were used to determine the withdrawal capacity of screws.
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5.5 Withdrawal capacity

Consequently, different reference densities psneed to be considered when calculating cor-
rected withdrawal parameters fu,corr:

1.36
Fucor = fu (Lj (5-9)
where
Sw,corr Corrected individual withdrawal parameter in MPa
fu Individual withdrawal parameter in MPa
Pref Mean density of all series per wood type: spruce refspruce = 439 kg/m?, solid

hardwoods prefsolid #w = 670 kg/m?, beech LVL prefpeechivi = 814 kg/m?
Prmean Mean density of test series in kg/m3

The correction carried out in accordance with Eq. (5-9) using one general correction factor
is incorrect if different subsets are considered. For instance, the accurate correction factor
for subset H in Table 5-8, tests at &= 30° in spruce, would be 0.8, and the application of a
factor of 1.36 in Eq. (5-9) overestimates the dependency of f,, on the density. To assess the
error, the above-described corrections were carried out also for subset H, applying the cor-
rection factor of 0.8 and using 420 kg/m3 (= pmesn 0f C24, EN 338, 2016) as reference density.
The calculated characteristic values are shown in Figure 5-42, where on the left, the values
for subset C are shown, applying a correction factor of 1.36, and on the right, the values for
subset H are shown, applying a correction factor of 0.8. For the series with maximum and
minimum mean densities, obviously, differences between both approaches were highest'4°,
The range of fu,corrk-values for spruce is given in the figure caption, and the maximum differ-
ence is 5%. Figure 5-42 displays significant scatter, in particular for beech LVL where char-
acteristic values range from 19.4 MPa to 48.3 MPa'*!. Also for spruce, characteristic values
differed by a factor of 2, with minimum and maximum values of 7.4 MPa and 16.9 MPa.
Figure 5-42 on the left furthermore shows that for spruce and beech LVL, a lower bound
(constant) value for the withdrawal parameter could be used. For characteristic values for
densities between ca. 550 kg/m? and 800 kg/m?, a linear increase of the lower bound values
with increasing density can be observed, where, however, less data is available. For the sub-
set spruce, a decrease of upper-bound values with increasing nominal diameter may be dis-
cerned looking at Figure 5-42 on the right. This statement is not very strong due to the lack
of testing data (for larger diameters), but it is similar to what was observed for non-smooth
shank nails, see Figure 4-26. An obvious idea is hence to combine databases, which is done

140 Boundary values of ratio of fu,comk for subset H divided by fu,cor for subset C were 84% (Omean = 332 kg/m?) and
111% (Pmean = 560 kg/m?3).

19.4 MPa: 6 mm screw at 45° with drill tip, not predrilled, pmean = 763 kg/m?; 48.3 MPa: 6 mm screw at 90° with
drill tip, not predrilled, pmean = 840 kg/m?.

141
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in Figure 5-43. Values for nails tend to be slightly lower than for screws, which is logical see-
ing the more prominent thread of screws leading to higher withdrawal resistance. Never-
theless, a common lower-bound value seems possible as indicated exemplarily by Eq. (5-10).

e[ e [)” 5-10
(@): fux 6(350) (B): fus 6(350) (5-10)

Eg. (5-10) is based on the two exponents f=0.8 and f=1.36, and on a constant value of
6 MPa for f,,, which corresponds to a withdrawal class in accordance with prEN 14592 (2017,
Table 4), see also Figure 4-31, and which is too low for screws, see also Figure 5-42.
However, seeing that Eq. (5-10) severly underestimates withdrawal parameters and cannot
capture at all fasteners with higher f,, «-values, the additional error due to this low constant
value of 6 MPa is not deemed to be significant. For design purposes, such a simplified
approach is not recommended as with a severe underestimation of f,, not only capacities
are underestimated but also failure modes are not predicted correctly.
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Figure 5-42  Left: Subset C with £=1.36 (all tests at & 2 30° except wood-based panels and spotted gum), char-
acteristic withdrawal parameters fuwcork versus mean density, 440 test series; for spruce,
Swcomk =1{7.7 - 17.8} MPa. Right: Subset H with #= 0.8 (tests at &> 30° in spruce), characteristic with-
drawal parameters fu,cork versus nominal diameter, 273 test series; fw,comk = {7.4 — 16.9} MPa.
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Figure 5-43  Individual fu-values versus density for nails (including nail tip) and screws.

5.5.9 Conclusions regarding the withdrawal capacity

The withdrawal parameters described and analysed here show a significant scatter, not only
when considering the database with 7642 individual tests grouped in 580 series as a whole,
but also looking at various subsets. The source of the scatter could not be identified. One
contributing factor for this is that not all properties were recorded, e.g. exact tip shapes,
thread flank angles or type of coating. These missing properties cannot be considered in
analyses that try to identify influencing factors on withdrawal parameters. Moreover, rec-
orded properties concerning the timber encompassed only the global density, and no infor-
mation on the local wood characteristics directly around the screws is available. If the
persisting scatter in test results is considered, there is no scope in defining more and more
complex models with more and more adaptation factors that accommodate specific sub-
sets, but cannot accommodate observed variety of screws available on the market. Under-
standing such scatter puts a focus on the mechanical understanding of withdrawal
behaviour and possible optimisations. In terms of design equations, however, it is important
to acknowledge that in practice, scatter is present and will certainly be higher than captured
in the database.

157



5 Screws

5.6  Head pull-through capacity

Note: Parts of this chapter were already published in Sandhaas and BlaR (2022).

5.6.1 General

Analogously to the withdrawal capacity, also the head pull-through capacity Freqq is espe-
cially important for joints with screws as screws can transmit high axial forces. However,
whereas F,, is always relevant, this is not the case for Fpeqq. If the head side member is made
of e.g. steel, then —depending on the steel plate thickness —the screw head cannot be pulled
through and either steel failure or withdrawal failure from the pointside timber member
occurs. Moreover, Freqq is Only relevant for partially threaded screws, which do not have a
thread directly underneath the head. Interestingly enough and very different to withdrawal,
no publications exist except for few publications covering the head pull-through resistance
of nails and screws in plywood and OSB (Chui and Craft, 2002; Munch-Andersen and
Sorensen, 2011) and investigations dealing with screw press gluing (Bratulic et al., 2019;
Delp et al., 2020; First, 2019), where Delp et al. did not perform head pull-through tests,
but measured contact pressure'®?,

Currently, characteristic head pull-through parameters freqqx must be taken from technical
documentation of screws, hence are proprietary information given as so-called declared val-
ues by the individual screw producers. Indeed, the current Eurocode 5 (2010) states that
characteristic head pull-through parameters must be determined in accordance with
EN 14592 (2012). Concerning head pull-through tests, both EN 14592 and EAD (2016) refer
to the test standard EN 1383 (2016). Whereas EN 14592 requires ten head pull-through
tests to be carried out, the EAD allows for the declaration of conservative fheqq -values with-
out testing®. If a screw producer wishes to declare higher values in accordance with the
EAD, then twenty pull-through tests must be carried out. A difficulty with EN 1383 is that
not enough specifications are given concerning precise test setup and execution. It seems
that historically, EN 1383 was drafted for staples, which are pulled-through (thin) wood-
based panels'#, as the protocol for staples is rather extensively explained and imprecise
specifications concern issues not relevant for these. Particularly the prescriptions concern-
ing the timber thickness t, through which fasteners are pulled through, covers a wide range
by stating that “t <7 - d”. Additionally, EN 1383 only speaks about “the maximum pull-
through load Fney’, which is then used to calculate the head pull-through parameter fheqq.

142 Ajcher et al. (2023) published a paper relevant for the issues presented here, which was not considered in the

investigations due to its recent date.
3 For timber products with thicknesses > 20 mm and a characteristic density of 380 kg/m?, fheadx = 10 MPa.

144 No tests with wood-based panels are contained in the database.
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5.6 Head pull-through capacity

However, the value of Fax will very much depend on the thickness through which the fas-
tener is pulled and the deformation at which Fpqy is read. Consequently, it is evident that
test results cannot be compared if Frax is Not taken at the same pull-through deformation.

The test results contained in the database are the maximum values in [kN] reached before
or at a deformation of the test machine’s crosshead of 15 mm. The thickness of the timber
product, through which the screws are pulled, is usually 8 - dnom, unless noted otherwise'#.
The database contains in total 28544 individual test results grouped in 246 series!*’, with
10 or 20 tests per series. If steel failures occurred, the test results were not included in the
database. The used timber products were mainly spruce (2170 individual tests, or 76% of all
tests), followed by beech LVL (11%) oak (8%), beech (4%) and ash (1%). The screws were
inserted at an angle of 90° between screw axis and grain direction except for 40 tests at an
angle of 60°*8. All screws in oak, beech and ash solid wood specimens were oriented in
radial and tangential direction with respect to the annual rings**°. This information is not
given for all tests with spruce, where 1660 individual tests contain no information concern-
ing the annual ring orientation. Half of the tests per series with beech LVL were inserted in
the face grain and the other half in the edge grain. Most screws had a nominal diameter of
8 mm (27%), followed by 10 mm (16%), 6 mm (15%) and 5 mm (10%), with a range of 3 mm
to 12 mm.

The used head types covered all four head types given in Table 5-1. Concerning the head
type “steel-timber”, this is surprising, as usually, such screws are used to fasten steel plates
to timber members and hence, no head pull-through tests are carried out. Nevertheless,
180 tests in 17 series with the head type “steel-timber” were carried out (only partially
threaded screws). 250 screws had a cylinder head (40 fully threaded screws and 210 screws
with two threaded parts, in total 25 series), 810 screws had a washer head (only partially
threaded screws, 59 series) and 1624 a countersunk head (90 screws with two threaded
parts, 30 fully threaded screws, rest partially threaded screws, in total 145 series). No infor-
mation about the angle of the countersunk heads was given, except for one series with 60°
countersunk heads'*®. Looking randomly at some photos of screws contained in the test
reports, it seems that most screws had 90° countersunk heads. Also concerning the finishing

15 Head pull-through tests through wood-based panels were not carried out. In most reports, the thickness was

not mentioned.

146 £or one series with 10 tests, neither the nominal nor the measured head diameter was given. These 10 tests

were hence not considered in the analyses.

147 |t also the insertion direction is considered a differentiator, i.e. insertion tangential or radial to the annuals

rings or in the edge or face grain of LVL, then the number of series is 327. For one series, the head diameter
was not recorded, which is why only 245 series are available for further analyses.
These were tests with screws with two threaded parts inserted in non-predrilled spruce. The results do not

differ from those with a =90°.

143 The orientation of the annual rings has no influence on the head pull-through properties.

0 Two straight extension lines from the chamfers underneath the head intersect at this angle.
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of the side underneath the head, no information is given, where, however, often milling
pockets were present. In addition, when checking technical drawings of the screw produc-
ers, generally, no information is given concerning the angle of the countersunk head and
they only state that milling pockets can be present.

Countersunk heads may need some pre-milling in order to allow for a screw insertion until
the head is flush with the surface, especially for beech LVL with its high density. This infor-
mation, however, is not given in the reports nor can it be retrieved retrospectively. As a rule,
it can be said that in a first step, screws were inserted without pre-milling and if it was pos-
sible to fully insert these screws without any splitting, no pre-milling was carried out. This
procedure is valid for all species and timber products. No judgement can be made concern-
ing any influence of pre-milling, be it partial or full, on the head pull-through behaviour
based on the database. The same applies to screws with cylinder heads, where the issue
proved less critical due to the small diameter of cylinder heads. Concerning predrilling in
general, 2140 spruce, 10 beech and 60 oak specimens were not predrilled. All other test
specimens were predrilled before the screws were inserted (i.e. 30 spruce specimens, 100
beech, 170 oak, 20 ash, 334 beech LVL). The predrilling diameters ranged between
0.67 - dnom and 0.8 - dnom, Where in 55% of the cases, the predrilling diameter was 0.75 - dnom.

The used screws were mostly partially threaded screws> (87% or 2494 screws), 300
screws (11%) had two threaded parts and fully threaded screws constituted only 2% of all
tests (70 screws). A fundamental difference exists between screws with a partial thread
and screws with a full thread or two threaded parts. The last two screw types have a thread
directly underneath the head that contributes to the head pull-through resistance, whereas
partially threaded screws have a smooth shank directly underneath the head. This means
that a head pull-through resistance can only be determined for partially threaded screws,
whereas for the other screws, itis a “reversed” withdrawal resistance coupled with a screw
head that is determined. Screws with a thread directly underneath the head were indeed
tested subdividing the series in half of the tests including screw head and thread and the
other half was tested pulling through only the threaded part?, see Figure 5-44 on the left.
In the latter case, the given “head diameter” corresponds to the outer thread diameter
(= measured nominal diameter). All this data was kept in the database to investigate the
effects of a thread underneath the head. If the smooth shank part of partially threaded
screws was not long enough to protrude from the timber, i.e. that part of the thread was
embedded in the timber contributing to the head pull-through resistance, the timber piece
was predrilled in the area of the thread with such a large diameter that the threaded part
was loose inside the timber.

1 The threaded part of all screws of the type “TGSHL” in accordance with Table 5-1 was outside the timber and

hence, TGSHL screws were combined with the type “TGS”.
152 | . the screws were not inserted completely, and the screw head was protruding from the timber. No smooth

shank parts were inside the timber in the case of screws with two threaded parts.
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|u

The fact that a “classical” head pull-through resistance is determined only for a system of
screw head & smooth shank impacts also on the general manufacturing of the test speci-
mens. Partially threaded screws were inserted until the threaded part protruded from the
timber specimen, then the specimen including screw was inserted in the testing rig and it
was pulled until the screw head was flush with the timber surface®3; i.e. the upper head
side in case of countersunk screws and the lower head side in case of washer head screws.
Afterwards, the specimen was unloaded before starting the head pull-through test. Screws
with a thread directly underneath the head instead were inserted until the screw head was
flush with the timber surface (tests with head and thread), and then the specimen was in-
serted in the testing rig. Hence, countersunk heads of partially threaded screws were not

inserted by drilling them in, but by applying a vertical force.

The ratio of nominal diameter divided by the head diameter was 0.37 to 0.68 for screws with
countersunk heads'™*, 0.29 to 0.52 for screws with washer heads, 0.72 to 0.83 for screws
with cylinder heads and 0.44 to 0.65 for screws with steel-timber heads. The maximum head
diameter was 41 mm of a 12 mm screw with a washer head, followed by a head diameter
of 29.5 mm of a 10 mm screw with a washer head. Observed coefficients of variation are
shown in Figure 5-44 on the right. The coefficients of variation for density are comparable
to those observed for the withdrawal test series, see Figure 5-37. The coefficients of varia-
tion for Freqq instead are surprisingly high, with a maximum value of the observed coefficient
of variation of 37%!> and a minimum value of 1.6% with an average of 13.4%.

Figure 5-45 on the left shows the influence of the head types on the head pull-through ca-
pacity, and on the right, the results per species are presented. It can be seen that, obviously,
for heads with large diameters, i.e. washer heads, higher Freq0-values on average are
reached. Particularly for beech LVL, however, results scatter considerably and screws with
countersunk heads reach the highest values. The group of low Fpeqg-values between ca.
550 kg/m?® and 750 kg/m3 must be explored further, where it is recalled here that screws
with cylinder heads all had a thread underneath the head. As the vertical axis in Figure 5-45
simply shows the measured Fpeqg-values in kN, these values must be normalised prior to any
further analysis. In general, however, it can already be stated that the scatter observed for
all species is surprising, as the head pull-through behaviour is thought to be similar to the
behaviour of wood under a compressive load perpendicular to the grain, where the (ductile)
compressive strength perpendicular to the grain together with a load distribution area gov-
erns and hence, shows rather little variation.

153 A there is no thread inside the timber anymore, the partially threaded screws cannot be drilled in.

154 )0 tests in two series were carried out using screws with countersunk heads and a washer. These were assigned
to screws with washer heads and the ratio between nominal diameter and diameter of the washer was 0.29
and 0.34.

155 The next largest value was 28%. The series with a COV of 37% was checked and seemed to be correct.
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Figure 5-44  Left: Ratio of nominal diameter divided by head diameter. Legend: PT = partially threaded screws, FT
thread = fully threaded screws with thread only, FT head = fully threaded screw with head and
thread, 2T thread = screws with two threaded parts and with thread only, 2T head = screws with two
threaded parts and with head and thread. Right: Observed coefficients of variation.
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Figure 5-45  Left: Head pull-through capacity Fheas in kN versus density p in kg/m?* differentiated by head types.
Trendline is shown for screws with washer heads (red line) and countersunk heads (black line). Right:
Head pull-through capacity Freas in kN versus density pin kg/m? differentiated by species.

5.6.2  Analysis of head pull-through parameter

Prior to any further comparisons, the head pull-through capacity must hence be normalised.
This is done by dividing the capacity through the square of the head diameter, analogously
to Eq. (4-18), using the mean measured head diameter. A “head pull-through parameter”
for fully threaded screws and screws with two threaded parts, i.e. screws with a thread di-
rectly underneath the head, is instead calculated differently and analogously to the with-
drawal parameter®®, see Eq. (4-10).

156 £or four series, the thickness t was not recorded, but the respective diameters (3.5, 4, 4.5, 5) were small

enough to assume thatt=8 - d.
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5.6 Head pull-through capacity

Fhead
fheas = g (5-11)
where
fhead “Head pull-through parameter” in MPa of fully threaded screws and

screws with two threaded parts

Fhead Head pull-through capacity in kN
Anom Nominal diameter in mm
t Thickness in mm of the timber piece (£ penetration length)

Eqg. (5-11) was applied for all fully threaded screws and screws with two threaded parts;
independently of the test setup, i.e. if head and thread were pulled through or only thread.
Consequently and recalling the discussion of section 5.5.2, Fpeqq in kN is transformed into
fread in MPa using a projected surface, i.e. either through the square of the head diameter
or through the product of diameter and thickness.

Figure 5-46 shows the head pull-through parameter versus the density, differentiating be-
tween screw types on the left and between head types on the right. Furthermore, the min-
imum value of 10 MPa of freqqk, that can be declared without testing in accordance with the
EAD, is shown, see also footnote 143. For spruce, this value of 10 MPa is obviously a good
(albeit conservative) choice, whereas a stepwise or linear increase could be introduced for
timber products with a density > 500 kg/m?3. In general, the scatter is significant, with fread-
values for spruce ranging between 9 MPa and 53 MPa and for beech LVL even between
29 MPa and 129 MPa. This scatter is not significantly reduced when showing mean values
per series instead of individual testing values, see also Figure 5-50 on the left. Concerning
screw types, partially threaded screws can reach higher freqq-values; i.e. those screws for
which a Freqg-value can be determined at all*’. If additionally considering the head type, this
seems to hold for partially threaded screws with any head type, whereas for higher densi-
ties, particularly for beech LVL, it seems to hold for partially threaded screws with counter-
sunk heads. Seeing the scarcity of data for species with densities > 500 kg/m3, it is difficult
to judge if this observed relationship is true or fictitious. However, remembering the previ-
ous discussion on the need of pre-milling or not in order to fully insert screws with counter-
sunk heads, it may well be that an insertion of screws with countersunk heads without pre-
milling leads to a higher local densification underneath the head resulting in a higher head
pull-through resistance. Indeed, if comparing results for countersunk and washer heads in
particular for beech LVL, freag-values are lower for screws with washer heads®®, which do
not penetrate into the timber pieces (see also Figure 5-48 on the right). However, as no

57 n general, withdrawal parameters are indeed lower than head pull-through parameters, see Figure 5-43 and

Figure 5-59.

158 |n terms of capacity, screws with washer heads will display higher values than screws with countersunk heads.
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comparative test series are available and no information on exact head shapes are given, it
is difficult to draw reliable conclusions (see also additional tests in section 5.6.3 and Fig-
ure 5-50 on the right, where scatter of fheqq-values for spruce is not different for screws with
large or small head diameters).

Comparative test series instead were carried out with solid hardwoods, where the same
screws were used in different species. The results given in Table 5-10 show that oak with its
lower density has lower freqa-values than beech or ash. This confirms the trend of increasing
freaa-values with increasing density that can be seen for solid hardwoods in e.g. Figure 5-46,
and which is not discernible for spruce and beech LVL*.
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Figure 5-46  Head pull-through parameter fheas Versus density pwith horizontal lines at 10, 20 and 30 MPa. Lowest
freas-value was 9.3 MPa, all other values > 10 MPa. Lowest value for beech LVL was 29.4 MPa. Left:
Differentiated by screw types. Right: Differentiated by head types.

Figure 5-47 shows the results for fully threaded screws and screws with two threaded parts;
i.e. the screws where the “withdrawal resistance” was tested. Figure 5-47 on the left shows
that for these screws with a thread directly underneath the head, fireas-values do not differ,
when tests pulling through only the thread (protruding screw head) or the thread and the
head (screw head flush with timber surface) are compared. Therefore, the head itself does
not contribute to the head pull-through resistance, where the fully threaded screws in beech
LVL had both countersunk and cylinder heads without difference in freas-values. Further-
more, screws with two threaded parts followed two different test setups. One standard
setup, where the screws were inserted into one timber piece, and a setup, where the screws
were inserted through two separate pieces of timber with removal of the timber piece op-
posite to the head side prior to testing. The purpose was to simulate a realistic insertion

159 Thisis a question of the available range of densities. The statement concerning spruce and beech LVL holds
also if other axis scales are used or if mean instead of individual values are shown, see e.g. Figure 5-48 on the
right and Figure 5-50 on the left.
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process, as screws with two threaded parts have different threads at tip and head side. Fig-
ure 5-47 on the right shows the respective results. As the procedure of inserting the screws
through two pieces of spruce resp. oak (and always including both head and thread) was
carried out only in one report, where the standard procedure of using a single piece of tim-
ber was not applied, it cannot be said for sure if the observed difference in freas-values is
realistic. It is, however, a strong indication that a small comparative study should be carried
out to see if this effect of higher values when using a realistic insertion process can be ex-
trapolated to all screws with two threaded parts.

Table 5-10  Test results of series on solid hardwood species. N = number of tests per series, dn in mm, density p
in kg/m?3, parameter freas in MPa. Coefficient of variation in % is given. All tests with partially threaded
screws were predrilled with a diameter of 6 mm.

N dp Beech Oak Ash

P fhead % fhead % fhead

ScrewAl 10 6.7  718|10% 359 |23% 636 | 12% 25.0 | 26% - -
ScrewB? 20 198 714 | 7% 47.9|11% 658| 7% 38.6 | 20% 678 | 5% 44.0 | 12%
ScrewC? 20 148 714 |5% 657 |12% 684| 6% 52.9 | 16%

ScrewD* 20 214 714 |5% 43.7| 8% 684| 6% 39.4 | 10%

ScrewES 20 145 714 |5% 61.6|10% 690| 6% 50.4 | 17%

ScrewF 20 175 714 |5% 49.4| 4% 690| 6% 47.7| 6%

! Screw with two threaded parts, not predrilled, dnom = 5 mm, cylinder head, t = 18 mm, head flush with surface
2 Partially threaded screw (PTS), drom = 8 mm, washer head 3 PTS, dnom = 8 mm, countersunk head

4 PTS, dnom = 8 mm, washer head > PTS, dnom = 8 mm, countersunk head
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Figure 5-47 Head pull-through parameter fheas versus density p. Left: Only screws with full thread ('FT') or two
threaded parts ('2T"), differentiated by test setup with (‘head') or without ('thread’) screw head.
Screws had only cylinder or countersunk heads. Right: Only screws with two threaded parts and dif-
ferentiating the two different test setups.
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If giving a further look into the tests with beech LVL, further subsets can be identified. The
screws in beech LVL were inserted in either the face or the edge grain, where this info is only
given for partially threaded screws. However, no difference at all was observed concerning
the direction of insertion. If instead differentiating by nominal diameter as shown in Fig-
ure 5-48 on the left, a trend of higher fheag-values for screws with smaller nominal diameters
and hence smaller heads can be observed. Only three reports from 2017, 2018 and 2019
are available for beech LVL, where 220 tests of in total 334 tests stem from the oldest report.
If from this report, the results for 5 mm and 6 mm screws differentiated by head types are
shown, a clear difference can be observed, see Figure 5-48 on the right. Recalling the dis-
cussion on the need of pre-milling of countersunk heads inserted in high-density timber, a
possible hypothesis arises. As the screws must be inserted until the screw head is flush with
the timber surface, it may be that the countersunk heads of small diameter screws did not
need pre-milling in order to ensure proper insertion. This, in turn, may have led to densifi-
cation underneath the screw head with subsequent higher fheqq-values.

Alternative calculation of Fpeqq

An obvious approach to calculate the head pull-through capacity is to consider its analogy
with compression perpendicular to the grain. The most simple approach is to apply a modi-
fied version of Eq. (5) given in Leijten (2009):

d2
Fc:3'fc,90'Ahead:3’fc,90'”'7h (5_12)
where
Fc Compressive capacity in N
feoo Compressive strength perpendicular to the grain in MPa
Ahead Gross area underneath the screw head

Concerning a value for f. g, the findings of Franke (2008) can be taken into account, who
determined compressive strength values for spruce on small cubic specimens
(40 x 40 x 40 mm?3) with different annual ring orientation. Franke evaluated a mean com-
pressive strength perpendicular to the grain at a strain of 1% of 3.7 MPa for tangential com-
pression, 2.6 MPa for radial compression and 1.5 MPa for specimens with annual rings
oriented at 45°. Figure 5-49 on the left shows head pull-through capacities contained in the
database versus the results of Eq. (5-12) with foeo=7 (3.7 + 2.6 + 1.5) = 2.6 MPa*®°. Eq.
(5-12) underestimates head pull-through capacities by a factor of three.

160 This mean value of 2.6 MPa is very close to the characteristic value of 2.5 MPa for compressive strength per-

pendicular to the grain of strength class C24 in accordance with EN 338 (2016).
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5.6 Head pull-through capacity

A second approach to calculate compressive capacities is to assume a stress distribution
angle of 45° underneath the head parallel to the grain and of 15° perpendicular to the grain.
The usual height (and width) of the timber pieces was 8 - dnom. Considering an effective
height hes=0.4 - h=0.4 -8 - dnom Of the stress distribution in accordance with Eq. (2) given
in Leijten et al. (2012) and neglecting the round and not rectangular shape of the screw
head, F.4s can be calculated as given in Eq. (5-13). As can be seen in Figure 5-49 on the right,
Feas is @ much better predictor than F. from Eq. (5-12).

Fess = fc,9o

Ay =2.6MPa-A,

. 5-13
mit Ay =(2:0.4-8do, +d;)-(2:0.4-8-d 0 - tan 15°+d,, ) (5-13)
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Figure 5-48  Left: Head pull-through parameter fheas versus density p for beech LVL (all predrilled) and differenti-

ated by nominal diameter. Right: Head pull-through parameter freqd versus density p. Only results for
beech LVL from one report. '5 counter' =5 mm screws with countersunk heads, '6 counter’' =6 mm
screws with countersunk heads, 'S washer' = 5 mm screws with washer heads, '6 washer' = 6 mm
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trendlines in black. Only data for spruce is considered.

167



5 Screws

© - -

% 01~ not registered © 015 countersunk

£ 5ol Oradil S 5ol *washerhead

I3 A tangential k= A steel-timber %

g 404 8 404 *cylinderhead < 193

© [

] §

o

= 304 5 309 Ty

=T} Q.

8 <

:Ct 204 % X %0 204 §

= X 2

3 10] %10 K

hel >

© Q

g O [l [l [l [l [l [ g O [l [l [l [l [l [l [l [l [l [
S 300 350 400 450 500 550 @ 00 01 02 03 04 05 06 07 08 09
% Mean density in kg/m3 Ratio of nominal to head diameter

Figure 5-50 Left: Mean head pull-through parameter firead versus mean density p for spruce, differentiated by
insertion direction. Horizontal line at 7.5 MPa = 3 - 2.5 MPa with 2.5 = fc o0« for C24. Right: fheas VErsus
ratio of nominal divided by head diameter, differentiated by head type. Only results for spruce are
shown and tests with thread only were excluded.

To sum up, it is difficult to understand where the variation in test results comes from if it is
assumed that a pull-through test is comparable to compressive tests perpendicular to the
grain with a small scatter. Differently to compressive tests, splitting underneath a screw
head during insertion will influence results. The scatter observed for screws with washer
heads, however, cannot be explained with this, at least not fully, because washer heads may
not be even on their underside and hence still penetrate the timber. Moreover, it is difficult
to control when exactly the insertion process is stopped. Figure 5-50 on the right shows
again head pull-through parameters in spruce versus the ratios of nominal to head diameter,
excluding the tests where only the thread was pulled through. It is evident that the diameter
of the top side of the head in comparison to the nominal diameter cannot explain the ob-
served scatter. Returning to the beginning and the unclear specifications in EN 1383, it must
hence be questioned how to interpret the head pull-through capacities, which are read at a
crosshead displacement of the testing rig of 15 mm. The following questions arise:

e By how much is a screw head pulled in at 15 mm crosshead displacement?
During testing, transducers should be used that measure the displacement of the screw
head in comparison to the timber surface.

e How is the general load-displacement behaviour?
Load-displacement curves, using transducers, should be recorded to assess the nonlin-
ear shape of the curve.

e Does the thickness of the timber piece or support conditions influence test results?
Here, the question is for instance if additional bending of the timber beam influences
head pull-through values in cases where a screw is pulled through a rather thin timber
member that is supported only at a large distance from the screw.
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5.6 Head pull-through capacity

e Are there any elastic effects?
Elastic effects will certainly occur, in particular for the tests in beech LVL, seeing that a
steel screw with a Young’s Modulus of 210,000 MPa is pulled through beech LVL with a
certain thickness and a high density. This question is in direct relation to the question
before.

e s there a difference in load-displacement behaviour between screws with countersunk
heads and those with washer heads?
As long as no load-displacement curves are registered, this question cannot be an-
swered. However, there should be a difference, as countersunk heads have a consider-
able wedge effect on the timber, leading to splitting perpendicular to the grain.

e Does predrilling influence head pull-through values?
When no predrilling is carried out, more wood material must be pushed aside when in-
serting a screw, which may influence the behaviour.

e Does pre-milling influence head pull-through results?
This question is especially important for screws with countersunk heads inserted in high-
density timber, where pre-milling may be needed in order to allow for a screw insertion
until the head is flush with the surface.

e |Isthere an influence of the insertion process?
This question addresses the observation that results for screws with washer heads scat-
ter significantly. For these screws, it is difficult to define a clear end to the insertion pro-
cess. But also results for screws with countersunk or cylinder heads may depend on how
the screws are inserted and what “flush with the timber surface” means.

e Are there geometrical features of countersunk heads that influence head pull-through
results?
This question addresses the observation that results for screws with countersunk heads
scatter significantly. As no geometrical data is given for countersunk heads, e.g. the an-
gles of the heads or if milling pockets are present, this observed scatter cannot be as-
sessed. Also different washer heads may lead to different results, e.g. if they have
uneven surfaces underneath the head.

e What about head pull-through parameters of inclined screws?
Screws are often inserted at an angle to the grain, utilising their high axial stiffness and
capacity. As the tests assembled in the database are carried out with screws inserted
perpendicular to the grain, the effect of different angles on the grain on the head pull-
through properties is unknown.

To answer these questions, additional test series must be carried out; with clearly specified
boundary conditions and well documented manufacturing and testing procedures. As a con-
sequence, additional small systematic test series presented in the next section were carried
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out to address some of the above-mentioned questions. These bespoke test series will not
be representative for the whole screw population, as such series will be carried out only on
very few different screws.

5.6.3 Additional test series

Table 5-11 gives an overview over the additional test series. In all tests, the screw head dis-
placement was measured®®?, together with the machine load and machine displacement.
Two different test rigs were used (tests with screw A on rig 1, and tests with screws B to F
on rig 2), with probably individual influences on the machine displacement. It is this “ma-
chine displacement” that is currently considered to determine Freqg-values, and which is
used to determine the test results given in Table 5-12, in analogy to all other data contained
in the database. The mean moisture content of beech LVL was 6.3% and that of spruce
11.6%. Figure 5-51 shows photos of the underside head shapes of the used screws. In the
following, different aspects of the test results are discussed.

Table 5-11  Overview and number of additional head pull-through tests; screws A to C had countersunk heads,
screws D to F had washer heads. Width of timber was 10 - dnom.

Thickness Beech LVL (predrilled 6 mm), m.c. =6.3% Spruce, m.c. = 11.6%

t Not pre-milled Pre-milled (14 mm) Not predrilled
in-mm Edge grain Face grain Edge grain Face grain Radial Tangential
40 5 5 5 5 10 -
Screw Al
80 5 5 5 5 10 -
Screw B? 60 - - - - 10 10
Screw C3 60 - - - - 10 10
Screws D, E, F* 60, 80, 100 - - - - 10 10
! Screw A: Partially threaded screw (PTS), drom = 8 mm, di = 14.8 mm, countersunk head (see Figure 5-51).
2 Screw B: PTS, dnom = 6 mm, d» = 11.7 mm, countersunk head with milling pockets (see Figure 5-51).
3 Screw C: PTS, dnom = 6 mm, d» = 11.4 mm, countersunk head (see Figure 5-51).
a4

Screws D, E, F: PTS, washer head (screw D see Figure 5-51); Screw D: dnom =6 mm, dh = 13.6 mm.
Screw E: dnom =8 mm, dh = 21.4 mm. Screw F: dnom = 10 mm, dh = 22.4 mm

181 This displacement was measured not in relation to the timber, but to the “outside”; i.e. the tip of the measuring
instrument was touching the screw head and the instrument itself was fastened outside the test rig. A cali-
brated 20 mm transducer was used for the series with screw A, and for all other series, a special 50 mm trans-
ducer was used that could be connected directly to the testing machine, without the need of an additional
data acquisition station.
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Table 5-12  Test results in terms of mean values with coefficients of variation, thickness t in mm, displacement u
of transducer when machine displacement is 15 mm.

t N Variation pinkg/m?3 uinmm fhead IN MPa

Screw A, countersunk, dy = 14.8 mm, dpom = 8 mm

Beech LVL, 40 5 Face grain 835]10.5% 10.1]19.2% 90.7 | 4.8%
pre-milled Edge grain 806 | 1.1% 9.9157% 79.2]59%
Face grain 807 | 09% 10.3]|145% 71.2|9.3%
Edgegrain 802 |0.3% 104 | 45% 82.9|2.9% 81.0]10.5%

80

5
5
5
Beech LVL, 40 5 Face grain 835]0.5% 12.2]24% 94.1]3.2%
5
5
5

not pre- Edge grain 806 |1.1% 10.8|11.1% 85.5|4.0%

milled 80 Face grain 806 |1.0% 11.7]3.7% 81.9]6.9%
Edge grain 804 | 0.4% 1141 41% 82.8|63% 86.1|7.7%

Spruce 40 10 460 | 3.6% 12.9|58% 24.0]9.4%
80 10 4601 3.8% 13.1|3.9% 244|58% 24.2|7.9%

Screw B, countersunk with milling pockets, d,=11.7 mm, dpom = 6 mm
Spruce 60 10 Radial 466 | 3.7% 13.0|42% 31.6|13.3%
10 Tangential 466 | 3.7% 13.0 | 45% 287 |11.7% 30.1] 13.5%

Screw C, countersunk, d, = 11.4 mm, dpom = 6 mm
Spruce 60 10 Radial 472 | 3.3% 12.813.5% 36.2|17.8%
10 Tangential 472 |3.3% 13.6|3.3% 30.2|21.9% 33.2|21.6%

Screw D, washer head, dy = 13.6 mm, dyom = 6 mm
Spruce 60 10 Radial 469 | 3.0% 116 |49% 36.4|17.2%
10 Tangential 469 | 3.0% 1241 22% 29.4|10.1% 32.9| 18.3%

Screw E, washer head, d, =21.4 mm, dpom =8 mm
Spruce 80 10 Radial 457 |3.5% 11.1|7.4% 23.5]| 7.4%
10 Tangential 457 | 3.5% 114 |6.7% 20.8|11.2% 22.2|11.2%

Screw F, washer head, d, =22.4 mm, dpom = 10 mm
Spruce 100 10 Radial 388 | 3.1% 12.0|3.5% 19.6 | 13.3%
10 Tangential 388 ]3.1% 12.0|2.0% 17.3|11.1% 184 |13.9%

Screw A Screw B Screw C Screw D

Figure 5-51  Shapes underneath heads (see Table 5-11).
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Machine versus transducer displacement

Figure 5-52 shows four load-displacement curves, where the machine displacement and
transducer displacement is differentiated. Two systematic differences can be pointed out.
Firstly, load-displacement curves for screws with washer heads, upper right figure, show a
steady increase until tests are stopped (compression perpendicular to the grain). This is not
the case for screws with countersunk heads, which show a more pronounced nonlinear be-
haviour with a maximum load reached before tests are stopped (wedge effect of counter-
sunk heads). And secondly, whereas the difference in measurement method is small for
tests with countersunk heads in spruce, this is not the case for screws with washer heads
andin beech LVL, i.e. for tests with more rigid behaviour. It must be underlined that the four
chosen curves are by no means representative for all other tests of the same series, and the
qualitative load-displacement behaviour may look very different from test to test, see e.g.
Figure 5-55. This is, again, astonishing, when considering the analogy of head pull-through
tests, above all of screws with washer heads, with compressive tests perpendicular to the
grain, which show ductile and qualitatively similar behaviour.

8 T T T T
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B 7
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Figure 5-52  Four exemplary load-displacement curves of head pull-through tests. Red vertical line indicates dis-

placement of 15 mm.
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Figure 5-53  Opened test specimens (not predrilled). Left: Screw with countersunk head. Right: Screw with washer
head.

Figure 5-53 shows opened test specimens, where the fundamental difference to compres-
sive tests perpendicular to the grain can be seen. In the latter tests, wood fibres are not
separated and can act as ropes transferring tensile loads. In head pull-through tests instead,
fibres are separated and can be better compared to cantilever beams. However, these sim-

ple models (“rope”, “cantilever beam”) underestimate the influence of shear very consider-
ably as was shown by Bocquet (1997, there Figure 1.22).

In comparison to the tests carried out by First (2019), no initial slip can be observed in the
load-displacement curves. The lack of slip facilitates the interpretation as no procedure to
determine the curve’s origin must be determined. The exemplary curves given in Figure 5-52
show very clearly that the current determination of Fpeqs at a crosshead displacement of
15 mm takes place when the load-displacement curves are already far in the ductile range.
The permanent deformations visible in Figure 5-53 confirm this; current values of Freqd 8O
hand in hand with large deformations, and in the case of washer heads, Fmx is certainly not
reached at a crosshead displacement of 15 mm — which represents an arbitrary stop chosen
at KIT that was taken in analogy to the specifications given in EN 26891 (1991).

This is an unsatisfying situation, considering the vague prescriptions in EN 1383 (2016) and
the effect this may have on results from different testing institutions. Clear prescriptions are
needed at which deformation limit head pull-through capacities should be read. These
deformation limits may vary depending on the application, similar to the proposal for
compression perpendicular to the grain by Windeck and BlaR (2017). Further prescriptions
are required as to how deformations shall be measured, in particular for rigid systems, i.e.
with high-density timbers and large washer heads, where larger differences between
machine and transducer displacement can be observed. Quantitative differences between
machine and transducer displacement are given in Table 5-12, where differences of up to
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5 mm at a machine displacement of 15 mm were observed. This means, screw heads are
pulled in by a maximum of 10 mm at a crosshead displacement of 15 mm. These 10 mm
consist of an elastic and a plastic part, as can be seen in Figure 5-53, where the permanent
deformation is less than the maximum (machine) displacement of ca. 20 to 25 mm during
the test.

Timber thickness

The test specimens were supported such that no bending deformation could occur, i.e. with
a steel plate with an opening of 80 x 80 mm? to support the tip side timber surface and a
distance of 10 to 15 cm between two anchorings fastening the test specimen and steel plate
to the test rig. When looking at the results with screw A in Table 5-12, no difference can be
observed for the tests with spruce with a thickness of 40 and 80 mm. The same holds for
the tests with beech LVL, where, however, the series with 40 mm thick beech LVL and screws
inserted in the face grain had higher densities than all other series, obfuscating results.

Pre-milling versus no pre-milling in beech LVL

As expected, no pre-milling to facilitate the insertion of countersunk heads leads to higher
freaa-values, see Table 5-12 (and Figure 5-54 on the right). However, this trend is only weak,
which is confirmed, when looking at the load-displacement curves of all tests with beech LVL
given in Figure 5-54 on the left. No difference between the tests with pre-milling and those
without pre-milling can be seen. It seems that this difference in production does not lead to
the large scatter observed in the database.

Density

Figure 5-54 on the right shows freag-values versus density of the tests with screw A in beech
LVL, including the trendlines. The trend based on the in total 40 tests is clear; fhreqs-values
are increasing with increasing density. Such a clear trend, however, cannot be observed
when looking at the database, see Figure 5-48 on the right. Again, the general issue of dis-
cernible trends within bespoke series that, however, vanish when looking at more repre-
sentative data, can be underlined.
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Figure 5-54  Results screw A in beech LVL. Left: Load-displacement curves of head pull-through tests showing
transducer displacement. Right: Head pull-through parameters versus density including trendlines.

Insertion direction

Concerning insertion in edge or face grain of beech LVL (screw A), the picture is blurry when
looking at Table 5-12, The test results for 40 mm thick beech LVL cannot be interpreted due
to the difference in density. The test results for 80 mm thick beech LVL instead show a larger
difference between edge and face grain for the pre-milled specimens, and no difference for
the not pre-milled specimens (this may be coincidence). Concerning the tests with spruce,
tests with screws with countersunk heads (screws B and C) inserted in radial direction lead
to higher freqa-values, which can be explained with homogenisation effects when inserting
screws in radial direction. It is, however, contradictory to the already cited findings from
Franke (2008), who evaluated higher compressive strength values in tangential direction in
comparison to the radial direction. Figure 5-55 on the left shows the load-displacement
curves of screws D, where the largest difference between radial and tangential direction
could be observed, which again can be explained with homogenisation effects.

Influence of shapes underneath screw heads

Figure 5-55 on the right shows the load-displacement curves for the tests with screws B and
C, which had different shapes underneath their countersunk heads, see Figure 5-51. The
scatter is significant, also when looking at the coefficients of variation given in Table 5-12,
and this scatter cannot be explained when giving a closer look to the test specimen, produc-
tion and execution. For screws with washer heads, freas-values seem to decrease with larger
screw diameters; a trend that can be confirmed considering the whole database. No conclu-
sive statement can be made based on these few tests, with the exception of the importance
of other wood characteristics than the density alone and that different shapes underneath
screw heads will impact on freqgs-values.
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Figure 5-55 Load-displacement curves of head pull-through tests showing transducer displacement. Left: Results
for screw D. Right: Results for screws B and C.

5.6.4  Characteristic values

Irrespective of the observed scatter and the resulting challenges in finding meaningful rela-
tionships, characteristic values are needed for design. This is not different to the analogous
discussion in section 5.5.8 concerning characteristic values for the withdrawal parameter.
Therefore, also for the head pull-through parameter, conventional characteristic values are
calculated applying EN 14358 (2016) and prEN 14592 (2017). In a first step, a nonlinear re-
gression using all 2854 individual test results was carried out in order to determine a correc-
tion factor, the exponent in Eq. (5-14) (R>=0.7):

Freas =9.5-107" - p (5-14)
where

fhead Head pull-through parameter in MPa, calculated in accordance with Eq. (4-18)
P Density in kg/m?

This nonlinear regression did not comprise a thorough residual analysis with corresponding
deletion of outliers with studentised residuals larger than |3]%2. Moreover, no differentia-
tion, e.g. with respect to different wood species, was made. Further nonlinear regressions
revealed an exponent of 1.003 for all tests with spruce (£ weak dependency on density,
R2=0.06), 1.61 for the tests with solid hardwoods (R? = 0.19), and no convergence was pos-
sible for the tests with beech LVL. These results make sense when the limited range of den-
sities available for regression is considered (beech LVL: pmin = 794 kg/m3, pmax = 883 kg/m3);
the broader this range is, the better are the results which can also be deduced from the R?-
values. A consequential approach is hence to further analyse the data on the “global” scale,

162 sych an analysis is pointless when scatter, in particular for beech LVL, is high. If beech LVL is considered indi-

vidually, no relationship between freas and p can be found; the range of available densities is too small.
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i.e. not differentiating into different wood types. The outcomes and shortcomings of such
an approach are discussed in the following.

Therefore, the (global) exponent of 1.67 is used to correct the head pull-through parameters
of each test series, hence also of the series with spruce, using reference densities prs that
correspond to the mean densities of all series per wood type.

1.67

Fhead corr = fhead ( Prg j (5-15)

where

fhead,corr Corrected individual head pull-through parameter in MPa

fhead Individual head pull-through parameter in MPa, calculated in accordance with
Eq. (4-18)

Pref Mean density of all series per wood type: spruce regspruce = 433 kg/m?, solid
hardwoods prefsoid 1w = 690 kg/m3, beech LVL prefbeechivi = 826 kg/m?

Prmean Mean density of each test series in kg/m3

The corrected head pull-through parameters freqd,corr are assumed to have a lognormal dis-
tribution and the logarithm is taken. A normal distribution is assumed for the density. Fig-
ure 5-56 shows the histograms of both values for all tests with spruce, confirming the
distribution assumptions taken. Using the approach given in Annex D of prEN 14592 (2017),
the standard deviations of the corrected head pull-through parameter can now be adjusted
so that they reflect the timber population, where a target COV = 0.10 is assumed for spruce
and solid hardwoods and a target COV = 0.05 for beech LVL:

Stdfhead,corr = \/Stdfz'head + 1672 (Xz _COV;) (5‘16)

where
Stdfhead,cor Corrected standard deviation of head pull-through parameter, per test series
Stdfhead Observed standard deviation of head pull-through parameter, per test series
1.67 Correction factor, see Eq. (5-15)
X target COV of density: X =0.10 for spruce and solid hardwoods,

X =0.05 for beech LVL of timber population
CcovV, Observed COV of density, per test series, see Figure 5-44 on the right

Finally, in accordance with EN 14358 (2016), 5" percentile values for fheqd corr Were estimated
assuming a lognormal distribution and using the corrected standard deviations stdsmead,corr-
The limited amount of test results per test series was considered applying the ks-factor given
in EN 14358.
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5 Screws

To understand the influence of Eq. (5-16), the ratio of corrected standard deviation
Stdfhead,corr OVEr uncorrected, observed standard deviation Stdneaqs is sShown in Figure 5-57. In
general, the maximum differences between corrected and uncorrected values were of
about a factor of 4, with two exceptions of a 5 times higher corrected standard deviation.
Not surprisingly, these two exceptions were observed for the tests with beech LVL whose
density may scatter only marginally, leading to high corrections of stdeqs. As @ matter of
principle, the target COV of densities of the timber population was never reached (except
for two series, one with oak, observed COV = 12%, one with beech, observed COV = 10%),
leading to a correction, i.e. an increase, of the observed standard deviation of the head pull-
through parameter. This, in turn, will lead to lower 5™ percentiles per series. Indeed, the
calculated characteristic freadcor-values based on corrected standard deviations are shown
in Figure 5-58 on the left, where in total 14 fheaqcorrk-values were smaller than 10 MPa (the
lower bound value defined in the EAD).*®3 This is an effect of the above-described function-
alism of Eq. (5-16)'%*. In particular beech LVL with its low scatter of density is punished. The
observed COV of the beech LVL used for head pull-through tests is, in fact, 2% (withdrawal
tests: 4%, see Figure 5-33 on the left), hence still lower than the assumed 5%. This low scat-
ter of density and its implications was already discussed in Knorz and van de Kuilen (2012),
and it underlines the importance of carefully selecting assumed COVs.

Now, freaqk-values are re-calculated without considering corrected standard deviations stdy
head,corr, DUt USINg Observed standard deviations stdmeqd. Hence, EN 14358 (2016) was applied,
assuming a lognormal distribution, without corrected freqq-values and considering ks-factors,
and observed standard deviations were taken without imposing COVfneqq 2 0.05%°. The re-
sults are given in Figure 5-58 on the right. In comparison to Figure 5-58 on the left, obtained
freadk-values were larger and showed a larger scatter. Reflecting on past discussions on rep-
resentativeness of data (“Is the scatter of the density available in the database representa-
tive enough for practice?”) and section 4.4.2 where data was empirically generated to boost
databases, the consideration of target COVs and the correction of observed standard devi-
ations analogous to Eq. (5-16) is an important step towards safe values for design. However,
a proper choice of target COVs is not straightforward as these data are not readily available
for all wood types. Moreover, safe values for design imply an underestimation of capacities,
which is not always the design goal.

163 | terms of individual test values, only one original freas-value was smaller than 10 MPa, and the lowest individ-

ual freas-value for beech LVL was 29.4 MPa, see Figure 5-46 on the left.
164 Not only, also e.g. the application of ks leads to small characteristic values.

185 A coefficient of variation of freas smaller than 0.05 was observed in only five of 245 series.
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5.6 Head pull-through capacity
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Figure 5-56  Head pull-through tests with spruce. Left: Histogram of density with fitted normal distribution. Right:
Histogram of fhead cor-values with fitted lognormal distribution.
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Figure 5-59  Individual fread-values versus density for nails, screws with countersunk heads and screws with washer
heads. The box inset shows only data for nails together with Eq. (5-17) for better identification of
data cloud position with respect to Eq. (5-17). The red line corresponds to Eq. (5-17), but with an
exponent of 0.8 as in the current Eurocode 5 (2010).

Finally, as was done with withdrawal parameters, also head pull-through parameters for
nails and screws are combined in Figure 5-59. In section 4.6, a lower bound constant of
freadk = 15 MPa was shown to be a possible scenario for non-smooth shank nails pulled
through spruce. The data discussed here confirms the lower bound constant of
freadk = 10 MPa for screws pulled through spruce given in the EAD (2019). This trend of in
general lower head pull-through parameters for screws is confirmed when looking at Fig-
ure 5-59. Looking at the data clouds for densities of up to 550 kg/m3 (spruce), the trend of
higher head pull-through parameters with higher densities seems to be stronger for nails.
This is confirmed when considering the regression results given in Eq. (4-19) for nails with
an exponent of 1.33 and the lower exponent of 1.00 found for screws in spruce. However,
data for other species than spruce are missing for nails. If it is now postulated that nails
pulled through higher density timber behave similar to screws, then the lower bound con-
stants should be adjusted to account for higher densities. If such an adjustment is not made,
higher density timber is disproportionally punished. As exponential approaches are very sen-
sitive at their boundaries, the exponent of 1.67 found in Eq. (5-14) should not be considered,
as the respective curve increases considerably for higher density timber.
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Instead, the exponent of 1.33 found for nails could be applied exemplarily, leading to the
following equation shown also in Figure 5-59:

1.33 p 1.33
Pk k
ea =10-| — eal =10-| — (5-17)
fh d k (350) fh d k (350)
where
Shead.k Head pull-through parameter in MPa
10 Constant value of freqs of 10 MPa

( e jl'“ Adjustment of fheqq for density, with reference density of 350 kg/m?3
350 (= px of C24, EN 338, 2016) and the exponent of 1.33 from Eq. (4-19) for nails

Eq. (5-17) obviously delivers conservative values for the head pull-through parameter. How-
ever, the persistent large scatter, in particular for beech LVL, does not allow for any, more
sophisticated meaningful regressions. Moreover, considering the load-displacement behav-
iour shown e.g. in Figure 5-52, remaining conservative may be a good choice as fheqqa-values
are currently determined at rather large displacements, and hence represent upper bound
values (except for screws with washer heads). Finally, a lack of understanding of the source
of the observed scatter, even after having analysed the additional tests discussed in section
5.6.3, makes further analyses rather pointless. It seems that, analogously to what was said
previously, also here, other wood characteristics than density alone seems to impact on re-
sults. Within a wood type, i.e. spruce, solid hardwood and beech LVL, no or only a weak
trend of higher fheaq-values at higher densities can be observed.

An alternative scenario to Eq. (5-17) could be to keep the lower bound value of 10 MPa for
screws pulled through softwood. Analogously, for timber with 500 kg/m3 < p < 900 kg/m?3, a
constant minimum value could be used, without considering any differences in density. Such
minimum values for fheqqx could be 20 MPa for densities of 500 kg/m?* < p < 750 kg/m?, and
30 MPa for 750 kg/m?* < p< 900 kg/m?3, see Figure 5-46 on the left. This, however, would
lead to jumps in equations, which may not be a proper choice.

5.7 Conclusions

A comprehensive database containing test results on self-tapping screws was analysed. Sim-
ilar to the findings for nails (section 4.7), also all screw properties show a considerable scat-
ter. Also for screws, data about geometrical or material properties is missing as this data
was not required in the framework of certification testing, e.g. information on thread flank
angle, exact screw tip or head geometry, steel grade and coating is not available. Other miss-
ing information that may affect test results concern screw production, e.g. effectivity of
hardening or forming of long threads, and the influence of insertion methods, and these
may not even be measurable. Consequently, statistical analyses suffer from incomplete
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data, and the exact sources of the observed scatter could not be identified; solely hypothe-
ses could be developed. Nevertheless, certification tests can provide comprehensive data-
bases where a large variety in timber products, screw types and application cases can be
covered. Certification tests lead to representative sampling, since only screws tested in cer-
tification tests are on the market and are being used.

Additionally, a serious challenge appeared that affects the development of design equa-
tions, which are often based on trends observed in tests. Test series that are available for
equation development, however, will be restricted in terms of variability, as not all materials
and combinations can be tested, impacting on the representativeness. The database anal-
yses could show that trends that are discernible in bespoke test series may vanish when
considering larger and more variable test series. In the case of self-tapping screws, this
means that results based on tests with some screws cannot be extrapolated to the whole
screw population. It is common agreement that design equations — that are usually based
on experimental data or a combination of experimental data and analytical (mechanics-
based) models — are valid within certain boundary conditions set by test and/or model lim-
its. These limits should be carefully set, and extrapolations should not be made without fur-
ther investigations.

Nevertheless, the following concrete consequences can be considered concerning input pa-
rameters for joint design in accordance with Eurocode 5 (DIN EN 1995 1-1, 2010):

e Steel properties: The three properties tensile capacity F;, yield moment M, and torsional
moment capacity M, were investigated. All three properties show observed coefficients
of variation below 5% within test series, but higher coefficients of variation if all data is
considered. Consequently, the derivation of general equations valid for the whole screw
population comes with the cost of conservative values for certain screws, which will be
problematic in e.g. seismic design. Furthermore, the determination of deformation-de-
pendent values for M, is prone to errors, and more precise descriptions concerning test
setup and measuring method should be provided in the respective testing standard.

e Insertion properties: The insertion moment Minser: is only needed to ensure that screws
do not break during the insertion process. Consequently, the resistance during insertion
should be as small as possible. Using the database, however, no optimised screw geom-
etries can be proposed that help keeping insertion moments low. The reason is, as stated
above, the lack of relevant data, in particular concerning the exact thread and tip geom-
etry and coating. With regard to practical implications, i.e. that screws must not break
during the insertion process, it may be recommendable to use 95" percentiles or even
maximum values of Mjse+ to compare with My,,. This is of particular importance seeing
the lack of clear regulations concerning the selection of the timber pieces with regard to
density. Finally, as long as screws of a certain diameter are produced using the same wire
diameter, further optimisation in terms of optimised geometrical relationships in the
threaded area are not straightforward.
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e Withdrawal and head pull-through properties: Large scatter is observed for both prop-
erties, in particular when considering the whole screw population. This is due to the im-
mense variety in screws, but also to wood properties different to density alone. As long
as the source of the scatter is not identified, no design equations will be possible that
will not punish certain screws.

Contrarily to nails, the definition of technical classes for screws, e.g. technical classes that
define characteristic values for the tensile strength or withdrawal parameters, face major
challenges. For screws, not only are the steel properties much more complex through the
large variety in steel grades, production methods and hardening procedures, but also are
input parameters much more connected, because the high axial resistance of screws trans-
forms Fu (and Freqd) into important design parameters together with the yield moment M,.
For instance, a screw with a high yield moment may possess a low withdrawal capacity,
which means that technical classes for M, and F,, must be connected in order to guarantee
correct design.
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6 Discussion and conclusions

6.1 General

The main body of this study dealt with analyses of large databases that were retrospectively
assembled to address the exemplary seven opportunities formulated in section 1.1. Need-
less to say, the quality of such analyses depend strongly on the quality of the data itself.
Therefore, | would like to open this final chapter citing directly from a publication that does
not come from timber engineering, but from information systems (IS) sciences. James R.
Marsden and David E. Pingry (2018) write in their abstract:

“We argue that there are major, persistent numerical data quality issues in IS academic re-
search. These issues undermine the ability to replicate our research — a critical element of
scientific investigation and analysis. In IS empirical and analytics research articles, the
amount of space devoted to the details of data collection, validation, and/or quality pales in
comparison to the space devoted to the evaluation and selection of relatively sophisticated
model form(s) and estimation technique(s). Yet erudite modeling and estimation can yield
no immediate value or be meaningfully replicated without high quality data inputs. [...] As
researchers, our empirical research must always address data quality issues and provide the
information necessary to determine What, When, Where, How, Who, and Which.”

This is accurately describing the situation also in timber engineering, at least for cases where
general issues are discussed and no bespoke models for bespoke issues, all within narrow
boundary conditions, are developed. The abstract states the obvious and its last sentence
should always be considered, during evaluation of data and in subsequent reporting of — not
only experimental, but also modelling — data. Still, recalling discussions on unsatisfying test-
ing procedures or a lack of relevant data, Marsden and Pingry’s abstract is relevant. The
general data quality in timber engineering is not good (and large) enough to allow for mod-
ern modelling and predictive tools based on powerful computing to be applied to general
issues. A second aspect comes into play here that complicates matters, and which is the
cost-benefit ratio. Fulfilling Marsden and Pingry’s demands is no easy task, at least not for
timber engineers with their often complex test setups that deliver data, and the assembled
certification tests are a perfect example for this. Certification tests lead to representative
sampling, since only screws tested in certification tests are on the market and are being
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used. But these tests are efficiently done and only certain parameters are recorded; any
other more exhaustive recording would increase (financial) costs considerably.

Nevertheless, thanks to the large and various databases, different issues could be thor-
oughly investigated, with all of them addressing one or more of the seven opportunities
posed in section 1.1. These encompassed general issues such as investigations on database
quality and representativeness of data. But also specific and concrete analyses of sub-issues
that arise within the bigger framework of timber joints with dowel-type fasteners could be
covered. In this sense, this study allows drawing manifold conclusions and helps to under-
stand implications for research, standardisation or practice.

6.2  Consequences for research

The two extensive databases available for this study covered certification test results for
nails and self-tapping screws, containing many input parameters such as yield moments,
tensile capacities or withdrawal and head pull-through capacities necessary for design of
timber joints. In both databases and for all investigated parameters, a large and persistent
scatter was observed. This was true also for the small database assembled for staples. In all
data analysed up to now, bespoke series may deliver clear trends. If, however, representa-
tive data is considered, these clear trends vanish, and sources for the scatter cannot be
identified. The most probable reason for this is the much larger variability of the databases
in terms of materials (both fasteners and timber products) than generally used in tailor-
made test series, together with some inherent information gaps of the databases, e.g. miss-
ing information on geometrical features of the fasteners that must not be recorded in the
framework of certification tests. Tailor-made series, of course, are an important tool for me-
chanical understanding and potential optimisation, where in general, well-defined materials
are used that set the boundary conditions for any derived models based on mechanical,
numerical or statistical approaches. Such boundary conditions are for instance a range of
densities or fastener diameters. Results are often extrapolated to all e.g. self-tapping screws
that fall within the boundary conditions. The databases show that such extrapolations are
guestionable. This is not all though; also issues difficult to record impact on test results. In
particular, human influence relating to specimen preparation and test execution, the influ-
ence of fastener production as well as the influence of the timber material directly around
the fastener are difficult to record. Moreover, research efforts put into understanding
sources of scatter should always acknowledge that in practice, scatter will certainly be
higher than captured in any database; the additional value of knowing e.g. “wood properties
directly around the fastener” may be low as fastener insertion on the building site is random.

All these issues impacting on observed scatter are amplified when results from different
testing institutions are considered. Often, databases are considered as universal remedy,
and this study could show that this opinion does not hold, albeit not without being aware of
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database limitations. This situation is exacerbated when considering other tests such as em-
bedment tests or, above all, joint tests, which are subject to even more challenges with re-
spect to database assembly due to more complex test setups and influencing factors. A
natural consequence for any future test series is a proper and thorough data collection dur-
ing the whole test campaign (N.B.: tests in the framework of research, not certification). This
includes measurement of all material data, precise documentation of the test setup and
execution including information on force and displacement measurements. Concerning ma-
terial data, all data should be determined also in cases where this means enlargement of
test campaigns. If joint tests are carried out for instance, all input parameters should be
determined as well, i.e. fastener, embedment and withdrawal properties. All tests where
deformations play an important role must be documented and analysed properly including
clear statements at which deformations capacities are read and how failure modes devel-
oped. Timber densities and moisture contents should be always measured, at relevant loca-
tions, i.e. close to fasteners. Concerning processing of test results, boundary conditions must
be strictly kept in mind, including seemingly irrelevant conditions. Indeed, this study could
show that the common understanding of low variation in steel properties of (timber) fasten-
ers is wrong, if the whole fastener population is considered. Due to uncertainties related to
production, post-production treatment and their effects on individual batches, steel prop-
erties potentially scatter as much as timber properties. The situation is different from steel
engineering, where in general standard bolts are used, and where geometric and production
requirements are strict.

Besides boundary conditions, also database bias must be kept in mind, i.e. uneven distribu-
tion of available test data for further analyses. Moreover, no globally valid regression equa-
tions can be derived using limited datasets, and regressions that hold for bespoke test series
may not be valid anymore if a whole population is considered. The fulfilment of above-listed
full documentation should become a critical element during e.g. the review process of pub-
lications, which, by the way, is not difficult to fulfil as it does encompass merely diligent
documentation of test preparation, execution and results.

An obvious answer to the discussed issues with data quality is to carry out more experi-
mental tests, e.g. to close database bias or record better geometrical data. This is, however,
not expected to alleviate the situation as scatter is expected to be persistent, because many
influencing factors can simply not be measured, e.g. human influence. This is anticipated to
hold even if documentation is improved, as there are too many influencing factors and as
overall variety, particularly of screws, is enormous. Modelling work instead can be intensi-
fied, e.g. by generating simulated data to boost databases (instead of gathering test values)
and by including stochastic approaches in (numerical) modelling, but not by applying stand-
ard statistical regression tools to derive yet another set of regression equations, adding yet
another factor to simulate better precision. Additionally, other disciplines may provide in-
teresting perspectives for timber engineering, see section 6.5.
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6.3  Consequences for standardisation

6.3.1 Design standards

The observed large scatter has direct consequences for design standards as long as the
source of the scatter cannot be identified, which would potentially result in design equations
with precise boundary conditions (and/or optimisation of fasteners). Only then, design
equations can reliably predict the modelled parameters without being overly conservative.
At the current state, different scenarios exist how design standards can deal with the ob-
served persistent scatter:

e A system similar to steel engineering is chosen, where fasteners are standardised, in
terms of both materials and geometry.

e Design equations or constant lower bound values are included in the design standards,
accepting that design is conservative. It must be underlined that this potentially leads to
wrong predictions of the failure modes.

e Technical classes are defined that allow for design equations with different constants
whilst better representing the database (see also section 6.4).

e Design standards refer to technical documentation where input parameters are de-
clared. This means that only the design models, e.g. the EYM, are contained in the design
standard, but necessary input parameters must be taken from proprietary producer in-
formation.

The choice of any scenario must be taken by code writers, practitioners and fastener pro-
ducers together. Possibly, different approaches can be chosen, where simple and conserva-
tive solutions could cover, say, 80% of all timber design cases, whereas more complex
solutions are required for highly engineered timber structures. “Simple and conservative
solutions” could correspond to the second bullet point that describes the current format of
Eurocode 5 and which seems outdated considering that in every engineering office, com-
puters facilitate at least the programming of spreadsheets for design, that are able to ac-
commodate e.g. a large variety of input parameters. Additionally, commercial software
packages can be extended to cover a certain amount of scatter, e.g. contain different screw
types with different properties. Recalling the uncertainties also on the side of the actions on
structures, however, it must be questioned how outdated current procedures are and if
these simple equations or values, e.g. one for the yield moment and one for the withdrawal
capacity, are not sufficient for many design cases. The “more complex solutions” then would
encompass for instance numerical modelling approaches (e.g. BOF-models as presented in
Schweigler et al. (2021)) or advanced analytical models endorsed by testing. This is possible
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already today, e.g. looking at the example of the Louis Vuitton-building (“Fondation Louis
Vuitton pour la Création”) in Paris (Bocquet et al., 2012).

6.3.2 Test and product standards

Imprecise test and product standards are certainly a cause for the observed scatter and cast
doubt on test data and their comparability, in particular if data from different institutions is
used. Three main sections of such standards should hence be improved; (i) assembly and
properties of materials (fastener, timber product), (ii) precise description of test setup and
execution, (iii) precise information on measurement and evaluation. This is no easy task, as
an equilibrium must be found between minimum reporting in the framework of certification
testing and necessary reporting in the framework of research. All this depends also on the
scenarios outlined in the previous section, as these will impact on certification tests. A prob-
ably remaining issue will be the comparability between different testing institutions. For this,
the idea of “reference fasteners” formulated by Munch-Andersen and Svensson (2016) could
be considered and further developed, including round robin tests — which are already re-
quired by accreditation agencies by the way. The significance of this idea must be thoroughly
checked, as such reference tests involve a lot of resources, and the same material must be
delivered to different testing bodies. The wording “same material” exemplifies the chal-
lenges. Fasteners must be the same, which in the case of ringed shank nails means nails from
the same batch and produced at the same time to avoid any wear of the production machines
that could lead to less sharp rings. Also timber material must be the same, which is basically
impossible due to the natural scatter. In any case, a campaign of round robin tests should be
used to improve both product and testing standards (for certification), as they will help to
highlight missing specifications and to shape standards in an unequivocal way.

6.4  Consequences for practice

This section is directly related to the possible scenarios outlined in section 6.3.1. Either the
need to consult technical documentation will remain or practitioners will be provided with
more or less conservative values. Independently of any decision taken, they should be sen-
sitised to the impact of scatter on predictions of stiffness and capacity. The introduction of
technical classes is widely discussed as a viable means to tackle scatter whilst catering for
simple rules. For nails, it is possible to allow for different steel properties, whereas in the
case of withdrawal and head pull-through, production-related issues and wood characteris-
tics other than density impact on results and lead to a high scatter that is difficult to capture
reliably. In the case of screws, the introduction of technical classes is challenging and not
possible in a straightforward manner. This is due to what was already outlined in section 5.7.
For screws, the steel properties are much more complex through the large variety in steel
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grades, production methods and hardening procedures in comparison to nails and staples.
Additionally, analogous to nails, the steel properties depend on the diameter of the screws,
which must hence be considered as well. This is not all; the input parameters for design are
much more connected than for nails and staples, because the high axial resistance of screws
transforms above all the withdrawal capacity into an important design parameter together
with the yield moment. This means that technical classes for these properties must be con-
nected to each other, although they are not related. Finally, it is important to remember
that capacities are needed for design, and not parameters, meaning that an 8 mm screw
inserted 100 mm in the timber may have the same withdrawal capacity than a 10 mm screw
inserted 80 mm. Therefore, focussing on parameters instead of capacities may not lead to
pragmatic solutions either.

Recalling the current system of a mixture of values given in design standards and values
given in Declarations of Performance, opinions differ as to whether this system is practice-
oriented or not. European Technical Assessments allow for a high speed of innovation whilst
forcing design engineers to consult a myriad of proprietary and regularly updated technical
documents and to perform building site inspections that guarantee the use of appropriate
fasteners. Recalling what was said in section 6.3.1, perhaps a simple system based on stand-
ardised fasteners optimised for structurally simple timber buildings up to three storeys
would alleviate this situation. Nonetheless, highly engineered, innovative fasteners would
still be available for high-performance timber structures designed by expert engineers. As a
conseqguence, a parallel system of simple rules and values for 80% of the design cases and
rules based on technical documentation would continue to exist.

6.5 Perspectives

So how can this situation be improved? On the one hand, the sources of scatter need to be
identified, which will result in a better understanding of the mechanical behaviour with sub-
sequent improved modelling, designing and optimising, and on the other hand the observed
scatter needs to be incorporated into model and design approaches, or, at least, information
on lower and upper boundaries, as in practice, scatter will certainly be even higher. Ap-
proaches from other disciplines may help, where not all are new, but merit a new try thanks
to the considerably increased computer power available nowadays. A fundamental problem
here is that the assembled databases, despite the in parts high number of test values, are
by no means “big data”. Here, databases are limited and imperfect. Advanced statistical
methods to deal with incomplete datasets exist (Radhakrishna Rao et al., 2008). Concerning
censored data, such approaches were already applied to timber engineering (Steiger and
Kohler, 2005).
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Concerning better understanding of the mechanical behaviour, it is crucial to exclude influ-
encing factors that cannot be quantified. This covers for example human influence on pro-
duction and assembly of joints. For this, methods used for product development of power
tools could be applied to exclude human influence during test specimen manufacturing (Uhl
etal., 2019). It may be possible that, once human influence is excluded by using test benches,
test results of e.g. withdrawn screws or nailed joints loaded in tension can be better inter-
preted. Using measurements from power tools to predict fastener properties are already in-
vestigated by Eckert et al. (2023), who found a strong correlation of the energy needed to
insert a self-tapping screw with the screw’s withdrawal resistance.

Concerning incorporation of scatter into modelling, the databases assembled in this study,
incomplete as they are, pave the way for advanced numerical modelling by significantly ex-
tending available input parameters including information on their statistical distributions.
Modern approaches in computational mechanics involve for example so-called data-driven
formulations (Eggersmann et al., 2019), where no classical constitutive material models are
applied, replacing the description of material behaviour with statistics and self-learning al-
gorithms using direct experimental data instead. In a broader sense, these approaches be-
long to data science research that applies statistical tools and machine learning to large
datasets in order to make predictions of the output (Baesens, 2014; Liu et al., 2019). Indeed,
current computer power could be used to re-look into neural network model approaches
(Blalk and Gard, 1994). Still, it must be kept in mind that there will be no progress in
knowledge if only the analyses are getting more complex, based on incomplete datasets,
without comprehension and validation of the physical basis.

6.6 Closure

This study started with seven exemplary opportunities associated with database assembly,
which were addressed in various parts of this study and to which | would like to give short
and concise answers. Opportunity 1 asked if better design models can be derived if more
comprehensive test data is available. The answer is no; not as long as influencing factors on
test results cannot be identified. It is possible to derive design models, but they will be con-
servative due to the large scatter, and any refinements of models are window dressing. Op-
portunity 2 stated that databases allow for validation of existing rules and of extrapolations.
This statement holds; but, again, the large scatter comes into play as it may obfuscate trends.
The assembled databases could underline how crucial correct boundary conditions are and
that no extrapolations should be done without proper investigations and based on only small
tailor-made test series. Opportunity 3 postulated that issues can be revealed that may not
have gotten the attention they deserve. Yes, this is the case. Such issues encompass the need
of careful and exhaustive testing documentation, importance of representativeness of data
when extrapolating results and large scatter when considering representative data instead of
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6 Discussion and conclusions

few series. Concerning testing documentation, the cost-benefit ratio addressed in section 6.1
comes into play; testing in the framework of certification is different to testing in the frame-
work of research. The answer to opportunity 4 is obvious; of course database assembly helps
to critically reflect past work. In particular, good data quality is of major importance not only
for deterministic but also for predictive models. This last sentence directly leads to the last
three challenges, as these are difficult to tackle due to a lack of good enough data. A first
step, tackling opportunity 5, would be to apply advanced statistics, e.g. statistics for incom-
plete datasets, to investigate what else we could learn from the assembled databases. This
should be done in collaboration with experts from statistics. Only after having been able to
further differentiate scatter into “controllable scatter”, i.e. properties that depend on defined
features such hardening procedures, and “non-controllable scatter”, i.e. human influence af-
fecting borehole quality, the architecture of any extended software can be designed, oppor-
tunity 6. Whereas the first type of scatter will define how many different fastener types in
combination with timber products will be included as options in design software, the latter
type of scatter will define percentile values and safety margins. Opportunity 7 finally ad-
dresses, maybe, how design could be carried out in the future, leaning on artificial intelligence
in the broadest sense. For years to come this will not be easy to achieve; seeing the complex
nature of even a simple property as the tensile strength of a timber screw or the difficulty in
judging if results are physically sound or model artefacts.
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Current design rules for timber joints with dowel-type fasteners require input parameters,
which are often established using experimental methods. In this study, comprehensive
databases were assembled, where collected data stem from certification tests and hence
contain parameters such as yield moment, tensile capacity, withdrawal and head pull-through
capacities, as these are the only data that are available on a large scale.

In all databases, a large and persistent scatter was observed. Bespoke series may deliver
clear trends. If, however, representative data is considered, these clear trends vanish, and
sources for the scatter cannot be identified. The most probable reason for this is the much
larger variability of the databases in terms of materials (both fasteners and timber products)
than generally used in tailor-made test series, together with some inherent information
gaps of the databases, e.g. missing information on geometrical features of the fasteners
that must not be recorded in the framework of certification tests.

As a consequence, globally valid regression equations can be derived based on the data-
bases, but these will deliver conservative values which may lead to incorrect prediction of
failure modes, and regressions that hold for bespoke test series may not be valid anymore
if a whole population is considered.
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