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A B S T R A C T

Within the scope of the implementation of a nuclear data pipeline aiming at producing the best possible
evaluated nuclear data files, a major point is the production of relevant sensitivity coefficients when including
integral benchmark information. Thanks to recent code modifications in the Monte Carlo code Serpent2, it is
now possible to produce these coefficients in fixed source simulations. The manuscript describes the verification
of this implementation against the deterministic transport code susd3d. The study is completed by an analysis of
the computational cost (running time and memory allocation) associated with such calculations with Serpent2.
The relative difference between the sensitivity coefficients produced by Serpent2 and susd3d is of the order
of the percent at most, except for the low energy range where the lack of neutrons prevents from reducing
the Monte Carlo uncertainties. The computational cost of such calculation is similar to the one of criticality
calculation mode, although the OpenMP scalability should be further improved.
1. Introduction

The implementation of a nuclear data pipeline (an automated se-
quence of scripts) [1] to produce the best possible evaluated nuclear
data files (ENDF) has been under development recently to improve
nuclear data libraries. It can be done by combining energy dependent
and integral measurements using a Bayesian calibration process [2].
The computation of sensitivity coefficients to the integral benchmark
information (reaction rates for example) is a key issue in producing
such pipeline, and is the core of this work. More specifically, the
nuclear data of interest in this work are the ones related to structure
materials used in fusion devices such as Iron, Tungsten, Nickel and
Chromium.

Serpent2 is a Monte Carlo code developed by the Valtion Teknillinen
Tutkimuskeskus (VTT), Finland. It has already been extensively used to
compute sensitivity coefficients to nuclear data in criticality calculation
mode (see for instance [3]). However, prior to the present work, it was
not possible to determine these coefficients in fixed source mode. Re-
cently, a capability to compute of sensitivity coefficients in fixed source
type simulations has been implemented in the code. This work aims
at providing an assessment of Serpent2’s newest sensitivity coefficients
capabilities in fixed source problems, and of its computational cost.
The rest of this paper is organised as follows: Section 2 describes the
theoretical and practical aspects behind the calculation of sensitivity
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coefficients in fixed source mode in Serpent2. The assessment of the new
developments is done by comparing with deterministic code susd3d on
a toy problem case defined in Section 3. The results of a computational
cost study in terms of running time and memory consumption are
developed in Section 4 and conclusions are drawn in Section 5.

2. Sensitivity coefficients

Several Monte Carlo methods have been developed recently to
determine the sensitivity of a given nuclear data cross section (usually
in a group-wise formalism) to a response function 𝑅 in criticality
calculations [3–7]. Such capabilities can in principle be extended to
fixed source calculations provided that some small modifications are
made to the Iterated Fission Probability (IFP) algorithm implemented
in the Serpent2 code [3].

When doing Generalised Perturbation Theory (GPT) calculations in
criticality source mode, responses are ratios of scores computed at the
same time. Those scores are stored at the end of a given generation
(bank) for all considered latent generations (ancestors). The impact of
the perturbations on the total neutron population does not matter as
it is an eigenvalue problem, the magnitude of the neutron population
is an arbitrary parameter. In fixed source simulations however, the
perturbations might impact the subcritical multiplication and change
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the population. As a result some sort of normalisation of the neutron
population is required.

Let us consider a 1 keV neutron source next to a fuel lattice contain-
ing soluble boron, with a U-235 fission rate detector at a given location
in the model. The goal is to evaluate the sensitivity of the detector
response to the total cross section of B-10 in the coolant. For such
calculations in criticality source mode, each time a neutron contributes
to the fission rate detector we would essentially add to the scoring
buffer the net number of collisions in boron times the detector response
value, e.g. U-235 fission cross section at the considered energy. The
net number of collisions is calculated as a sum of all collisions in the
neutron history (up to the number of latent generations). Later, when
the results are collected the value in this buffer gets divided by the
actual detector value.

In external source mode, the population size will change due to
our B-10 perturbation affecting the subcritical multiplication factor.
However, the same process can be used provided that the ‘net number
of collisions in boron’ is determined from the whole collision history
back to the initial neutron emitted by the source. In the specific case
of Serpent2, neutrons emitted by fissions or (𝑛, 𝑥𝑛) processes are put in
simulation queue (instead of bank as in criticality source simulations)
and they get simulated before the modelling of the next source particle.
This greatly simplifies collision history tracking.

Then, if the set srcrate option in textscSerpent2 is used, neutron
source rate is prescribed regardless of the perturbations and gives
directly access to the sought sensitivity coefficients.

This requires the user to specify from the input the total neutron
source through the srcrate option. The use of other source options
(set powdens, set power, set flux, set genrate, set fis-
srate, set absrate, set lossrate) is also possible but would
require additional normalisation of the denominator in the reaction rate
ratio response.

Finally this approach to determine first order sensitivity coefficient
in the fixed source mode of Serpent2 could be extended to exact
perturbation theory at low computational cost provided a small amount
of additional modifications in the code [8].

These developments mentioned here are not specific to the Serpent2
code and could be ported to other Monte Carlo codes relying on IFP
when performing GPT calculations.

With the assistance of Serpent2 developers, these modifications have
been implemented in the version 2.1.32 of the code. Further modifi-
cations were also needed to improve the memory consumption of the
calculations. These last modifications are included in version 2.2.1.

3. Assessment of Serpent2 ’s sensitivity computation accuracy

Among the two objectives of this work, the first was the assess-
ment of Serpent2’s computational capabilities to determine sensitivity
coefficients in fixed source mode. It has been done by comparing
with susd3d [9] results. This deterministic code is based on the GPT.
In order to prevent spatial biases, a simple, spherically symmetric
geometry shown in Fig. 1 is considered, which was already used in
the past for the validation of M/C sensitivity code MCSEN [10,11].
Note that for criticality and 𝛽𝑒𝑓𝑓 sensitivity and uncertainty analysis
an intercomparison of different deterministic and Monte Carlo codes,
including Serpent2 was already done in the past [12].

The model is a simplified representation of the IPPE (Institute of
Physics and Power Engineering) Iron sphere benchmark. A point source
is surrounded by a 28 cm-thick spherical shell of pure Fe-56. A flux
detector is positioned at 680 ± 0.5 cm of the source, thus in a 1 cm-
thick shell. The response of the detector is a group-wise scalar flux
in the region of interest. The corresponding energy grid is a coarse
7-group energy grid, with upper energy boundaries 0.1, 1, 5, 7, 10,
13.84, 14.19, in MeV. On the other hand, the sensitivity coefficients are
provided on the 175 energy groups VITAMIN-J group structure. Fe-56
cross sections are perturbed, using JEFF-3.3 nuclear data library for all
2

Fig. 1. Geometry of the model to compare Serpent2 against susd3d. The source is at
the centre, surrounded by a shell of pure Fe-56 in grey, itself surrounded by a thin
spherical shell for the flux detector delimited in purple, encompassed in a spherical
domain defined by the inside of a sphere, represented in black.

Fig. 2. Sensitivity of the 5 MeV < 𝐸 < 7 MeV neutron flux to inelastic scattering of
Fe-56. Serpent2 is in blue, with uncertainty bars, and susd3d is in red.

Serpent2 computations. The reference sensitivity values are generated
with susd3d using the same nuclear data library and PARTISN discrete
ordinates transport code, all part of the XSUN package [13].

Fig. 2 displays the sensitivity of the neutron flux between 5–7 MeV
to the inelastic scattering. This reaction has been chosen among all
others as it has the biggest contribution to the total sensitivity. Sen-
sibility coefficients (resp. by unit lethargy) are dimensionless as they
are ratios of relative variation (𝑆 = 𝑑𝑅∕𝑅

𝑑𝜎∕𝜎 ) (resp. 𝑆∕𝛥𝑢 = 𝑆
𝑙𝑛(𝛥𝐸∕𝐸) ,

which is still dimensionless). The bin-integrated sensitivity values (sum
over all energy bins of the current sensitivity profile) are −1.905±0.006
for Serpent2, and −1.904 for susd3d. In spite of the presence of some
discrepancies, the sensitivity profile shows an overall good agreement
between the two codes, and the integrated values are consistent within
the Monte Carlo uncertainty of Serpent2.

In Appendix, other profiles showing the main contributions to the
sensitivity of neutron flux for each energy bin are displayed. It should
be noted that the energy range of the flux varies from profile to profile.
The range is chosen to illustrate energy regions with significant flux
sensitivity to the considered nuclide/reaction channel.

The relative difference between the two codes is at most of the
order of the percent except for the lowest energy bin where significant
uncertainties are still present due to the lack of particles in this region,
see for instance Fig. 8. This Appendix includes as well Table 2 with the
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Fig. 3. Benchmark configuration. The source is in front of a block of two Tungsten
alloys on an aluminium support.

integrated sensitivities of SUSD3D and Serpent2 along with the relative
uncertainties for the latter code.

4. Computational cost

The second purpose of this work is to quantify the computational
cost of sensitivity calculations with Serpent2 in fixed source mode. All
simulations have been done on a computer equipped with an Intel(R)
Xeon(R) CPU E5-2650 v4 @ 2.20 GHz processor having 48 cores and
a RAM capacity of 128 GB. A first computational study was done
after the enabling of Serpent2’s sensitivity computational capabilities
in fixed source problems. It showed the significant memory cost of
the simulations. Additional improvements were made to the code by
the development team and allowed to drastically reduce this cost.
Specifically, the allocation of the scoring buffers used to determine
the sensitivity coefficients were done only for the last tracked sensi-
tivity generation, instead of doing it for all generations as required in
criticality calculations. Nonetheless, the cost of sensitivity coefficients
computations remains significant even with these last modifications, as
summarised in Table 1.

The test case previously used to compare code results is simple.
One would be interested in having an idea of the costs on a real case
which was the actual purpose of the project. This is why the case that
is considered to carry out the computational cost study is the Iron setup
(meaning that the results are those of the Iron foil dosimeters) of FNG
(Frascati Neutron Generator) tungsten benchmark, that can be found
in SINBAD (Shielding Integral Benchmark Archive and Database) [14].
Fig. 3 shows the benchmark configuration.

The aforementioned cases (both with and without sensitivity cal-
culations) will be taken as the ‘reference cases’ for the computational
study. Their running parameters were 2 × 105 neutrons per batch, 200
batches and the simulations were launched in serial mode (on one
OpenMP thread). All cross sections of tungsten isotopes 180, 182, 183,
3

Table 1
Nominal values of running time and memory allocation for a simulation of the SINBAD
FNG tungsten benchmark [15] (using the Iron foil dosimeters) with and without
sensitivity computations.

Running time (h) RAM (GB)

Without sensitivity 0.46 2.2
With sensitivity 0.71 17
With/without 1.5 7.9

Fig. 4. Running time and memory allocations normalised to the number of neutrons
per batch, respectively at the left and right, as functions of the neutron per batch
multiplier. 2 × 105 neutrons per batch are used in each simulation. The dashed red
line corresponds to the simulations without sensitivity computations, while the solid
blue line corresponds to the simulations with sensitivity computations. ‘w’ (resp. ‘w/o’)
stands for ‘with sensitivity computations’ (resp. ‘without sensitivity computations’).

184, 186 are considered during the sensitivity calculation, e.g. their
sensitivity coefficients will be determined. The influence of several
quantities is studied: the number of neutrons per batch (neutron mul-
tiplier), the number of threads on which the simulation is parallelised,
the individual cost of several specific cross sections as well as the
number of batches.

Fig. 4 displays the running time per neutron history and memory
allocation per neutron history as functions of the number of neutrons
per batch (multiple of 2 × 105). Values are normalised to the reference
case described above. The different numbers of neutrons per batch
taken in the simulations are 2× 105, 3× 105, 4× 105, 5× 105 and 6× 105.
The normalised running time per neutron (runtime in the following)
shows decreasing trends with and without sensitivities, meaning that
increasing the number of neutrons per batch decreases the time cost
per neutron, which is expected. This decline is more visible for the
simulations when sensitivity coefficients are computed: multiplying the
number of neutrons by 3 reduces the running time by 10% instead of
only 2% without sensitivities. The presence of a peak for a neutron per
batch multiplier of 2.5 is not fully understood at the time of writing. It is
however reproducible and as such corresponds to a deterministic effect.
Concerning the memory, it is clear that having more neutrons per
batch lowers the memory cost per neutron. Nevertheless, the influence
of the sensitivity coefficients computation is much stronger. While
multiplying by 3 the number of neutrons per batch divides the memory
cost per neutron by approximately 3 without sensitivities, it is barely
reduced (less than 10%) with them.

Fig. 5 shows the scaling of the inverse running time and memory
allocation with the number of threads on which the simulation is
run (𝑦 = 𝑥 in red, all other lines corresponding to Serpent2). The
simulation has been successively parallelised on 1, 5, 10, 15, 20, 25, 30,
35 and 40 threads. The dashed (resp. solid) blue line corresponds to the
reference case without (resp. with) sensitivities. Only for the study of
this scaling, two additional series of simulations were done with other
reference cases that differ from the first only in the sense that they have
4×105 (dotted green curve) and 6×105 (dashed–dotted magenta curve)
neutrons per batch instead of only 2×105. Looking first at the memory,
it is barely varying for all simulations (slope of the order of 10−3)
as the number of thread increases, which is expected as parallelising

https://www.oecd-nea.org/jcms/pl_32139/sinbad-shielding-integral-benchmark-archive-and-database
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Fig. 5. Running time and memory allocation, respectively at the left and right, as
functions of the number of threads on which the simulation is run. The 𝑦 = 𝑥 line
s in solid red, Serpent2 data are in dashed (resp. solid) blue for the simulations with
×105 neutrons per batch without (resp. with) sensitivity computations, in dotted green
or the simulations with 4 × 105 neutrons per batch and in dashed-dotted magenta for
he simulations with 6 × 105 neutrons per batch. The memory slopes are of the order
f 10−3 for all simulations. ‘w’ (resp. ‘w/o’) stands for ‘with sensitivity computations’
resp. ‘without sensitivity computations’) and ‘Xk npb’ stands for ‘X thousand neutrons
er batch’.

he simulations should not increasing the memory consumption when
sing OpenMP. Focusing on the running time, the ‘1∕𝑥’ profile which
hen saturates is also expected. However, several things are surprising
nd require further work. The first one is that, with sensitivities, the
inimum running time is achieved with 25 threads. The second point is

hat although there is an improvement when going from 2×105 neutrons
er batch to 4×105 neutrons per batch (going from blue to green line),
he runtime worsens when increasing again this number to 6 × 105,
uggesting a threshold behaviour. Finally, the minimum position does
ot vary and remains at 25 threads no matter the number of neutrons
er batch (even with a test simulation performed with 1×106 neutrons
er batch).

The influence of the type and number of nuclide/reaction channels
or which sensitivity coefficients are determined – chosen for their
mportance in nuclear reactions – on the running time and memory
ost is shown in Fig. 6. The nuclide/reaction pair are represented with
heir corresponding MT number on the 𝑥-axis for isotope W-184. The
ormalisation is done to the reference case, with 2 × 105 neutrons per
atch, 200 batches and with the perturbation of all cross sections. The
onclusion that can be drawn from these results is that the choice
nd the number of cross sections for which sensitivity coefficients are
etermined do not have a significant impact on the running time or the
emory consumption. The difference between computing individual

ensitivity vectors or all of them reaches at most 10% for the runtime
nd barely more than 8% for the memory. The memory cost increases
or inelastic scattering (𝑀𝑇 = 4), which is consistent with the fact that
𝑇 = 4 is really the sum of various inelastic channels, e.g. more than

ne reaction for which a sensitivity vector needs to be determined.
Finally, one is interested in the influence of the number of batches

n the running time and the memory allocation, keeping the number
f neutrons per batch constant. A short series of runs (which is not
entioned here) showed that the memory is constant with the number

f batches (slope of the order of 10−6), whereas the running time
isplayed in Fig. 7 points out that the runtime is overall independent of
he number of batches, once the initialisation is done. The initialisation
s a fixed cost that is spread amongst all the neutron histories; then each
dditional batch has a fixed cost, e.g. the runtime per neutron history
s constant.

. Conclusion

The present work addresses the assessment and computational cost
valuation of the recent developments in Serpent2 to compute sensitiv-
ty coefficients in fixed source simulations. The accuracy was evaluated
4

Fig. 6. Running time and memory allocation, respectively at the left and right, as
functions of the cross section that is perturbed for each simulation. 2 × 105 neutrons
er batch are used in each simulation. Each number corresponds to a reaction channel
𝑀𝑇 ) 1: total cross section, 2: elastic scattering, 4: inelastic scattering, 16: (𝑛, 2𝑛)
eaction, 91: inelastic scattering to continuum, 102: (𝑛, 𝛾), 103: (𝑛, 𝑝), 107: (𝑛, 𝛼), all:
ll cross sections. ‘w’ stands for ‘with sensitivity computations’ and ‘Xk npb’ stands for
X thousand neutrons per batch’.

Fig. 7. Running time normalised to the number of neutron as a function of the number
of batches during one simulation on 100 batches (use of set his 1 option in the input
file). The peak for low batches numbers is due to the initialisation cost. ‘w’ stands for
‘with sensitivity computations’ and ‘Xk npb’ stands for ‘X thousand neutrons per batch’.

by a direct comparison of the results with the ones of GPT-based
deterministic code susd3d. The results are generally in good agreement,
with a relative gap between Serpent2 and SUSD3D of 5 × 10−4 for Fig. 2,
but high uncertainties are present for low energy range seemingly due
to a lack of particles in this energy region, see for instance Fig. 8 where
the relative energy reaches 17%.

The computational study has been done with respect to the running
time and memory allocation for several parameters (number of neu-
trons per batch, number of threads, which sensitivity coefficients are
computed, number of batches). Putting together the studies presented
in Figs. 4–7, one can conclude that an optimal configuration can be
reached with the following procedure.

The first step is to set the number of neutrons per batch to the
maximum value regarding the available memory and a parameter that
has not been studied here, which is the uncertainty that is desired on
the sensitivity coefficients. This study is however left for future work.
The second step is to increase the number of batches enough to go
above the initialisation overshoot and to reach the level of uncertainties
that is wanted. Until now, the best parallelisation seems to be obtained
with 25 threads.
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Fig. 8. Sensitivity of the 0MeV < 𝐸 < 0.1MeV neutron flux to elastic scattering of
Fe-56. Serpent2 is in blue, with uncertainty bars, and susd3d is in red.

Fig. 9. Sensitivity of the 0.1MeV < 𝐸 < 1MeV neutron flux to (𝑛, 2𝑛) cross section of
Fe-56. Serpent2 is in blue, with uncertainty bars, and susd3d is in red.
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Appendix. Serpent2 versus SUSD3D

See Figs. 8–13.
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Fig. 10. Sensitivity of the 1MeV < 𝐸 < 5MeV neutron flux to inelastic scattering of
Fe-56. Serpent2 is in blue, with uncertainty bars, and susd3d is in red.

Fig. 11. Sensitivity of the 7MeV < 𝐸 < 10MeV neutron flux to inelastic scattering of
Fe-56. Serpent2 is in blue, with uncertainty bars, and susd3d is in red.

Fig. 12. Sensitivity of the 10MeV < 𝐸 < 13.84MeV neutron flux to inelastic excitation
to continuum of Fe-56. Serpent2 is in blue, with uncertainty bars, and susd3d is in red.

Table 2
Values of sensitivities for Serpent2 (Se-S) and for SUSD3D (SU-S), and of relative
uncertainty for Serpent2 (Se-u) for the different energy ranges. The corresponding figure
numbers are present in last column.

Energy (MeV) Se-S Se-u SU-S Fig

0-0,1 0.570928 0.02 0.691972 8
0,1–1 0.285935 0.0014 0.28582 9
1,0-5,0 −1.09049 0.002 −1.123917 10
5,0-7,0 −1.90507 0.0057 −1.903913 2
7,0-10,0 −1.76341 0.0076 −1.782281 11
10,0-13,84 −2.0344 0.003 −1.940078 12
13,84–14 −1.77084 0.0016 −1.784583 13
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Fig. 13. Sensitivity of the 13.84MeV < 𝐸 < 14MeV neutron flux to inelastic scattering
of Fe-56. Serpent2 is in blue, with uncertainty bars, and susd3d is in red.
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