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A B S T R A C T   

The present work focuses on enhancing thermo-acoustics energy conversion performance and nonlinear dy
namics of heat-driven acoustics oscillations in standing-wave thermoacoustic engines (SWTAE) in the presence of 
externally forcing perturbations. Such perturbations could be applied in either pressure or velocity fluctuations. 
2D numerical SWTAE models are developed and validated, and then applied to examine the effects of 1) the 
forcing perturbation frequencies, 2) its amplitudes, and 3) the inlet diameter of applying such perturbations on 
heat-driven acoustics behavior. Our results show that pressure perturbations attenuate heat-driven acoustic limit 
cycles, while forcing velocity perturbations at a specific frequency range can enhance the thermo-acoustics 
conversion in the SWTAEs. Our results also show that frequency lock-in is observed, when the ratio of the 
forcing velocity perturbations’ energy to the self-excited acoustical energy is ranged from 0.11 to 0.66. 
Furthermore, Hopf supercritical bifurcations are observed, resulting in transitions from steady state to quasi- 
periodic and limit cycle oscillations. As the forcing perturbation frequency is approaching to that of the self- 
excited heat-driven acoustic oscillations (i.e. the ratio of the forcing frequency to that of self-excited oscilla
tions is ranged from 0.89 to 1.11), apparent improvements are observed on the output heat-driven acoustic 
power and thermo-acoustic energy conversion efficiency, especially when the two frequencies are coincided (i.e. 
~180 Hz). Increasing the forcing perturbation’s energy or enlarging the inlet diameter of applying such per
turbations further enhances these improvements. Overall, the developed numerical model may serve as a 
valuable tool for predicting the heat-driven acoustic power output from a SWTAE in the presence of externally 
forcing perturbations.   

1. Introduction 

Considerable efforts to reduce dependence on fossil fuels have led to 
increased interest in thermoacoustic engines (TAE) for their potential to 
contribute to energy conservation using low-grade and renewable en
ergy sources [1–3]. The basic physical principle of the TAE is the 
‘thermoacoustic effect’, which was first qualitatively explained by Lord 
Rayleigh [4]. According to the phase difference between acoustic pres
sure and velocity oscillations, the TAE is classified into 2 types. One is 
the standing-wave thermoacoustic engine (SWTAE) and the other is 
traveling-wave thermoacoustic engine (TWTAE) [5,6]. Due to its 
simplicity and compact design, the SWTAE has been extensively studied 
in previous researches [7–9], so it is more likely to be used in energy 

industry and the present study considers SWTAE. To broaden the 
application scope of SWTAE, previous researches primarily concen
trated on improving its acoustic oscillation characteristics and thermal 
efficiency [10–12]. For this, operational conditions, such as the type of 
working gases [13,14], the mean pressure [15,16], and the temperature 
differences across the stack [16,17], are explored as research subjects to 
optimize SWTAE performance. Previous research results indicate that 
the acoustic oscillations characteristics of the SWTAE are higher with an 
increase in the molecular weight of the working gas, the mean pressure, 
and the temperature difference across the stack [18,19]. Additionally, 
previous studies also investigated the influence of geometric parameters 
on the performance of the SWTAE [20], revealing that the performance 
of the thermo-acoustics system with the cone-shaped resonance tube is 
better than those with the cylindrical one [21–23]. 
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The investigation methodologies of SWTAE and TWWAE include not 
only conventional theoretical and experimental research methods, but 
also Computational Fluid Dynamics (CFD) simulations. CFD is recog
nized as a valuable numerical tool for simulating TAEs through the 
comparison of its results with experimental data [24,25] in details. It has 
the attractive feature and capability of exploring nonlinear phenomena 
of heat-driven flow fields [26,27]. The nonlinear behaviors as observed 
from SWTAE, including vortex formation, bistability, and mode transi
tions, and their impact on SWTAE performances are revealed through 
detailed CFD investigations [28–30]. However, further insightful 
exploration is still needed in certain aspects of the SWTAE. Previous 
researches indicate that externally forcing energy exhibits a significant 
impact on the pressure-gradient-driven flow, mitigating the effects of 
thermoacoustic instabilities in the combustion system [31,32]. Thus, 
external perturbations can be introduced to control self-excited 

thermoacoustic phenomena and so affect thermal-acoustic energy con
version efficiency [33–35]. However, to the best knowledge of the 
present authors, few studies have been reported in the literature on 
developing an effective model that can reasonably simulate TAEs with 
forcing perturbations. 

There are current interests in thermo-acoustic communities in 
knowing whether these externally applied forcing perturbations can 
enhance thermo-acoustic energy conversion performances in SWTAE 
systems. Therefore, the current study aims to establish a TAE numerical 
model that can accurately investigate the impact of externally forcing 
perturbations on the self-excited heat-driven acoustic oscillations char
acteristics and shed lights on the detailed flow characteristics of the TAE. 
For this, we first create a full-scale SWTAE model, and then conduct both 
URANS (Unsteady Reynolds Averaged Navier-Stokes) and LES (Large 
Eddy Simulation) investigations on the modelled SWTAE. With the 

Nomenclature 

A Cross-sectional area [m2] 
Cp Isobaric specific heat [J/kg⋅K] 
di Forced flow inlet diameter [mm] 
D0, ⋯, D4 TAE models with varying forced inlet diameters 
D Engine diameter [mm] 
Eaf Externally forcing energy of the periodic pressure/velocity 

[J] 
Ėaf Externally forcing power of the periodic pressure/velocity 

[W] 
Eas Self-excited oscillation energy of the TAE [J] 
F(t) Oscillation growth rate function 
fRn nth-order acoustic oscillation frequency [Hz] 
fRd Dominant oscillation frequency [Hz] 
fs Self-excited frequency of the TAE [Hz] 
ff Forced frequency [Hz] 
ffc Critical forced frequency in bifurcation [Hz] 
I(ω) Acoustic power [W] 
Î1A(ω) Fundamental-mode acoustic power amplitude [W] 
L Length of the engine [m] 
LH Hot buffer length [m] 
LS Stack length [m] 
Lsm The middle position of the stack [m] 
Lsl Left end of the stack [m] 
Lsr Right end of the stack [m] 
LR Resonator length [m] 
p Pressure [Pa] 
pf Forced periodic pressure 
pfA Forced pressure amplitude [Pa] 
p′ Acoustic oscillation pressure [Pa] 
pi Initial pressure [Pa] 
⃒
⃒
⃒
⃒p′

rms(ω)
⃒
⃒
⃒
⃒ The root mean square value of the fluctuation oscillation 
pressure [Pa] 

pref Standard reference sound pressure [Pa] 
p′

A The limit cycle oscillations’ pressure amplitude [Pa] 
p̂nA nth-order pressure amplitudes of the decomposed 

oscillation pressure [Pa] 
p̂nAT nth-order theoretical pressure amplitudes of the 

decomposed oscillation pressure [Pa] 
q̇t Transversal heat flux [W/m2] 
Q̇in Input heat power [W] 
R Gas constant [J/K • kg] 
SPL(ω) Sound pressure level [dB] 
T Gas temperature [K] 
Th Hot end temperature of the stack [K] 

Tc Cold end temperature of the stack [K] 
Ts Wall temperature of the stack [K] 
t Time [s] 
ts Stack thickness [mm] 
tp Plate spacing [mm] 
v Velocity [m/s] 
vf Forced periodic velocity 
v′

A The limit cycle oscillations’ velocity amplitude [m/s] 
vfA Forced velocity amplitude [m/s] 
vhy Tested case of forced velocity 

Greek symbols 
α Any instantaneous thermodynamic variable 
α Time-averaged component of any instantaneous 

thermodynamic variable 
α′ Fluctuating component of any instantaneous 

thermodynamic variable 
α̂n nth-order components of any instantaneous 

thermodynamic variable after Fast Fourier Transform 
algorithm analysis 

β Thermal expansion coefficient [1/K] 
γ Adiabatic index of the gas 
Δp′ Pressure gradient [Pa] 
γE The ratio between the acoustic energy of the forced 

periodic velocity and that of the self-excited oscillation of 
the TAE 

ωRd Angular frequency [rad/s] 
δk Thermal penetration depth [mm] 
δg Oscillation growth rate 
ηf Thermal efficiency 
κ Thermal conductivity [W/m⋅K] 
Γ The ratio of the actual temperature gradient to the onset 

critical temperature gradient 
ρ Density of fluid [kg/m3] 
φ Phase over a complete acoustic period/cycle 
∏

Δx Plate surface area 

Abbreviation 
CFD Computational Fluid Dynamics 
FFT Fast Fourier Transform 
LES Large Eddy Simulation 
TAE Thermoacoustic Engine 
SWTAE Standing-wave Thermoacoustic Engine 
TWTAE Traveling-wave Thermoacoustic Engine 
UDF User Defined Function 
URANS Unsteady Reynolds Averaged Navier Stokes  
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model validated, we then examine the effects of (1) the inlet diameter of 
externally applying thermodynamic perturbations, (2) the externally 
applied pressure or velocity perturbations, and (3) the amplitude and 
frequency of the externally forcing flow perturbations on the SWTAE 
performances. The present work is concerned with comparison studies 
on the acoustic output performance and thermodynamics of the SWTAE 
with externally forcing perturbations, and exploring the nonlinear 
phenomena and limit cycles observed from the modelled thermoacoustic 
system. 

The rest of this paper is organized as follows: Section 2 describes the 
development of full-scale SWTAE models and validation. Externally 
forcing flow motions are applied to the modelled SWTAE with varying 
inlet diameters in Section 3. In Section 4, externally forced periodic 
oscillations with different frequencies and amplitudes are implemented 
on the modelled SWTAE, and the corresponding nonlinear phenomena 
are observed. Finally, concluding remarks and potential further studies 

are summarized in Section 5. 

2. Numerical methodology 

2.1. Description of the numerical model 

The schematic diagram of the quarter-wavelength SWTAE is shown 
in Fig. 1(a). The TAE comprises a hot buffer, two heat exchangers placed 
on either side of the stack, and an acoustic resonator [36,37]. The stack 
consists of ten parallel solid plates, with equal stack thickness ts and 
plate spacing tp in the axial direction. The right end of the engine is open 
to the environment, serving as the outlet. As suggested by Zink’s 
research [38], the heat exchangers on both sides of the stack in the 
simulation can be omitted. The linear temperature gradient is imposed 
on the stack by prescribing User Defined Functions (UDF), with the left 
end of the stack at 700 K (Th) and the right end at 300 K (Tc). The hot 
buffer wall is set to 700 K, while all other surfaces are modelled as the 
adiabatic walls. To investigate the impact of forcing perturbations on the 
performance of the TAE, the pressure or velocity inlet with a varying 
diameter di ranging from 0 to D (the diameter of the engine), is set at the 
left end of the engine, while the rest of the left end is rigidly closed. 
High-quality structured meshes with uniform cell sizes and smooth 
transitions between different mesh regions are employed in the 
computational domain with the use of ICEM (a mesh generation tool 
offered by ANSYS). A finer mesh is applied in/around the inlet and stack 
regions of the TAE, as shown in Fig. 1(c). The minimum mesh size in the 
near-wall region is guaranteed to be smaller than the viscous and ther
mal penetration depths to accurately capture thermoacoustic effects 
[39,40]. The SWTAE utilizes air as the working fluid with the working 
pressure of p = 101,325 Pa. The working fluid is defined as the ideal gas, 
which can be expressed as p = ρRT, where p, ρ,R and T denote pressure, 

Fig. 1. (a) Schematic drawing of the 3D standing-wave thermoacoustic engine (SWTAE) model, (b) 2D computational domain of the full-scale SWTAE model, (c) the 
mesh configurations in/around the inlet and stack regions. 

Table 1 
Geometric dimensions and thermophysical properties of the established 
TAE model.  

Engine/gas parameters Value/law 

Diameter D 21 mm 
Hot buffer length LH 0.1 m 
Stack length LS 0.03 m 
Resonator length LR 0.37 m 
Stack plate thickness ts 1 mm 
Stack plate spacing tp 1 mm 
Idea-gas constant R 287 J/kg⋅K 
Specific heat Piecewise-polynomial 
Molecular weight 28.966 kg/k⋅mol 
Thermal conductivity κ 0.0242 W/m⋅K  
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density, gas constant and temperature, respectively. The geometric di
mensions of SWTAE and the working medium parameters are summa
rized in Table 1. The numerical solutions are determined using the 
Pressure-Velocity Coupling algorithm, selected for its low computa
tional cost in segregated algorithms. PISO and PRESTO schemes are 

employed for the pressure discretization and pressure-velocity formu
lation, respectively. To ensure the simulation accuracy, the Second 
Order Upwind Scheme is chosen for all flow variables. To ensure the 
convergence of the simulation results, the relaxation factors for the 
pressure, density, body forces, momentum, turbulent kinetic energy, 
turbulent dissipation rate, turbulent viscosity and energy are set to 0.3, 
1, 1, 0.7, 0.8, 0.8, 1, and 1, respectively. The number of nodes and the 
time step are set to 1.4 × 105 and 1.0 × 10− 5 s, respectively. The relevant 
governing equations and the mesh- and time-independence studies are 
included in the Supplementary Material. 

Fig. 2. The k-ε simulation results of (a) time evolution of the acoustic pressure 
fluctuations of the TAE in the initial exponential growth stage, with the growth 
rate function F(t), (b) frequency spectrum of the acoustic pressure fluctuations 
and corresponding theoretical frequencies in the initial stage and (c) compar
ison of the longitudinal mode-shapes of the fundamental and 1st harmonic 
mode of acoustic pressure, illustrating both numerical and theoretical results 
during the ‘saturated’ limit cycle oscillations. 

Table 2 
A summary of the externally forcing pressure perturbations’ amplitude (pfA), 
velocity perturbation’s amplitude (vfA) and frequency (ff), which are imposed on 
the SWTAE model.   

vfA/m/s pfA/Pa ff/Hz 

pf1/Pa 0 50 0.1 
pf2/Pa 0 50 180 
vf1/m/s 2.5 0 0.1 
vf2/m/s 2.5 0 180  

Fig. 3. Effect of the inlet diameter on the limit cycle oscillations (a) acoustic 
pressure amplitude and (b) the corresponding dominant frequency for TAE 
models D1–D4, induced by forcing pressure/velocity perturbations’ at the inlet 
pf1, pf2, vf1 and vf2, with D0 representing the reference case of the unforced 
modelled SWTAE. 
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2.2. Model validation 

The simulation results of the present SWTAE predicted by different 
turbulence models are compared and summarized in the Supplementary 
Material. Through the comparison studies, the standard k-ε model of 
URANS is adopted, which has been widely applied in SWTAE simula
tions and yielded favorable results in comparison with the experimental 
data [41,42]. In Reynolds-averaging methods, all instantaneous ther
modynamic variables (α) can be expressed as, 

α= α + α′ (1)  

where α and α′ represent the mean (time-averaged) and fluctuating 
parts. The acoustic oscillation pressure (p′) undergoes an exponential 
increase after a short period of energy accumulation [43,44], as shown 
in Fig. 2(a). The reduced-order network theoretical model is established 
for comparison evaluations [45]. The results of the reduced-order 
network model align with the previous experimental measurements 
[46] in terms of the frequency ωRd/2π and the growth rate δg. The 
exponential growing process is described by the oscillations’ growth rate 
function F(t)= |pi|eδg t , where |pi| is the initial pressure. It is set to 10 Pa in 
this present work [47]. The fluctuating oscillation characteristics (α′) are 
subject to Fast Fourier Transform (FFT) algorithm analysis to decompose 
it into the fundamental mode (α̂1) and nth-order harmonic components 
(α̂n) in the frequency domain. Each mode component corresponds to a 
resonance frequency (fR1, …, fRn), and the frequency of the dominant 
mode is referred to as fRd. The fundamental and second-order fre
quencies of the oscillation during the growth stage (fR1 and fR2) and the 
corresponding theoretical results are presented in Fig. 2(b). After the 
initial exponential increase stage, the limit cycle oscillation is finally 
generated in the TAE system [48]. Fig. 2(c) displays the longitudinal 
mode-shapes of the fundamental and the 1st harmonic mode of the 
decomposed pressure oscillations (|p̂1A| and |p̂2A

⃒
⃒). Moreover, according 

to Swift’s theory [45], the theoretical fundamental and the 1st harmonic 
pressure (|p̂1AT| and |p̂2AT

⃒
⃒) mode-shapes in a one-quarter wavelength 

TAE are also displayed. It can be expressed as follows: 

|p̂1AT| = |p̂1A|peak sin
(

ωRd(L − x)
4fRdL

)

(2a)  

|p̂2AT| = |p̂2A|peak sin
(

3ωRd(L − x)
4fRdL

)

(2b) 

Fig. 4. Effect of the inlet diameter on the absolute value of the fundamental- 
mode acoustic power amplitude and sound pressure level of TAE models D0- 
D4, induced by forcing velocity perturbations vf2. 

Fig. 5. Effect of the inlet diameter on the flow velocity contours around the stack area, obtained from different inlet TAE models at velocity anti-node phases, (a) D1 
at φ2, (b) D1 at φ4, (c) D4 at φ2 and (d) D4 at φ4, respectively. 
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where ωRd is the dominant angular resonance frequency, expressed as 
ωRd = 2πfRd. It can be seen from Fig. 2(c) that the longitudinal mode- 
shapes of the acoustic pressure obtained from the SWTAE model pre
dicted by k-ε match well with the theoretical model. 

3. Effect of the inlet diameter of forcing energy on TAE output 
performances 

The following section investigates the effects of altering the inlet 
diameter (di) of forced oscillations on TAE’s overall performance. Spe
cifically, four TAE models are examined, where di is set to 1 mm, 7 mm, 
14 mm, and 21 mm, and are labeled as D1, D2, D3, and D4, respectively. 
Meanwhile, the TAE model without any inlet (i.e., di = 0) is labeled as 
D0. 

3.1. Acoustic characteristics of the TAE with different inlet diameters 

The externally forcing perturbations with a total energy (Eaf) are 
imposed at the inlet of the four SWTAE models (D1-D4). The perturba
tions could be applied either in terms of pressure (pf) and velocity per
turbations (vf). They can be expressed as: 

pf = pfA • sin
(
2π • ff • t

)
(3a)  

vf = vfA • sin
(
2π • ff • t

)
(3b)  

Eaf =
pfA

2

2 • γ • p
(3c)  

Eaf = ρ • vfA
2 • A (3d)  

where pfA, vfA and ff are externally forcing pressure perturbation’s 
amplitude, velocity perturbation’s amplitude and frequency, respec
tively. A, γ, p and t are cross-sectional area, adiabatic index of the gas, 
mean pressure (101,325 Pa) and time, respectively. vfA, pfA and ff of the 
externally forcing oscillations applied on the SWTAE models D1, D2, D3 
and D4 are summarized in Table 2. The absolute values of natural 
logarithm-based limit cycle oscillation pressure amplitude (ln |pA′|) and 
corresponding dominant frequency (fRd) of forced TAE models under pf1, 
pf2, vf1 and vf2 are shown in Fig. 3. ln |pA′| and fRd of the unforced SWTAE 
(D0) system are chosen as the reference. It can be seen that |pA′| of D1-D4 
with externally forcing pressure pf1 and pf2 is 0. This phenomenon is 
referred to as ‘damping’ in the SWTAE system. Damping is also occurred 
in TAE models D2, D3 and D4 under vf1. This indicates that forced ve
locity or pressure, regardless of the inlet diameter, can cause the 
attenuation of the thermoacoustic oscillation effect by breaking up the 
coupling between thermal and acoustics, resulting in damping in the 
forced TAE system [49,50]. On the other hand, |pA′| is increased linearly 
with the increase of the inlet diameter under vf2. Specifically, |pA′| of D4 
is 101.91% and 94.28% higher than that of D0 and D1 under vf2, 
respectively. This suggests that forced periodic velocity inlets can 
enhance the thermoacoustic oscillation effect in the TAE. Moreover, the 
larger the inlet diameter of the forced velocity flow, the more pro
nounced the influence on |pA′|. It can also be observed from Fig. 3(b) that 
fRd of the TAE under vf2 remains unchanged compared to D0, regardless 
of the variation in the inlet diameter. 

The acoustic power represents the ability of the SWTAE to convert 
heat sources into acoustic energy. Since the thermoacoustic effect is 
concentrated in the stack area, the amplitude of the acoustic power of 
the TAE system is obtained at the right end of the stack [51]. The ab
solute value of the fundamental-mode acoustic power amplitude 
(|̂I1A(ω)|) can be calculated as 
⃒
⃒
⃒
⃒ Î 1A(ω)|=

1
4
δk

∏
Δx

2πfRdTβ2

Cp

⃒
⃒
⃒
⃒p̂1A

⃒
⃒
⃒
⃒(Γ − 1) (4)  

where δk, 
∏

Δx, Cp and β are thermal penetration depth, stack plate 
surface area, isobaric specific heat and thermal expansion coefficient, 
respectively. |p̂1A

⃒
⃒ is the absolute value of the fundamental-mode pres

sure amplitude. Γ is the ratio of the temperature gradient of the stack 
(ΔT) to the onset critical temperature gradient (ΔTcrit) of the TAE, which 
is approximately 2.16 in this study. |̂I1A(ω)| is proportional to the vol
ume 

∏
δkΔx of fluid, which is approximately within a thermal penetra

tion depth δk from the plate. Additionally, the sound pressure level (SPL 
(ω)) is introduced to display the magnitude of each component, which is 
expressed as 

SPL(ω)= 20 log10

⃒
⃒
⃒
⃒p′

rms(ω)
⃒
⃒
⃒
⃒

pref
(5)  

where pref is the standard reference sound pressure, typically taken as 20 
μPa (pref = 2.0 × 10− 5 Pa). 

⃒
⃒
⃒
⃒p′

rms(ω)
⃒
⃒
⃒
⃒ is the root mean square value of 

the fluctuation component of the oscillation pressure. To further inves
tigate the acoustic output characteristics of the modelled SWTAE with 
different inlet diameters, Fig. 4 presents |̂I1A(ω)| and SPL(ω) in various 
inlet TAE models (D1-D4) with externally forcing velocity perturbations 
vf2. It can be seen from Fig. 4 that |̂I1A(ω)| and SPL(ω) are increased 

Fig. 6. Effect of different forcing perturbations amplitudes (1 m/s, 2.5 m/s, 7.5 
m/s, and 15 m/s) and frequencies (0.1 Hz, 50 Hz, 90 Hz, 180 Hz, 230 Hz, 270 
Hz, and 360 Hz) of forcing periodic velocity perturbations on the limit cycle 
oscillations (a) acoustic pressure amplitude and (b) corresponding the dominant 
frequency of the TAE model, with D0 lines representing the reference case of 
the unforced SWTAE model. 
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linearly with increased di. Specifically, |̂I1A(ω)| of D4 is increased by 
68.87% and 54.31% compared to that of D0 and D1, respectively. 
SPL(ω) of D4 (179.90 dB) is the largest, followed by D3 (178.59 dB), 
while that of D0 (173.87 dB) is the smallest. 

3.2. Instantaneous velocity characteristics of the TAE with different inlet 
diameters 

The stack is the crucial component for thermal-acoustic energy 
conversion in such TAE systems [52–54]. The implementation of the 
stack causes multi-dimensional flow effects due to the abrupt decrease in 
flow area, which subsequently impacts the thermo-acoustic conversion 
process of the TAE [55]. Therefore, the flow fields around the stack area 
in the TAE under vf2 are presented. Phases φ1 to φ4 with an interval of a 
quarter period over a complete acoustic cycle are chosen to display the 
flow fields. Phases φ1 and φ3 correspond to velocity nodes, and φ2 and φ4 
indicate velocity anti-nodes. For comparison, the studied models D1 and 
D4 at the moments when the velocity reaches its maximum, (i.e., φ2 and 
φ4) are selected, as shown in Fig. 5. The direction of the velocity vectors 
in Fig. 5 (a) and (c) suggests that the working gas/medium mainly flows 
predominantly from left-to right-hand-side at φ2, and from right-to 
left-hand-side at φ4 in Fig. 5 (b) and (d). Meanwhile, both D1 and D4 
exhibit areas of reverse flow and acoustic streaming, such as near the 
right end of the stack at φ2 and near the left end of the stack at φ4. These 
similarities suggest that the inlet diameter does not affect the flow di
rection and nonlinear phenomenon inside the flow fields of TAE models 
[56–58]. However, the color representing the maximum velocity region 
of D4 in Fig. 5 (c) and (d) is darker than that of D1 in (a) and (b). This 
implies that D4 is associated with a larger amplitude of the velocity 
compared to D1, indicating that the energy conversion process is more 
concentrated in D4 than in D1. Therefore, it can be concluded that the 
inlet diameter of the forced velocity does not affect the flow pattern of 
the internal flow field, but only affects the magnitude of the instanta
neous velocity. 

Fig. 7. Effect of forced velocity on phase diagrams illustrating the acoustic pressure fluctuations of the TAE over a span from 0.1 s to 0.6 s, with the forced velocity 
amplitude of 2.5 m/s at (a) 0.1 Hz (b) 90 Hz (c) 180 Hz and (d) 270 Hz. 

Fig. 8. Effect of forced periodic velocity on the acoustic oscillations pressure 
amplitude and dominant frequency of the TAE, induced by the forced velocity 
amplitude of 7.5 m/s and frequency ranging from 0 to 550 Hz at intervals of 10 
Hz, with D0 lines representing relevant values of the unforced TAE model. 
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4. Thermodynamic characteristics and nonlinear effects of 
forced periodic velocity on TAE performances 

4.1. Acoustic pressure output of TAE with different forced velocities 

To examine the impacts of forced periodic velocity on the oscillation 
of the TAE, forced sinusoidal velocities with varying amplitudes vfA (1 
m/s, 2.5 m/s, 7.5 m/s, and 15 m/s) and frequencies ff (0.1 Hz, 50 Hz, 90 
Hz, 180 Hz, 230 Hz, 270 Hz, and 360 Hz) are applied to D4 model. The 
natural logarithm-based oscillation pressure amplitude (ln

⃒
⃒p′

A
⃒
⃒) and the 

dominant resonance frequency (fRd) of the TAE under different forcing 
velocities are presented in Fig. 6. The relevant values of the unforced 
model D0 are also displayed as the reference line. 

The results presented in Fig. 6(a) show that the trends in the varia
tions of ln

⃒
⃒p′

A
⃒
⃒ with respect to ff are similar for different vfA, and a larger 

vfA has a greater impact on the ln
⃒
⃒p′

A
⃒
⃒ value. Note that 

⃒
⃒p′

A
⃒
⃒ is 0 under four 

forcing perturbations’ amplitudes at ff = 0.1 Hz 
⃒
⃒p′

A
⃒
⃒ is initially 

increased, maximized when ff matches the SWTAE self-excited oscilla
tion frequency (fs = 180 Hz). Specifically, when vfA is 15 m/s at 180 Hz, 
⃒
⃒p′

A
⃒
⃒ is increased by 327.90% compared to the unforced system D0. This 

can be attributed to that constructive interference refers to the phe
nomenon, where the amplitudes of two or more waves of similar fre
quencies reinforce each other, resulting in an overall increase in the 
pressure perturbations’ amplitude [59]. However, when ff is far from fs, 
⃒
⃒p′

A
⃒
⃒ is decreased and lower than that of the D0, indicating the attenu

ation of the self-excited thermoacoustic oscillations. The results indicate 
that the forced amplitude determines the magnitude of 

⃒
⃒p′

A
⃒
⃒, while the 

forced frequency determines the trend of 
⃒
⃒p′

A
⃒
⃒ variation. Then, a more 

detailed discussion of the forced frequency is provided. The ratio be
tween the acoustic energy of the forced periodic velocity (Eaf) and that of 
the self-excited oscillation of the TAE (Eas) is defined as γE, i.e., γE =

Eaf/Eas. From Fig. 6(b), we find that:  

(1) When vfA is below 2.5 m/s, γE is within 0.11, indicating low 
forcing acoustic energy. At low forcing acoustical energy (vfA = 1 
m/s and 2.5 m/s), the frequency of the dominant oscillation 
mode, fRd, exhibits ‘frequency lock-in’ to the self-excited fre
quency (fs = 180 Hz) [60]. For vfA of 2.5 m/s at 0.1 Hz, 90 Hz, 
180 Hz, and 270 Hz, phase diagrams of acoustic pressure fluc
tuations of the TAE from 0.1 s to 0.6 s are shown in Fig. 7. At 0.1 
Hz, oscillation decays with time, showing ‘quiescence’ in steady 

Fig. 9. The dominant (1st) and two harmonics (2nd and 3rd) of the decomposed acoustic oscillations (a) frequency and (b) natural logarithm-based pressure 
fluctuations of the SWTAE, induced by the forced velocity perturbations amplitude of 7.5 m/s and frequencies ranging from 0 to 360 Hz; time histories of acoustic 
pressure oscillations of the SWTAE at 0.1 Hz, 10 Hz, 160 Hz, 210 Hz and 330 Hz are presented in (a). 
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state. It is worth noting that two circles of the same color can be 
observed at 90 Hz (see Fig. 7(b)) and 270 Hz (see Fig. 7(d)). This 
indicates that the pressure gradient (Δp′) is not stable, and the 
system oscillates at two dominant frequencies at the same time 
[61]. This phenomenon is referred to as ‘quasi-periodicity’ [62]. 
On the contrary, at 180 Hz (see Fig. 7(c)), the limit cycle oscil
lation is occurred in the system.  

(2) At vfA of 7.5 m/s, representing the medium-intensity forcing 
perturbations with γE of 0.33, numerical simulations are con
ducted for ff from 0 to 550 Hz at 10 Hz intervals. Fig. 8 presents 
the natural logarithm-based pressure amplitude (ln| p′

A |) and 
dominant frequency (fRd) of the SWTAE under the medium-level 
forcing perturbations. At ff between 160 and 200 Hz, 

⃒
⃒p′

A
⃒
⃒ is 

increased significantly, reaching its peak at 180 Hz. When ff is 
below 150 Hz or above 290 Hz, 

⃒
⃒p′

A
⃒
⃒ is decreased and lower than 

that of D0. Therefore, it can be concluded that when ff/fs is be
tween 0.89 and 1.11, forced sinusoidal velocity significantly in
creases thermoacoustic oscillation pressure. Conversely, a 
decreasing trend is observed when the value of ff/fs is less than 
0.83 or greater than 1.61. Moreover, the dominant oscillation 
frequency is changed with the frequency of forcing periodic flow 
motions ff before 220 Hz (ff/fs ≤ 1.22), while frequency lock-in at 
the self-excited frequency after 220 Hz (ff/fs > 1.22). This phe
nomenon is known as ‘bifurcation’ and has been previously re
ported in Refs. [63,64]. 

To further study the phenomenon of Hopf bifurcation, 
⃒
⃒p′

A
⃒
⃒ is 

decomposed into the dominant frequency (1st) and two higher har

monics (2nd and 3rd) by FFT algorithm. The resulting frequencies and 
pressure components against different ff are presented in Fig. 9. The plot 
reveals a transition in nonlinear system behaviors, with distinct oscil
lation areas: S (steady), QP1 (quasi-periodic-1), LC1 (limit cycle 
oscillation-1), QP2 (quasi-periodic mode), and LC2 (limit cycle 
oscillation-2) forms. At ff = 0.1 Hz (S area), the pressure oscillations are 
gradually decaying, indicating the absence of self-excited oscillations. At 
ff = 10 Hz (QP1 area), self-excited pressure oscillation starts, with a 
subcritical Hopf bifurcation from a stable fixed point to unstable quasi- 
periodic oscillation [65]. 

⃒
⃒p′

A
⃒
⃒ increases with ff in this area. 1st and 2nd 

modes of the pressure components exhibit similar magnitudes, indi
cating significant nonlinear phenomena in the oscillations waveforms. 
At ff = 160 Hz (LC1 area), a supercritical Neimark–Sacker bifurcation 
leads to stable constant-amplitude oscillations [66]. The acoustic pres
sure primarily fluctuates at the first mode, resulting in the occurrence of 
limit cycle oscillation in the system. At ff = 210 Hz (QP2 area), a 
subcritical Hopf bifurcation causes a quasi-periodicity ‘beating’ pattern 
in the time history, resulting from the co-existence of self-excited 
oscillation sand forcing velocity perturbations. As ff approaches the 
second-mode natural resonant frequency of the system, at ff = 330 Hz, 
the steady-state response undergoes a supercritical Hopf bifurcation to 
limit-cycle oscillations. Therefore, the critical bifurcation frequencies 
are identified as 10 Hz (ffc1), 160 Hz (ffc2), 210 Hz (ffc3), and 330 Hz 
(ffc4). The theoretical mechanisms underlying these transitions and bi
furcations are explained using periodic orbit theory, extensively by 
Venkatesan et al. [67]. The description of the theory is beyond the scope 
of this article, and therefore, it is not discussed here. 

Fig. 10. Effect of the forcing periodic velocity perturbations on the phase diagrams illustrating the acoustic pressure fluctuations of the TAE over a span from 0.1 s to 
0.6 s, with the forcing velocity perturbations’ amplitude of 15 m/s at (a) 90 Hz (b) 180 Hz and (c) 270 Hz. 
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(3) When vfA exceeds 15 m/s, corresponding to γE greater than 0.66, 
it is referred to as a larger forcing acoustic energy. When vfA is 15 
m/s, it can be seen from Fig. 6(b) that the resonance dominant 
frequency of the TAE responds to the forced frequency (ff), except 
ff = 360 Hz, where the TAE responds at the self-excited frequency 
(fs = 180 Hz). Fig. 10 shows the phase diagram of acoustic 
pressure fluctuations with the forced velocity of 15 m/s at 90 Hz, 
180 Hz, and 270 Hz from 0.1 s to 0.6 s, respectively. Δp′ and p′ 

exhibit a significant increase at ff = 180 Hz (see Fig. 10 (b)) 
compared to 90 Hz (see Fig. 10 (a)) and 270 Hz (see Fig. 10 (c)). 
This indicates the presence of intense thermoacoustic oscillations 
when ff is 180 Hz. Moreover, Fig. 10(c) shows a ‘swirl-shape’ 
phase diagram, indicating the presence of multiple resonance 
frequencies and thus the nonlinearity of the system. 

4.2. Thermodynamic characteristics of the TAE with different forced 
velocities 

To investigate the effects of various forced amplitudes and fre
quencies on the inside flow fields of TAE, the instantaneous velocity in 
the vicinity of the stack area is analyzed. The forced velocities of the 

Fig. 11. Effect of forced periodic velocity on the flow velocity contours around the stack area of the TAE at velocity anti-nodes, (a) vhy1 at φ2, (b) vhy1 at φ4, (c) vhy2 at 
φ2, (d) vhy2 at φ4, (e) vhy3 at φ2, and (f) vhy3 at φ4. 

Fig. 12. Time-averaged mean temperature distribution of the working gas in 
the TAE, induced by forced velocities (a) vhy1 (b) vhy2, and (c) vhy3, respectively. 
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tested configuration are expressed as: 

vhy1 = 1 • sin(2π • 180 • t) (6a)  

vhy2 = 7.5 • sin(2π • 180 • t) (6b)  

vhy3 = 7.5 • sin(2π • 270 • t) (6c) 

The instantaneous velocity around the stack area at velocity anti- 
node phases (φ2 and φ4) for TAE under vhy1, vhy2 and vhy3 are illus
trated in Fig. 11. The direction of the velocity vectors in Fig. 11 (a), (c) 
and (e) suggests that the working gas/medium flows predominantly 
from left-to right-hand-side at φ2, and from right-to left-hand-side at φ4 

in Fig. 11 (b), (d) and (f). Additionally, the flow fields of the TAE with 
vhy1, vhy2 and vhy3 exhibit reverse flow and acoustic streaming at the 
same locations, i.e., near the right end of the stack at φ2 and near the left 
end of the stack at φ4. Within the area of limit cycle oscillation, the in
ternal flow fields of TAE under vhy1, vhy2 and vhy3 present similarity, and 
their dominant frequency is equal to the self-excited frequency (fs) of 
TAE. However, the color representing the maximum velocity region of 
the SWTAE with vhy2 is the darkest among the three forced systems, 
indicating the largest amplitude of the velocity vector. This is followed 
by the SWTAE with vhy1. Conversely, the instantaneous velocity 
perturbation magnitude associated with vhy3 is observed to be smaller 
than that of vhy1 and vhy2. Therefore, it can be inferred that a larger 
forcing velocity perturbations’ amplitude at 180 Hz leads to a greater 
increase in velocity magnitude compared to a smaller forcing velocity 
amplitude at 270 Hz. 

The temperature difference between the working gas/medium and 
the wall of the stack leads to the existence of non-zero heat fluxes at the 
wall surfaces, which in turn generates acoustic intensity in the SWTAE 
system. Fig. 12 shows the time-averaged mean temperature of the TAE 
system under vhy1, vhy2 and vhy3, respectively. Due to the thermoacoustic 
effect, with the middle position of the stack (Lsm) serving as the critical 
point, the mean temperature of the working gas in the left part of the 
stack and around the right end of the hot buffer is lower than the wall 
temperature of the stack (Ts), while the mean temperature of the 
working gas in the right part of the stack and around the left end of the 
resonator is higher than Ts. Moreover, the area affected by the time- 
averaged mean temperature of the working fluid is the largest around 
the stack area with vhy2 (see Fig. 12(b)). This difference indicates that 
among the three forced velocities, the motion of gas molecules is most 
pronounced under the influence of vhy2. 

4.3. Bifurcations of the TAE system by different paths of forced acoustic 
energy 

To investigate the effect of continuously changing the forced acoustic 
energy ratio (γE) on the TAE system, Fig. 13 shows the resulting 

⃒
⃒p′

A
⃒
⃒

under continuously changing γE at ff = 160 Hz (ff/fs = 0.89). γE is sys
tematically varied through both forward (by increasing γE from 0.05 to 
1.25) and reverse paths (by decreasing γE from 1.25 to 0.05). It can be 
seen that 

⃒
⃒p′

A
⃒
⃒ during the forward and reverse paths are the same when γE 

is either over γE2 (γE2 = 1.05) or below γE1 (γE1 = 0.35) at ff = 160 Hz. 
When γE is between γE1 and γE2, the curves for the forward and reverse 
paths form a two-valued bifurcation zone that is referred to as a ‘hys
teresis loop’ [68,69]. γE1 and γE2 represent critical bifurcation values, 
indicating that when γE is within this range, 

⃒
⃒p′

A
⃒
⃒ is larger on the reverse 

path compared to the forward path. Simulations are conducted at ff 
ranging from 60 Hz to 320 Hz, and the bifurcation zones of 

⃒
⃒p′

A
⃒
⃒ of the 

TAE concerning different γE and ff are illustrated in Fig. 14. Bifurcation 
zones occur within the range of forced frequencies (ff) from 100 Hz to 
280 Hz (0.56 < ff/fs < 1.56). The bifurcation zones become more pro
nounced as ff approaches 180 Hz from both sides, and the distribution of 
the bifurcation zones is the widest (0.25 < γE < 0.95) when ff is at 180 
Hz (ff/fs = 1). 

4.4. Acoustic characteristics of the TAE system after terminating forced 
velocities 

This section investigates the changes in the acoustic characteristics of 
forced TAE systems that have reached the steady state after terminating 
externally forced energy. Five forced velocities located in different 
oscillation areas are expressed as: 

vfS = 2.5 • sin(2π • 0.1 • t) (7a)  

vfQP1 = 1 • sin(2π • 10 • t) (7b) 

Fig. 13. Bifurcations in oscillation pressure amplitude of the TAE induced by 
variations in forced acoustic energy at a forcing frequency of 160 Hz through 
forward and reverse paths, illustrating the two-valued bifurcation zone and 
critical bifurcation values. 

Fig. 14. The bifurcation zone of the acoustic oscillation pressure of the TAE, 
influenced by varying forced acoustic energy through forward and reverse 
paths, at forced frequencies ranging from 60 Hz to 320 Hz. 
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vfLC1 = 2.5 • sin(2π • 180 • t) (7c)  

vfQP2 = 7.5 • sin(2π • 270 • t) (7d)  

vfLC2 = 15 • sin(2π • 360 • t) (7e) 

After applying forced velocities for 0.5 s, the inputs are terminated. 
The phase diagrams of acoustic pressure fluctuations under vfS, vfQP1, 
vfLC1, vfQP2 and vfLC2 with 0.5 s before and after the termination of the 
forced velocities are presented in Fig. 15. As shown in Fig. 15, the phase 
diagram at 1.0 s presents the same limit cycle oscillation regardless of 
the phase exhibited by the system under the forced velocity. This in
dicates that once the forced velocity is removed, the oscillation quickly 
transitions to self-excited oscillation. The absolute values of the 
fundamental-mode acoustic power amplitude and dominant frequency 
of the TAE under forced velocities vfS, vfQP1, vfLC1, vfQP2 and vfLC2 for 0.5 s 
before and after the termination of the forced velocities are presented in 
Fig. 16. It further demonstrates that once the input velocity is unforced, 
the dominant frequency and acoustic power of the system become equal 
to those of D0. This indicates the prompt return of the system to its 
unforced state following the termination of the forced perturbations. 

4.5. Acoustic output power and thermal efficiency of the TAE with 
different forced velocities 

To investigate the TAE’s energy conversion capacity under different 

Fig. 15. Effect of forced periodic velocity on phase diagrams illustrating the acoustic pressure fluctuations of the TAE for 0.5 s before and after termination of forced 
velocity, with forced velocities (a) vfS (b) vfQP1, (c) vfLC1 (d) vfQP2 and (e) vfLC2. 

Fig. 16. Variation of absolute values of the fundamental-mode acoustic power 
amplitude and dominant frequency of forced TAE systems for 0.5 s before and 
after the termination of different forced velocities; D0 lines correspond to the 
relevant values of the unforced TAE model. 
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forced velocities, acoustic power corresponding to each forced velocity 
is obtained for various vfA (1 m/s, 2.5 m/s, 7.5 m/s, and 15 m/s) and ff 
(0–360 Hz). The resulting ln|̂I1A(ω)| is depicted in Fig. 17(a). Moreover, 
the thermal-acoustic efficiency of the forced TAE system can be calcu
lated by 

ηf =
|I(ω)|

Q̇in + Ėaf
≈

| Î 1A(ω)|
∫∫ Lsr

Lsl
q̇tdxdy + Ėaf

(8a)  

q̇t = − κ
∂T
∂x

(8b)  

where Q̇in and q̇t are the input heat power and the transversal heat fluxes 
at the stack walls, respectively. Ėaf is forcing power of the periodic ve
locity. The time-averaged mean temperature of the working gas (T) 
under different forced velocities is obtained in Fig. 12, and the wall 
temperature of the stack (Ts) is set to decrease from 700 K at the left end 
of the stack (Lsl) to 300 K at the right end of the stack (Lsr) [70]. The 
temperature difference between T and Ts facilitates heat exchange 

between the working gas and the stack, which is responsible for 
thermos-acoustic conversion [71–73]. Compared to the 
fundamental-order acoustic power |̂I1A(ω)|, the contribution of the 
higher-order components (|̂InA(ω)|) is negligible, thus |̂I1A(ω)| is used 
instead of the value of the acoustic power (|I(ω)|) in Eq. (8a). The natural 
logarithm-based thermal efficiency (ln ηf) of the TAE is evaluated for 
various vfA (1 m/s, 2.5 m/s, 7.5 m/s, and 15 m/s) and ff (0–360 Hz), as 
shown in Fig. 17(b). 

It can be observed from Fig. 17(a) that the general trend of ln|̂I1A(ω)|

variation with ff remains roughly consistent for different vfA. In the 
Steady-state area, the oscillation of the system attenuates, and the 
acoustic power dissipates. As the system oscillates in Quasi-periodic 1 
and Quasi-periodic 2 areas, acoustic power increases as the ff approaches 
fs. Notably, when ff is in the Limit cycle 1 area, |̂I1A(ω)| is significantly 
higher. Specifically, at vfA = 15 m/s and ff = 180 Hz, |̂I1A(ω)| is 863.95% 
and 747.11% greater than the D0 value and at vfA = 1 m/s, respectively. 
Moreover, Fig. 17(b) indicates that ηf is also significantly increased 
when ff is between 160 Hz and 200 Hz, i.e., 0.89 < ff/fs < 1.11. ηf is 
observed to be influenced by ff, with the effect of larger vfA becoming 
more prominent. The maximum thermal efficiency value (35.34%) is 
obtained at a forced velocity of 15 m/s at 180 Hz, while the corre
sponding value for the unforced system D0 is 5.51%. Therefore, 
providing the TAE system with a forced frequency close to its self- 
excited frequency (0.89 < ff/fs < 1.11) can effectively enhance its 
acoustic power and thermal efficiency. Especially at ff/fs = 1, the 
maximum acoustic power and thermal efficiency are achieved (180 Hz 
in this model). The enhancement of TAE output performance and ther
mal efficiency becomes more prominent with larger forced velocity 
amplitudes. 

5. Conclusions 

In this work, numerical investigations using Computational Fluid 
Dynamics (CFD) are conducted on the full-scale standing-wave ther
moacoustic engines (TAE) in presence of externally forcing flow per
turbations. The primary focus is to explore the impacts of the forcing 
perturbations, including 1) the forcing perturbation frequencies, 2) its 
amplitudes, and 3) the inlet diameter of the externally forcing oscilla
tions, on the thermo-acoustic energy conversion performance and 
nonlinear dynamics of thermoacoustic oscillations in these SWTAE 
systems. The key findings are listed as follows:  

• Attenuation/Damping effect. Applying externally forcing pressure or 
velocity perturbations at the inlets may suppress or even completely 
attenuate heat-driven limit cycle oscillations in the SWTAEs by 
breaking up the coupling between thermal and acoustics effects.  

• Effects of the inlet diameter. The effects of externally forcing periodic 
oscillations on SWTAEs with different inlet diameters of 1 mm, 7 
mm, 14 mm, and 21 mm reveal a notable increase in the heat-driven 
acoustic output performance with a larger inlet diameter, while the 
oscillation frequency of the dominant mode remains constant/ 
unchanged.  

• observed nonlinear dynamics phenomena. The energy measure γE, 
representing the ratio of externally forcing perturbations’ energy to 
that of self-excited heat-driven oscillations in the SWTAE, demon
strates the resonance frequency lock-in within the range 
0.11 ≤ γE ≤ 0.66. When the forcing perturbations’ frequency is 
approaching the SWTAE ’s self-excited frequency, the pressure os
cillations’ amplitudes exhibit a two-valued bifurcation zone formed 
by the forward and backward paths of the externally forcing acous
tical energy, referred to as a ‘hysteresis loop’. Further investigations 
into the forcing periodic velocity perturbations reveal Hopf super
critical bifurcations, resulting in the transition of the perturbations’ 
mode from steady state to quasi-periodic oscillations and limit cycle 
oscillations. 

Fig. 17. Comparison of (a) natural logarithm-based fundamental-mode 
acoustic power amplitude and (b) thermal-acoustic efficiency obtained by the 
TAE with varying forced velocity amplitudes (1 m/s, 2.5 m/s, 7.5 m/s, and 15 
m/s) with forced frequency ranging from 0 to 360 Hz, at intervals of 10 Hz; the 
D0 line corresponds to the relevant values of the unforced TAE model. 
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• Enhancing energy conversion performance. Dramatic enhancements 
in pressure oscillations’ amplitude, sound pressure level (SPL), 
acoustic power, and thermo-acoustics energy conversion efficiency 
are observed, when the forcing perturbations’ frequency ff is 
approaching and close to that of the self-excited acoustic oscillations 
fs (i.e. 0.89 < ff/fs < 1.11). Maximum performance is obesrved to 
occur, when ff = fs (180 Hz). These improvements can be further 
enhanced by increasing the amplitude of such externally forcing of 
periodic velocity perturbations. 

The present results reveal the thermo-acoustics conversion and 
nonlinear dynamics behaviors in the SWTAE systems in presence of 
externally forcing perturbations. Optimizing the heat-driven acoustic 
output of the SWTAE can be achieved with a large inlet diameter and a 
large-amplitude externally forcing velocity perturbation at a frequency 
close to the self-excited thermoacoustic oscillation frequency. It is worth 
noting that the current CFD simulations are conducted basing on the 
simplified SWTAE systems. The practical thermoacoustic systems 
involve with complex boundary conditions and a larger flow/heat los
ses. This means that the present findings provide qualitative insights 
rather than quantitative ones. 
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