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Zusammenfassung

Kohlenstofffasern haben gute Eigenschaften für Leichtbauanwendungen, aber
ihre Produktionskosten sind immer noch recht hoch, unter anderem wegen
des hohen Energiebedarfs und der Materialkosten. Rund 76% bis 88% der
Gesamtkosten sind die Kosten der verkauften Ware, von denen der Energiebe-
darf etwa 34% ausmacht [1] . EineMöglichkeit, den Energiebedarf zu senken,
könnte die Verwendung von Mikrowellen anstelle der herkömmlichen konvek-
tiven Heizung bei der Produktion sein. Ausserdem kann sich die Verwendung
von Mikrowellenerwärmung positiv auf die finale Qualität der Kohlenstoff-
fasern auswirken.
In dieser Arbeit liegt der Schwerpunkt auf dem ersten Erwärmungsschritt, der
Stabilisierung. Erste Schritte in Richtung einer mikrowellenunterstützten Sta-
bilisierung werden diskutiert.
Zum ersten Mal wurden vollständige in-situ dielektrische Messungen durchge-
führt, die die Grundlage für das Verständnis der Herausforderungen bei der
dielektrischen Erwärmung bilden. Ein mathematisches Modell, das die Reak-
tionskinetik mit dem dielektrischen Verlust kombiniert, wird vorgeschlagen.
Es erlaubt den dielektrischen Verlust mit dem Stabilisierungsgrad und der
Temperatur der Fasern zu verknüpfen. Ein multiphysikalisches Modell der
Stabilisierung, das die Mikrowellenerwärmung beinhaltet, wird aufgestellt,
um den Einfluss von Prozessparametern wie Lufttemperatur, Fasertransport-
geschwindigkeit und Mikrowellenleistung auf die Faser im Vorfeld zu unter-
suchen. Die experimentellen Ergebnisse werden mit dem Modell verglichen
und ausgewertet. Schließlich ermöglicht die Erweiterung eines Streumatrix-
Codes eine einfachere Entwurfsoption für zukünftige maßgeschneiderte App-
likatoren.
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Abstract

Carbon fibers have good lightweight applications properties, but their produc-
tion costs are still rather high, among other things, due to the high energy
demand and material costs. Around 76% to 88% of the total costs are the
cost of good sold of which the energy demand is around 34% [1]. One option
to decrease the energy demand, could be using microwave heating instead of
conventional convective heating during the production. Also, the usage of
microwave heating can have a beneficial effect on the final carbon fiber quality.
In this work, the focus is on the first heating step, the stabilization. First steps
towards a microwave assisted stabilization are discussed.
For the first time, full in-situ dielectric measurements are performed, pro-
viding the basis for understanding the challenges encountered with dielectric
heating. A mathematical model which combines the reaction kinetics with the
dielectric loss is proposed, which allows to connect the dielectric loss to the
stabilization degree and temperatures of the fibers. A multi-physics model of
the stabilization which contains microwave heating is set up to investigate the
influence of process parameters such as air temperature, fiber transportation
speed and microwave power on the fiber beforehand. Experimental results are
compared to the model and are analyzed. Finally, the extension of a scattering
matrix code allows to setup a simpler design option for future custom made
applicators.
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1 Introduction

Carbon Fibers (CF) are increasingly used in lightweight applications as they
have superior material properties compared to steel or aluminum [2]. The
main advantage of carbon fibers is their low weight to volume ratio but high
tensile strength. This makes carbon fibers ideal in applications where a strong
but light material is needed [3], for example in cars or airplanes, where a re-
duction of the weight can lead to fuel savings [4,5]. Another example is sports
equipment, where a lighter boat or bicycle equals to ride faster [6].
Even though carbon fibers were first patented by Thomas Edison in 1880, the
interest in carbon fibers began to increase only in the 1950s, and they finally
became industrially used starting in the 1960s [3, 5]. Until this day, disadvan-
tages of carbon fibers include the high production costs and the difficulties in
recycling [7, 8].
The costs are up to six times higher than for steel which is also due to the high
energy amount needed for the carbon fiber production. Although they have su-
perior material properties, steel is still used because of the cheaper production
and better recycling capability of the manufactured components [7].
In order to make carbon fibers available for a broader market, a lot of research
is ongoing with the goal to reform the carbon fiber production to make it more
energy efficient, rise the fiber quality and improve the recycling [7, 8]. In [8],
it is stated that energy savings of up to 66% are possible. Understanding the
carbon fiber production to improve the energy efficiency and fiber quality is
key and will be explained shortly in the next section.

1.1 Production Stages of Carbon Fibers

Carbon fibers are produced from different starting materials such as pitch,
cellulose and Polyacrylonitrile (PAN). Each of those homopolymers have
different carbon contents, which also affects the final carbon yield in the carbon
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1 Introduction

Polyacrylonitrile Precursor Stabilized fiber Carbon fiber Carbon fiber
(with sizing)

Material

Spinning Stabilization Carbonization Surface treatment

Processes

Polymerization

Monomers

Figure 1.1: Carbon fiber production: material stages and production steps, extended from [9].

fiber. The most common precursor is PAN based, as PAN has a carbon content
of already 67.9%, leading to a higher carbon yield in the final carbon fiber
than cellulose based precursors [3]. As this thesis also considers PAN fibers,
only the processing of PAN based precursors is described in the following.
The change in the material and the process steps leading to the transformation
are shown in Fig. 1.1. Each production step influences the final fiber quality
which is represented through the fiber modulus and tensile strength [5].

The carbon fiber production starts with the chemical monomers which are
transformed into a PAN powder through polymerization. From the powder
single filaments are spun, which are then bundled to a fiber. The fiber bundle
passes the stabilization stage resulting in a stabilized fiber. The next step is
the carbonization in an inert gas atmosphere which results in carbon fibers.
Preparing the fibers for further processing e. g. for Carbon Fiber Reinforced
Plastics (CFRP) and protecting them e. g. during transport, the final step is a
surface treatment which adds a sizing, such as epoxy resins, to the fiber [5].

In the polymerization step, the polymer solution that is mixed defines the
chemical composition. The chemical composition influences the later achiev-
able fiber properties as well as the behavior during spinning and stabilization.
Often comonomers are added to the chosen homopolymers such as PAN. Their
beneficial effects on the spinning process are to enhance the flow properties of
the polymer solution, which is important for the spinning step [5]. Also the
stabilization process profits from the use of comonomers, such as lowering the

2



1.1 Production Stages of Carbon Fibers

starting temperature of the chemical reactions [3]. In the case of PAN fibers,
the comonomers Itaconic Acid (IA) and Methyl Acrylate (MA) are success-
fully lowering the exothermic reaction heat. Only about 2-10% of the fiber
should be comonomers so that a carbon yield of 50-60% can be reached [5].

Different spinning techniques are available such as melt, dry, air gap or wet
spinning. For PAN fibers, wet spinning is the most used technique, although it
gets more and more replaced by air gap spinning [3].
Wet spinning needs a solvent bath with different chemicals to allow the fiber
to coagulate, which increases the costs for production and recycling of the
chemicals. After the spinning the filaments are washed, stretched and dried.
The stretching is needed to align the molecule chains. It reduces the final
fiber diameter [3]. In general a single filament has a diameter of about 11 `m
and a density of 1.18 g/cm3. It is then arranged to form a fiber bundle with
multiple thousand filaments, which is the so called precursor for the following
production steps. Commercially there are bundles available consisting of e. g.
1000 filaments (1k fiber), 3000 filaments (3k fiber), 12000 filaments (12k
fiber) [3].

The fiber is going on to the stabilization process, called oxidation, which
prepares the fiber for the carbonization. In this stage the fiber is heated up
in large scale conventional heating ovens to temperatures around 200-300 ◦C.
Different heating profiles are generally possible. Usually, the fiber is heated
up carefully by multiple heating zones with increasing temperatures over one
to two hours in order to control the chemical reaction. Three main reactions
take place: dehydration, cyclization and oxidation. All of them are exothermic
reactions. They change the ladder-polymer to a cyclic structure which is more
heat resistant for the next processing step. The stabilization stage will be
explained in more detail from a chemical perspective in Chapter 1.1.2.
During the stabilization, chemical and physical shrinkage occur due to the
higher mobility of the polymer chains in the material. The physical shrinkage
is controlled throughout the oven by stretching the fiber [3, 5, 10].
The chemical reactions lead to the production of gases such asAmmonia (NH3),
Hydrogen Cyanide (HCN), Water (H2O), Carbon Dioxide (CO2) and Carbon
Monoxide (CO). As some gases are explosive, such as HCN, CO, NH3, an air
exchange is necessary to ensure a safe working space [3]. The density changes
to 1.36-1.4 g/cm3 through the stabilization. When the fiber reaches an oxygen
content of 6-12%, it is ready to go on to the next production step [3].

3



1 Introduction

The carbonization process removes some of the left over elements in the fiber,
to increase the carbon content further. The carbonization stage is carried out
in an inert gas atmosphere such as Nitrogen (N2) or Argon (Ar) to avoid any
further oxidation. It is often divided in a lower temperature stage around 700-
1000 ◦C and a high temperature stage with up to 1500 ◦C The fiber passes each
stage for a few minutes up to less than an hour [3, Ch.5.8]. The low tem-
perature carbonization removes tar, while the high temperature carbonization
increases the fiber modulus. Chemical reactions, such as dehydrogenation and
denitrogenation, form a crystalline oriented structure. Again the shrinkage is
controlled during the process [3, 5].
The final carbon fiber is electrically conductive and has a diameter of around
5-7 `m and a density around 1.8-1.9 g/cm3 [11]. Depending on the starting
material carbon contents of over 90% can be achieved [3].

The carbon fiber production is finished with a surface treatment of the fiber
to ease the handling and roughen the surface for easier binding with the resin
utilized in carbon fiber composites. The treatment can be done by e. g. plasma,
electrochemical oxidation, wet chemical or thermal application. Resins are
needed to bring the carbon fibers in the final form of the component and harden
it in the defined shape, also called curing. Thermosetting and thermoplastic
resins are distinguished. Thermosetting refers to the irreversibility of the cur-
ing, such as epoxy, polyester, polyimide and vinyl ester resins. Thermoplastic
resins can be reused as these can be reheated. Examples are polyethylene
(PE), polyetheretherketone (PEEK), polycarbonate (PC) and polypropylene
(PP) resins [3, 5, 12].

1.1.1 Energie Consumption of Carbon Fiber Production

In 2016 Ellringmann et al. summarized the carbon fiber production costs of
different companies and set up a cost model over the all production stages [1].
Around 76% to 88% of the total costs are the cost of good sold according to
the manufacturers. The highest costs are due to the energy demand which the
model calculated to 34% of the overall production costs, divided in 16.2% for
the production of the precursor and 17.8% in the conversion of the stabilization
and carbonization process [1]. Thus, concerning energy savings, no more than
those 17.8% can be reduced.
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1.1 Production Stages of Carbon Fibers

In 2017, a report was released by theU.S. Department of Energy concerning the
potential energy saving opportunities of carbon reinforced polymer composites
based on data from the US in 2010 [8]. The oxidation and carbonization are
considered as one process step with regards to the energy consumption.
In [8], the current typical, the state of the art and the practical minimum energy
intensities are explored. The state of the art energy consumption refers to
the minimum energy level which can be reached based on the application of
the best available technologies worldwide in a single processing line. The
practical minimum energy consumption can be reached with improvements
from research and development departments. Also it is distinguished between
on-site energy and primary energy. The on-site energy is only consumedwithin
the manufacturing plant, whereas the primary energy also includes the offsite
consumed energy.
The report states, that the current typical energy consumption, thus industrially
applied, is about 427MJ/kg primary energy and 195MJ/kg on-site energy [8].
The state of the art level with around 237MJ/kg primary energy and 108MJ/kg
[8]. According to the report, the practical minimum is around 142MJ/kg
primary energy and 33MJ/kg [8]. This report shows that from the current
typical to the practical minimum energy consumption, energy savings of up to
66% are possible.

In [13], Sunter et al. present a case study on replacing a conventional steel door
of a car with a 50% composite from carbon fiber and epoxy. They specify
in [13] the current typical energy content with 1134MJ/kg and the practical
minimum energy content with 330MJ/kg for the carbon fiber production. They
conclude that a 13% reduction in the current energy demand would lead to
cumulative life cycle energy advantages compared to steel. In comparison,
Fruehan et al. state in [14] for liquid steel a practical minimum of 8.2MJ/kg
and actual requirements of around 11.5MJ/kg. The steel production is thus
cheaper in costs, which results in the need for reduced production costs of
carbon fibers.

Various options are already being explored, such as increasing the energy
efficiency of the conventional ovens or optimizing the materials or process
parameters. Another way is using new and innovative technologies altogether,
such as microwave heating or plasma heating. Microwave heating is known to
improve the efficiency of industrial processes as it allows to heat directly in the
volume instead of heating up large air masses. The power can be controlled
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51%

22%

15%

2%

2%
8%

Precursor Stabilization Carbonization Surface Treatment Sizing Other

Figure 1.2: Breakdown of production costs for PAN based carbon fiber, adapted from [3, Fig.5.5].

faster than in conventional ovens [15]. According to [3] the stabilization needs
around 22% of the costs while the carbonization takes up 15% of the costs,
see Fig. 1.2.

In this thesis the focus is thus on the exploration of the needed knowledge to use
microwave heating as alternative to conventional heating in the stabilization
stage, as it is the most time consuming production step [4] and thus leads to
higher costs than the carbonization [3]. Also the stabilization can have a large
influence on the final carbon fiber properties [16].

1.1.2 Stabilization of PAN Fibers

During the stabilization stage, the precursor is heated up to a temperature
between 200 ◦C and 300 ◦C, where three main chemical reactions are taking
place and form the inflammable fiber which allows the fiber to be heated in
the carbonization stage up to 1000 ◦C. The precursor most commonly used is
a copolymer with 95% PAN and the comonomers MA and IA [3].
The reactions taking place are dehydration, cyclization and oxidation. The
dehydration and cyclization are taking place simultaneously whereas the oxi-
dation starts later. The order of reactions and how they change the chemical

6
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Cyclization Dehydrogenation

+
-

Dehydrogenation Cyclization
+
-

Oxidation
+
-

PAN Fiber

Stabilzed Fiber

Figure 1.3: Chemical reaction flow during the stabilization stage.

structure can be seen in Fig. 1.3. All of them are exothermic reactions and thus
add extra heat when the fiber is heated [10].

The cyclization is the only reaction that can also take place without oxygen.
But Badii et al. [17] credit oxygen a catalytic effect on the cyclization. The
cyclization breaks the C≡N bonds into C=N bonds which leads to the desired
ladder structure. The dehydration forms C=C groups instead of C-H2 groups.
The oxidation is breaking up the C-H2 groups and forming C=O groups.
Oxygen is needed for the reaction as it reacts with the free hydrogen to water.
The reduction, the reverse reaction of the oxidation, is added also by Badii
et al. [17]. The reaction equations used in this work are based on the ones
stated by Badii et al. [17]:
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Cyclization: (-C ≡ N)
O2 ,:1→ (-C=N-) (1.1a)

Dehydration: 2(-CH2) + O2
:2→ (-C=C-) + 2H2O (1.1b)

Oxidation: (-CH2) + O2
:3→ (-C=O) + H2O (1.1c)

Reduction: (-C=O) + H2O
O2 ,:4→ (-CH2) + O2 (1.1d)

Based on eq. 1.1 the following reaction rates A for the different species are
derived [17]:

AC≡N = −:1�C≡N�O2 (1.2a)
AC=N = :1�C≡N�O2 (1.2b)
AC=C = :2�CH2�O2 (1.2c)
AC=O = :3�CH2�O2 − :4�C=O�O2 (1.2d)
ACH2 = −:2�CH2�O2 − :3�CH2�O2 + :4�C=O�O2 (1.2e)
AO2 = :4�C=O�O2 − :2�CH2�O2 − :3�CH2�O2 (1.2f)

Resulting from eq. 1.1a, eq. 1.2a and 1.2b are only dependent from each other,
meaning C ≡ N is reduced with the rate constant :1 while C=N is built with
the same rate constant. The other reaction rates have multiple terms and thus
are dependent on multiple species. This leads to a more complex reaction
mechanism and only the cyclization can be separated from the other reactions.
In Table 1.1, the values for the kinetic parameters, according to Badii et al. [17],
are shown and the calculated released heat for each reaction as well [18]. The
reaction kinetic parameters comprise the pre-exponential factor :0, which
influences the speed of reaction and the activation energy �0, which gives the
level of energy which needs to be achieved for a reaction to take place [19,20].
The prefix of the heat of reaction shows if it is an exothermic or endothermic
reaction. If it is an exothermic reaction, heat is released which is marked by a
negative prefix [20,21]. The table shows that the oxidation starts later than the
other exothermic reactions but takes place faster and is adding more energy to
the process.
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1.1 Production Stages of Carbon Fibers

Reaction Activation energy Pre-exponential factor Heat of reaction
�0 in J/mol [17] :0 in m3 / (kg s) [17] Δ�reac in J/mol [18]

Cyclization 81.59·103 6.85·106 -1.7·104

Dehydrogenation 81.59·103 3.69·106 -1.18·105

Oxidation 126.73·103 2.40·1011 -4.04·105

Reduction 40.96·103 8.86·101 4.04·105

Table 1.1: Kinetic parameters for the reaction rate coefficients adapted from Badii et al. [17]
according to [18] and released heat of reaction calculated following [18].

Chemical Composition

Fiber Temperature

Air TemperatureProcess Gas

Process Time

Fiber Tension

Power
Heating Ramp

Icons provided by the Noun Project

Figure 1.4: Influencing factors on the stabilization process.

There are multiple influential factors on the stabilization process, which are vi-
sualized in Fig.1.4, showing the complexity of the stabilization process. They
also change the grade of the stabilized fiber and thus later the carbon fiber in
the following ways [3, 5]:
The chemical composition is influencing the starting temperatures of the chem-
ical reactions and the final carbon content. The process gas and atmosphere
control can have an effect on which reactions take place as well as the final
carbon content. When the excess heat from the exothermic reaction is not
handled, the fiber temperature can increase too much and the fiber is burnt.
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The choice of heating can also influence the process. The skin core structure
with microwave heating differs from the conventional one, as the reactions can
start in the center of the fiber [22]. The applied fiber tension is of interest, as
the fiber becomes soft when heated and first elongates before shortening due
to physical and chemical shrinkage [10]. The applied fiber tension influences
the shrinking process and thus the final fiber diameter. In the case of hybrid
heating, here a combination of conventional heating and microwave heating,
the air temperature is also influencing the process. Through the hybrid heating
a better temperature control can be achieved as the air flow can be used to heat
or cool the fiber [3, 5].

With all those influences, it becomes clear that the stabilization process has
many options to influence the fiber quality. For this reason, the knowledge of
a stabilization degree is helpful to determine the final fiber quality which can
be used as reference for process optimization.
In [3] the most commonly measured quantities of the stabilized fiber giving
information on the process are stated as:

• O2 content,

• density,

• hygroscopy,

• chemical shrinkage,

• stabilization degree.

1.2 State of the Art

The use of microwave and plasma heating in the carbon fiber production
process got already an increasing interest in the last couple of years. In
the following, the focus will be only on publications and patents concerning
the stabilization stage with microwave heating or microwave induced plasma
heating or modeling of the stabilization stage. Some patents are published
in multiple countries, but they will be referred to only once. Also a short
overview of the different measurement methods, used to determine the fiber
quality or the stabilization degree, will be given.
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Patents

In the patent US6375875B1 [23] by UT-BATTELLE, LLC, Oak Ridge from
2002 Paulauskas et al. proposed amethod tomonitor the dielectric properties of
the fiber during the carbon fiber production process by using a resonant cavity.
The invention is able to differentiate between different material compositions,
moisture levels and material qualities.

In 2009, patent RU2343235C1 [24] outlined the usage of microwave radiation
on the fiber precursor as preparation step before applying plasma heating for
the stabilization. They used a non equilibrium plasma in the low temperature
range, but did not define it further.

The patent EP2475812B1 [25] by Toho Tenax Europe GmbH from 2012 used
an applicator with variable electric field strength in the range of 3 to 150 kV/m.
A process gas can be heated in the range of 150 to 300 ◦C and introduced into
the cavity. A fiber consisting of minimum 85% PAN and comonomers such as
vinyl acetate, acrylic acid methyl ester, vinyl chloride, styrene or itaconic acid
are used. The patent stated that the presented applicator can be used to stabilize
the fiber to a certain degree or finish the stabilization of already pre-stabilized
fibers. The example applicators have lengths of 1m and more.

In the patents US7534854B1 [26] from 2009, US7786253B2 [27] from 2010
and US20150252501A1 [28] from 2015 by UT-BATTELLE, LLC, Oak Ridge,
plasma heating is used to stabilize the fibers or at least expose the fiber to the
oxidative species. A suitable applicator is proposed and tested. The plasma
source for the tested applicator is a microwave power source to sustain the
vacuum plasma. But also other energy sources for the plasma are discussed as
well as atmospheric plasma.

In 2014, EP2460915B1 [29] proposed an applicator with heated walls in com-
bination with an oxidizing oxygen containing gas and a microwave irradiation
of 10W. For the experiments a 1.5m long cylindrical waveguide is used with
microwave power levels between 10W to 1 kW at a frequency of 2.4GHz.
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Papers on fiber processing

In 2004 Paulauskas and White presented a measurement system based on a
rectangular cavity using the TE011 mode to gather data on the temperature
dependency of PAN fibers during the stabilization. A hot air flow is used to
heat the fiber inside the cavity. The temperature was increased from 25 ◦Cwith
heating rates from 2 ◦ to 4 ◦C up to 250 ◦C. No information was provided on the
effect of higher temperatures or the final stabilization degree. The holding time
during the process temperature and the cooling down were not recorded [30].

In the same year Paulauskas, Warren and Carpenter published a report on
atmospheric pressure plasma as method to stabilize PAN fibers. The influence
of different process gases was investigated. The results show that a more
homogeneous stabilized cross section of the fiber while having lower densities
is achievable. They also stated that the color change to black occurs after the
fiber is about 10-20% oxidized, so that color is only a progress indicator in the
early oxidation. The time of the oxidation could be reduced trough the plasma
treatment [31].

In 2009 Paulauskas et al. gave an overview of their research which tackles
multiple optimization areas of the carbon fiber production. They presented a
low cost precursor. They stated that they can reduce the stabilization time from
90-120minutes (min) to 35min with various techniques such as microwave
radiation or plasma treatment. The plasma processing reduced the stabilization
time by the factor three compared to conventional heating with a line speed of
0.3m/min [4].

In 2011 Lee et al. showed the influence of radio-frequency plasma treatment
on pre-stabilized fibers. Although the fibers could be stabilized further with
the plasma treatment, it also damaged the surface of the final carbon fiber [32].

In 2013Lee et al. presented another paper on plasma assisted stabilization. This
time the mechanical properties, here the tensile strength, were higher when
plasma treated during the stabilization. As atomic oxygen was predominant
in the plasma atmosphere, which is smaller than diatomic oxygen, it diffuses
faster into the fiber filaments. This shortens the time needed for the oxidation.
The degree of cyclization was adopted to define the extent of reaction. It was
the same for a plasma treated fiber for 15min and a conventionally treated one
for 120min [33].
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In 2018 Zhang et al. [34] and Liu et al. [22] presented a comparison between
the effects of microwave and conventional heating on the stabilization. In [34]
the fibers are heated from room temperature up to 180 ◦C with multiple heat
rates. The fibers are winded around a ceramic rod and placed inside a tubular
microwave oven. Dielectric properties are not provided neither for the fibers
nor for the ceramic rod. Without that information, it can be assumed that the
microwave was heating the ceramic rod. Hence, the fibers were heated via
thermal conduction. Depending on the temperature dependent dielectric loss
it is possible that the fibers are microwave heated once a threshold value is
surpassed. Multiple methods are used to investigate the microwave heating
influence on the fiber properties. For example, the surface topography analysis
shows the smoother surface of microwave processed fibers. It is explained
with the reaction taking place from inside to outside, resulting in a constant
and thus more smooth transformation [34].
In [22] a shortening effect of the microwave heating in process time by 35min
and process temperature by 30 ◦C was achieved. The fibers were again tied to
a ceramic rod. The temperatures were elevated up to 240 ◦C for the microwave
stabilized and 270 ◦C for the conventional heated fibers. No information on the
temperature measurement method was provided. The cross section has been
investigated into more detail and it is stated that the skin-core structure usually
to be found in conventionally produced fibers, is not able to form thus leading
to a more homogeneous skin-core structure through the volumetric heating
effect [22].

Soulis et al. presented in 2020 a review of the current research state for differ-
ent alternative strategies for PAN based carbon fibers and their effect on the
mechanical properties. The goal was to determine which factors can be influ-
enced to reduce the costs with the same mechanical properties. The focus is
mainly on microwave plasma in the carbonization stage to reduce the treatment
duration and energy consumption [35].

In 2021 Zhao et al. presented the reaction mechanism and fiber structure of
PAN based raw silk fibers with conventional and microwave heating. The
fibers are passed through several heating zones and samples are extracted after
every zone. Microwave heating is only applied in the last zone of each batch,
so that in general pre-oxidized fibers are used. The findings show an overall
lower temperature for the starting of the reactions and a reduction of the surface
defects for microwave heated fibers [36].
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In 2021 Chao et al. presented the dielectric properties of the PAN precursors,
stabilized fibers and carbonized fibers. They are measured from two different
companies. Although the densities of both fibers were in a similar range, the
dielectric properties showed a bigger difference between the two companies
[37].

Papers on modeling

An important step to improve the stabilization process is the application of
appropriate theoretical models for the stabilization process to avoid costly and
lengthy experiment.
In 1991 Dunham and Edie proposed a first heat transfer model to calculate
the fiber temperature. The bundle of multiple filaments was modeled as
homogeneous filled cylinderwith effective properties. The threemain reactions
were also included in the model. Additionally the reaction kinetics were
derived from a number of experiments. The insights gained by the model
and validating experiments lead to an optimized temperature profile inside an
oven that reduces the process time and leads to more controlled exothermic
reactions [38].

In 2009 Das et al. gave an overview on microwave heating applications, with
a focus on ceramics, such as drying, sintering, plasma processing, fiber draw-
ing, melting and synthesis. The difficulties and basic modeling approaches
regrading microwave heating were discussed. Das et al. concluded that fur-
ther research is necessary to understand the microwave-material interaction
better [39].

In 2015 Khayyam et al. compared multiple dynamic prediction models for the
heat of reaction and the mechanical properties. Data was first gathered by
Differential Scanning Calorimetry (DSC) and Dynamic Mechanical Analysis
(DMA) analyses and used as model input parameters. A Taylor polynomial
method lead to the best results [16].

In 2018 Badii et al. presented an extended model which not only takes three
main reactions into account, but adds a fourth: the reduction reaction of the
C=O group. It is stated that due to the changing chemical composition of
PAN e. g. through adding various comonomers, the old model from Dunham
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and Edie [38] is not complete any more. For this reason, oxygen is added as
catalyst in the cyclization and the reduction reaction [17].

In 2019 Khayyam et al. gave an overview on published models regrading the
stabilization with PAN fibers. The overview includes models on reaction kinet-
ics and heat transfer models. No information on models regarding microwave
heating are provided [40].

In 2021 Terra et al. showed that through neural networks a good simulation
of the stabilization stage could be obtained. The authors investigated which
process parameters are most appropriate for the control of the fiber quality and
selected the volumetric density and the Fourier Transformation Infrared (FTIR)
conversion index [41].

Methods for quality determination

Different methods are available and used for the evaluation of the fiber prop-
erties. They give insights in the fiber quality, the stabilization degree and are
used to optimize the influence of different process parameters on the fiber [3].
The fiber quality after the stabilization is important as it influences the final
carbon fiber quality [42]. Some of the proposed methods are:

• Fourier-transform infrared spectroscopy (FTIR):
The measurement of the absorbance spectrum is able to provide infor-
mation on different chemical bonds. It is used to define a stabilization
degree. Often the cyclization or dehydration index is used. Also it can
give information on the reactions mechanisms through the functional
groups of interest [17, 32–34,36, 41, 43, 44].

• Differential scanning calorimetry (DSC):
It is used to determine the heat of reaction through comparison of the
heat flow from the sample and a reference. Through the heat of reaction
the stabilization degree can be evaluated [16, 17, 33, 38, 43–45].

• Dynamic mechanical analysis (DMA):
It is used to measure the fiber tension level [16].
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• Density measurements:
The density is an indicator if the fiber is stabilized enough to go on to
the carbonization [34, 36, 41].

• Thermal gravimetric analysis (TGA):
It is used to track the weight loss during thermal treatments [44, 45].

• X-ray diffraction (XRD) and wide-angle X-ray diffraction (WAXD):
The crystallinity can be measured and structural changes detected [34,
36, 42, 44, 45].

Other tools providing information are the color or shrinkage of the fiber [46–
50]. In [31], it is stated that the fiber is black after it is about 10-20% oxidized.
In [45] the color change is an indicator for an earlier reaction of two different
precursors, similar to [44] which states that the color change is evidence that
the reactions took place.

Some papers outline the benefits of plasma heating on the stabilization stage.
However, fewer papers describe the influences that microwave heating has on
the stabilization process. For this reason, the focus in this work is onmicrowave
heating.
Although some measurements on the dielectric properties of PAN fibers are
published, the data is not sufficient for the design of a microwave applicator for
the stabilization as each individual chemical compositions affects the dielectric
behavior. Furthermore, no data for the complete reaction is available. So far,
except for the results presented in the patent [23], the dielectric properties
have not been used in combination with PAN fibers neither as a tool for
the determination of the degree of stabilization nor the reaction kinetics. In
the modeling of the stabilization with PAN fiber, the influence of microwave
heating has so far not been considered. A detailed analysis on the applicator
design for the stabilization with PAN fibers could not be found in literature.

1.3 Objective of this Work

So far only limited knowledge on the dielectric heating of PAN fibers is avail-
able. For the first time, here a systematic analysis of the stabilization process
of PAN fibers with microwave heating for the carbon fiber production is per-
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formed as part of this thesis.
For the stabilization of PAN fibers with microwaves, three heat sources have to
be taken into account: the reaction heat, the heat induced by microwaves and
the heat transfer, which also includes conventional heating. Understanding
how the microwave heating affects or behaves in each step is key to setting
up a successful process. The objective of this work is to show methodically
the impact of microwave heating in combination with the other heat sources
in the stabilization stage. Part of the research was conducted in the scope of
the project REINFORCE (ZF4204603SY7) which was funded by the Federal
Ministry for Economic Affairs and Energy of Germany. The project partner
KCTECH provided the utilized fiber in this work.

For the successful design of an appropriate dielectric heating system, the
knowledge of the temperature-dependent dielectric properties of the raw ma-
terial and the change during the chemical transformation are mandatory. It
is required for the determination of the response to microwave heating, and
gives first information on the design of an appropriate heating system. Thus,
the first objective is the measurement of the temperature-dependent dielectric
properties during the course of the stabilization reaction.

Additionally, the understanding of the reaction kinetics is a key element to
be able to control the exothermic behavior during the process. The second
objective is to understand the reaction kinetics from a dielectric point of view.
This novel approach also allows for the first time to gather information on
the final fiber quality depending on the dielectric properties. The knowledge
gained can be used for microwave heating, and it is utilized for a simple online
quality control tool.

The next step towards themicrowave assisted stabilization is to collect informa-
tion on the needed process parameter ranges, which can be done by simulation.
This is a helpful step to investigate the process stability and avoid thermal
runaways, thus overheating and destroying of the fiber. The third objective is
to setup a multi-physics model which allows to calculate the fiber temperature
based on the mentioned heat sources. The model enables a theoretical opti-
mization of the process before running any experiments, so that the process
parameter ranges needed can be kept in mind when the equipment for the ex-
periments are chosen.
The insights gathered from this objective are also tested experimentally to
provide even further insights in the practical approach.
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Next an applicator which is suitable for the microwave assisted stabilization
is needed. A linkage of the multi-physics model with a code to calculate
stepped resonators provides the necessary tool. The last objective is to provide
the optimization setup to plan an appropriate applicator for a desired heating
profile.

In Chapter 2, the methods for the measurement of the dielectric properties
and reaction kinetics are presented. The measurement systems to determine
the in-situ temperature dependent dielectric properties during the complete
stabilization stage and for the continuous processing are introduced. Finally,
the setup for the mathematical model is given.

In Chapter 3, the results of the first in-situ measured dielectric properties of the
stabilization with PAN fibers are shown. Also, the results obtained with the
complete multi physics process model, to describe the thermal development
during stabilization stage and thus allowing to do fundamental simulations
before starting any experiments, are given. The results of the continuous
process are displayed.

In Chapter 4, the connection of the reaction kinetics with the dielectric prop-
erties is discussed and the extracted reaction kinetics parameter are used in a
pioneering reaction model. The different methods to obtain the stabilization
degree are also examined.

Finally, inChapter 5, the processmodel is used in combinationwith an extended
matrix scattering code to design and optimize a new applicator allowing to
stabilize the fiber through microwave heating.
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2 Materials, Methods and
Experimental Setups

2.1 Materials

2.1.1 PAN Precursor

The PAN precursor is provided by KCTECH, Korea. It consists of 3000 (3k)
filaments. They are composed of 95% Polyacrylonitrile with a 5% mixture
of the comonomers MA and IA. For the experiments, the fibers are bundled
again to a 12k fiber.

2.1.2 Further Materials

A quartz tube, with an inner diameter of 8mm and an outer diameter of 10mm
is chosen and modified to decrease in diameter at one side. For this customized
quartz tube, a tubewith a diameter of 8mm ismelted together with a decreasing
diameter transition to a tube with an inner diameter to around 6mm. Also a
side stub, with an inner diameter of 4mm, is added through which the air is
introduced. The material parameters used in this thesis for air and quartz can
be found in Table 2.1.
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Parameter Air Quartz Unit
Thermal conductivity _th at 20 ◦C 0.026 1.318 W/(m K)
Density d 1.19 2200 kg/m3

Heat capacity 2? 1000 750 J/(kg K)
Emission coefficient nth - 0.93 -

Table 2.1: Material parameters for air and quartz [18, 51, 52].

2.2 Methods

2.2.1 Fundamentals on Dielectric Properties

For the interaction with an electromagnetic wave, three material properties are
important to know as they influence the interaction mechanism that will take
place: permittivity Y (dielectric), permeability ` (magnetic) and conductivity
fcond. If an electromagnetic wave interacts with non-conducting materials the
result will be a polarization inside the material [53]. Different polarization
mechanisms exist but the most relevant one for dielectric materials are the
electrical polarization mechanisms. Broadly they can described by a displace-
ment of electron, ions or orientation of dipoles inside the material due to an
applied electric field [53, 54].

The electron polarization describes the displacement of the positive atom
nucleus from their center position. On the material surface appears a so called
polarization charge. Similarly the shift of positive ions in electric field direction
and negative ions in the opposite direction is called Ion Polarization. The third
electric polarization mechanism is the orientation polarization. It can only
take place when the material consists of molecules with a permanent dipole.
Usually, without the electric field, the randomly distributed dipole moments
chancel each other out, so that no polarization is noticed on the material
surface. The electric polarization is usually proportional to the electric field
strength. Due to the different mass of the particles, the frequency of the electric
field has an impact on which polarization mechanisms are responding faster to
it [15, 53, 54].
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If an electric field is applied to a dielectric material, its polar molecules align
to the field. As electromagnetic wave is changing the orientation, the particles
rotate to follow the field. This forced spin of the molecules leads to friction
losses inside the material which generates heat [15, 53].
The permittivity which quantifies the electrical polarization is defined as [55]:

Y = Y0 · (Y
′
A − 9Y

′′
A ) (2.1)

where Y0 is the permittivity of vacuum and Y′A the relative dielectric constant
describing how much energy can be stored in the material through polariza-
tion. The loss factor Y′′A defines how much energy can be converted into heat.
Together they are referred to as dielectric properties.

The ratio of Y′′A to Y
′
A is defined as loss tangent [15]:

tan X =
Y
′′
A

Y
′
A

(2.2)

Dielectric Heating

The temperature and frequency-dependent dielectric properties of a material
are the most important information needed when interaction with microwaves
is taking place. In a constant electric field, the power absorbed inside the
material is given by [53]

%MW = l · Y′′A · Y0 · |� |2 · + (2.3)

where l is the angular frequency, Y′′A the dielectric loss, Y0 the vacuum per-
mittivity, |� | the effective electric field strength and + the volume. As the
dielectric properties can vary for different temperatures and frequencies, it is
helpful to measure the dielectric properties of the material beforehand for the
desired temperature range and at the chosen frequency.

The heating efficiency, thus how well the electromagnetic energy is absorbed
inside the material and transferred to heat, is determined by the dielectric loss
and it is also influenced by the penetration depth. The penetration depth defines
how far the electromagnetic wave can pass through the material. The distance
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at which the power level is reduced to 1/4 of its initial value, where 4 is the
Euler’s number, can be estimated as follows [15]:

�p =
2

4c 5

√√√√√ 2

n
′
A

(√
1 + ( n

′′
A

n
′
A

)2 − 1
) (2.4)

where c is the speed of light in free space. It is thus dependent on the chosen
frequency and the dielectric loss of the sample material. Eq. 2.3 and eq. 2.4
show although lower frequencies lead to higher penetration depths, the lower
energy conversion can make it necessary to go to higher frequencies e. g. for
smaller samples [15].

Thermal Runaway Effect

The influence of the dielectric loss factor can lead to a thermal runaway effect.
When more microwave power is absorbed in the material due to an increase in
the loss factor with higher temperatures it gets easier for the microwaves to be
absorbed in this spot [15].
Fig. 2.1 shows a flow chart of a hybrid heating system with microwave power
%MW and conventional heating. The conventional heat transfer and losses are
represented by ¤&conv. Optionally the heat flow from an exothermic reaction
¤&exo can get added (see dashed lines). Together they sum up to change the fiber
temperatureΔ)fib over time. The higher temperature results in an increase in the
dielectric loss, which then makes it easier to add more heat through microwave
heating. At one point the activation energy of the reaction is reached and the
exothermic reactions start to add another heat flow ¤&exo resulting in a higher
temperature increase which then leads to an even bigger change in the dielectric
loss. The underlying equations are explained in more detail in Chapter 2.4.
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𝜕 𝑇fib
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Figure 2.1: Temperature increase due to microwave heating and exothermic reactions which can
lead to a thermal runaway effect.

2.2.2 Measurement of Dielectric Properties

Perturbation Method

As shown in eq. 2.3, the dielectric loss n ′′A is needed in order to calculate the
energy absorbed bymicrowaves inside a material. This material property is not
always given in literature for the desired frequency range or aggregate state of
the material. Hence, it needs to be measured. In [30], Paulaskas andWhite did
measure the dielectric properties during the heating-up stage, but not during
the full chemical reaction. The chemical composition of the fiber used in this
work compared to the fiber in [30] is not known. This results in the need to
setup a system for measuring dielectric properties in order to be able to follow
them during the chemical change.

Various measurement techniques are available for the measurement of dielec-
tric properties, such as: free space method, transmission-reflection method
and resonance method. The choice of method is usually based on the expected
range of dielectric properties, the desired frequency interval, the sample geom-
etry and the aggregate state [15]. The open end of the coaxial probe requires
a precise and reproducible contact with the device under test. This means
that a defined section of the probe can directly contact the material. It is thus
best for bulk materials larger than the probe diameter, powders or liquids. A
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reproducible contact is not feasible with PAN fibers, as the individual filaments
are difficult to hold in place, so that the coaxial probe is not an option. The free
space method is not suitable due to the requirement of large bulk or gaseous
samples. Also the measurement accuracy of the free space method depends
on the measurement environment such as changes of the room temperature or
movement of the measurement equipment [15]. In [30], the permittivity range
n
′
A for PAN is around 2.7 and 4.5 for the dielectric constant from room temper-
ature up to 250 ◦C. The dielectric loss n ′′A started below 0.1 and went up to 1
when heated to 250 ◦C. This results in the need for a measurement tool which
can measure a larger range of dielectric losses. The transmission-reflection
method is not suitable for the measurement of low losses.

The most suitable measurement technique, due to sample geometry, low losses
at room temperature [30, 37], and environmental influences is the resonance
method. The cavity perturbation method, which bases on a simple comparison
of the resonance frequency and quality factor of the empty cavity compared
to the cavity with the inserted material, is used to calculate the dielectric
properties [56]. The dielectric properties of the fibers are calculated from the
changes in resonance frequency and quality factor as follows [56]:

Y
′
A =

1
�cal

5r − 5s
5r

+c
+s
+ 1 (2.5)

Y
′′
A =

1
�cal

&r −&s
&r · &s

+c
+s

(2.6)

where Y′A is the relative dielectric constant, Y
′′
A is the relative dielectric loss fac-

tor, 5r and 5s are the resonance frequencies of the unperturbed (reference) and
perturbed cavity (with sample), respectively, &r and &s are the corresponding
quality factors. +c and +s are the volumes of the cavity and the sample. The
calibration factors �cal and �cal depend on the sample and cavity geometries,
the sample permittivity as well as on the final cavity wave pattern. The cali-
bration of �cal and �cal is done with the help of simulations in CSTMicrowave
Studio [51] within the range of the expected dielectric properties. The reso-
nance frequency and the quality factor can be determined via measurements
of the scattering parameters (S-Parameters) with the help of a vector network
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analyzer (VNA). The scattering matrix defines the relation between incident
and reflected waves [55].

Measurement Uncertainty

An error contemplation is mandatory, as a reported data without specifying
the error range is to be considered incomplete [57]. Any error contemplation
is resulting in a certain level of uncertainty [58]. Even though error and
uncertainty do not have the same definition according to [58], these will be
used as synonyms in this work. Systematic errors are resulting from a known
thus methodical or controllable influence, e. g. the measurement equipment.
They can be reduced e. g. through calibration of the devices. Random errors
are occurring when a measurement is repeated under the same conditions. The
uncertainty of random errors can be quantified by repeating measurements and
e. g. building the mean value. Further details can be found in literature [57,58].

In this work, the general calculation of the error follows the calculation of the
combined standard uncertainty Dc (H) [58]:

D2
c (H) =

#∑
8=1

(
m 5 D=

mG8

)2
D2 (G8), (2.7)

where 5 D= is the function of interest, # the number of terms in the function, G8
the input estimates and D(G8) the standard uncertainty for the respective input
estimates.

Applied to the determination of the dielectric properties, the uncertainty of the
dielectric constant fY′A is calculated as follows:

fY′A
=

√(
mY
′
A

m 5A
f 5A

)2

+
(
mY
′
A

m 5B
f 5B

)2

+
(
mY
′
A

m+2
f+2

)2

+
(
mY
′
A

m+B
f+B

)2

+
(
mY
′
A

m�
f�

)2

.

(2.8)
f 5A and f 5B are the error of the measurement of the resonance frequencies of
the unperturbed (reference) and perturbed cavity (with sample), respectively.
f+2 and f+B are the errors in calculating the volumes of the cavity and the
sample. f� is the error due to the simulation. Thus, f describes the error of
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the respective indices introduced in eq. 2.5.
The uncertainty of the dielectric loss can be calculated accordingly:

fY′′A
=

√(
mY
′′
A

m&A
f&A

)2

+
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′′
A

m&B
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′′
A

m�
f�

)2

.

(2.9)
f&A and f&B are the error of the measurement of the quality factor of the
unperturbed (reference) and perturbed cavity (with sample), respectively. f�
is the error due to the simulation.

Overall Quality Factor of the System

The complete quality factor of a system can be expressed by a combination of
the individual quality factors [55]:

1
&
=

1
&cavity

+ 1
&s
+ 1
&coupling

, (2.10)

where &cavity is the quality factor of the empty cavity, &s is the sample quality
factor. &coupling represents the coupling influence, the quality factor due to
coupling.

For the experimental setup, a cylindrical cavity and the TM010 mode is chosen.
The TM010 mode has the maximum electric field along the length of the cavity.
It allows for a sample to be placed in the center of the cavity and thus results in
a perturbation of the electric field as it is needed for the perturbation method.
Also, it enables for continuous experiments a longer processing time inside the
cavity as the full length is utilized for heating.
The quality factor &cavity of a completely closed and empty cylindrical cavity
and a TM010 mode can be calculated according to the following equation [59]:

&cavity =
_0
XB

p01
2c(1 + A/3) (2.11)

where _0 is the free space wavelength, XB the skin depth, p01 the first root of the
Bessel function of zero order, A the radius and 3 the height of the cavity. The
chosen cavity has a height and radius of 45mm to lead to a resonance frequency
of around 2.5GHz, to stay within the ISM-band, as any material leads to a shift
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to lower frequencies. Copper is chosen asmaterial to increase the quality factor.
Copper has a higher electric conductivity than Aluminium [55] resulting in
a lower skin depth and wall losses. With eq. 2.11, a quality factor of nearly
14000 for the empty cavity is possible.
The quality factor of the coupling&coupling is included in the calibration factors
�cal and �cal which are determined with the help of a simulation using the
software CST [51]. The quality factor of a sample &s can be approximated
by [15, 55]:

&s ∝
1

tan X
. (2.12)

2.2.3 Fundamentals on Reaction Kinetics

In this section, the essential knowledge on the reaction kinetics is presented. A
chemical reaction of any compound ’i’, also called reactant, can be described by
the reaction rate Arate which is the time dependent change of the concentration
�i of the compound ’i’ [19]:

Arate =
m�i
mC

= −: · �i, (2.13)

where : is the rate constant. The reaction rate is influenced by different
parameters, such as the temperature) , the pressure ? or the number of reactions
and reactants involved, also called order of reaction [19,20]. The temperature
dependency of a reaction is included in the rate constant via the Arrhenius
equation [19]:

: = :0 4
−�0
'·) , (2.14)

with the pre-exponential factor :0, the activation energy �0 and the universal
gas constant '. The pre-exponential factor influences how fast a reaction takes
place. The activation energy influences when a reaction will take place, as it
quantifies the minimum amount of energy needed. Only when the activation
energy is reached, it takes place [19].

When multiple reactions are taking place, they can be classified in serial and
parallel reactions depending on the reaction mechanism [21]. Nevertheless
each reaction can be described with a reaction rate. Eq. 2.13 is also called a
first order reaction. The order of reaction is defined by the sum of the exponents

27



2 Materials, Methods and Experimental Setups

’n’ of all involved species or reactants. The reaction rate can be expressed in
general as [19]:

Arate = −: ·
#∏
8=1

�=8 . (2.15)

So if two compounds are part of the reaction or one concentration has the
exponent to the power of two, it is a second order reaction [19, 20].

Degree of Conversion

In general, the degree of conversion U, hence the reaction progress, can be
described as [60]:

mU

mC
= : · 5 (U), (2.16)

where 5 (U) is a function of the degree of conversion [19, 60].
Different functions 5 (U) can be found in literature, for example in the ICTAC
Kinetics Committee recommendations [60]. The most simple solution is a
linear dependency:

5 (U) = 1 − U. (2.17)

Under the assumption that the process temperature is constant, the first order
differential equation eq. 2.16 can be transformed together with eq. 2.14 to:

U = 1 − 4−C ·: . (2.18)

Calculations of Exothermic Reactions

Once a chemical reaction takes place, it can be either endothermic or exother-
mic. Exothermic reactions produce additional heat, while endothermic reac-
tions need energy to continue. The released heat flow for a reaction can be
calculated by [21]:

¤&exo = Arate · (−Δ�reac), (2.19)

with the reaction rate Arate of the considered reaction and Δ�reac the specific
heat of reaction. The specific heat of reaction can either be calculated from
the molecular bonds that are broken and formed or can be determined with the
help of DSC measurements [20, 21]. Through the calculation of the broken
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and formed bonds, the specific heat for the reactions are calculated to be for
the cyclization −0.6533·106 kJ/kg, for the dehydrogenation −4.933·106 kJ/kg,
for the oxidation −14.42 ·106 kJ/kg and for the reduction 28.80·106 kJ/kg [18].

Diffusion of O2

As the stabilization takes place in an oxygen atmosphere, the diffusion of the
oxygen between the filaments inside the bundle is also of interest. The radial
mass transfer by diffusion for a cylindrical coordinate system can be calculated
as follows [21, 61]:

m�

mC
=

1
A

m

mA

(
AX
m�

mA

)
, (2.20)

where � is the concentration of O2 and A the radius. In a conventional heating
oven, the fiber is heated on the surface first, so that is the place where the
reaction starts first. This leads to the effect that at some point of the reaction no
more oxygen can diffuse inside the fiber bundle between the filaments. In [22],
it is shown that the advantage of the microwave, which is heating the volume
and thus starting the reaction in the middle first, can lead to better quality grade
fibers.

2.2.4 Measurement of Stabilization Degree

To collect more information about the quality and changes of the fiber after
the reaction, additional measurements are performed. The density is measured
to compare the self-stabilized fibers with industrial values. The knowledge
of the stabilization degree can be very helpful in order to know which grade
of carbon fiber will be produced. A certain amount of oxidation is needed
(8-14%) [3,10,49], but an over-oxidation leads to poor grade carbon fibers [3].
Multiple options are used in literature to evaluate the degree of stabilization of
a fiber, see Chapter 1.2. The establishment of a model can help in determining
the stabilization degree as well. Here FTIR measurements and color are
utilized.
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Density

The density is measured with a scale from Sartorius Lab Instruments GmbH
[62] which uses a gravimetric displacement method for the evaluation of the
density. The stated accuracy of the scale is 1mg. The density of the sample can
determined by measuring the mass of the sample in air <air and in a reference
liquid <liq with a known density dliq. If the density is not known it can be
worked out with a basic calibration block of which the volume and weight mass
are known. The density of the sample ds can be determined through [63]:

ds = dliq ·
<air

<air − <liq
. (2.21)

The measurement uncertainty of the sample fdB is calculated according to
[58, 63] as follows:

fdo =

√(
md

m<air
f<air

)2
+

(
md

m<liq
f<liq

)2
+

(
md

mdliq
fdliq

)2
, (2.22)

where f<air and f<liq are the errors in measuring the mass of the sample in
air and in liquid, respectively and fdliq the error in the density of the reference
liquid.

FTIR

In the scope of this work, a FTIR spectrometer type Vertex 70 from Bruker
is used for measurements to determine the stabilization degree. The fibers
are placed in an Attenuated Total Reflection (ATR) module inside the FTIR
spectrometer. Here, the MIRacle module from PIKE Technologies is utilized.
An ATRmodule allows to place the sample directly on top of a crystal, through
which the IR light beam is guided towards the sample. At the boundary surface
part of the light is absorbed and part absorbed in the sample [64]. The reflected
light is reduced by the absorbed light and can be evaluated at the detector. The
absorbance spectrum is given in ATR units. A good contact between the
sample and the crystal is necessary, which is provided by a pressure clamp
which pushes the sample onto the crystal.
The FTIR measurements allow to compare the spectra of an untreated PAN
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precursor (in blue) and a stabilized fiber (in red) to visualized the chemical
changes that took place during the stabilization, see Fig. 2.2. The stabilized
fiber was industrially produced from the same PAN precursor. The most
significant bonds are marked and labeled at their occurring wavenumber [32,
64].

The progress of the cyclization can be best seen on the peak of the C≡N
at a wavenumber of 2240 cm−1 which is reduced with an increasing degree
of stabilization, while the peak of the C=N bonds at 1595 cm−1 increases.
Similarly, the dehydration and oxidation reduce the C-H2 peak at 1450 cm−1

while the C=O peak and the C=C peak increase at 1660 cm−1 and 1640 cm−1,
respectively [32,64]. C=O bonds are produced through the oxidation and C=C
bonds through the dehydration, see eq. 1.1. As the C=O and C=C peaks are
very close together, they overlap and form one larger peak in the spectrum [43]
only the C=O spectra line is labeled.

From the change in peak heights the stabilization degree can be defined and
calculated. As most peaks tend to overlap only the cyclization is extractable
easily when the processing is performed in nitrogen. Of course also other
lines in the spectra can be used for the definition of a stabilization degree.
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Figure 2.2: FTIR spectra from PAN precursor and an industrially stabilized fiber.
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In this work, the cyclization stabilization degree is determined according to
[32, 36, 65, 66] as

Ucycl =
�C=N

�C=N + �C≡N
(2.23)

�C=N is the height of the absorbance spectra line of the C=N bond and �C≡N
accordingly for the C≡N group.
The measurement uncertainty is evaluated according to [58], see eq. 2.7.

2.3 Experimental Setup

In this section, first the experimental setup of the stationary dielectric mea-
surements is presented. Afterwards the continuously working setup with a
propagating fiber bundle is explained and which parts are different to the
stationary measurement system.

2.3.1 Stationary In-situ Dielectric Measurement System

Fig. 2.3 shows a schematic representation of the measurement setup, which
is developed as part of this thesis. The TM010-mode cylindrical cavity, with
a radius and height of around 45mm, is placed horizontally to be able to
place a 12k PAN fiber within a quartz tube along the maximum of the electric
field. A N-type connector in combination with aluminum pin act as coupling
element for the input port and a SMA (SubMiniature Version A) connector
with another aluminum pin as output port. The pins are inserted through the
cavity wall, inside the cavity. The high frequency cables are displayed in blue.
The scattering parameters are measured by a Vector Network Analyzer (VNA)
and the quality factor and resonance frequency are extracted. The stationary
measurements are done with a HP 8720D from Hewlett-Packard. The VNA
is set to 5001 points. The pins joined to the connectors are adapted, so that a
quality factor of about 10000 of the empty cavity is reached.

The quartz tube is added for three main reasons. First, to protect the cavity
from the gases, that are produced during the stabilization. Second, to help
guide the hot air flow for the conventional heating, without losing to much
temperature over the length of the cavity. Third, to protect the cavity from any
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Figure 2.3: Schematic of dielectric measurement setup, adapted from [67].

residue of an overheated fiber. The tube has an inner diameter of 8mm and
an outer diameter of 10mm. The quartz tube position is fixed with the help of
a Teflon insulation ring. The fiber tension is realized on one side through the
fixed spool from which the precursor is coming and weights on the other side.

In a first step, the fiber is heated conventionally, to follow the industrial process
as close as possible. The industrial processes are already optimized to produce
good quality grade fibers. In order to be later on able to produce the same
quality grade fibers with microwave heating, it is essential to use process
parameters similar to the industrial ones. The adaptation from a conventional
heating source is achieved with the help of pressurized air, a flow controller and
a heater. The heater, type MK-45R from Zinser GmbH is installed together
with a flow controller of the red-y smart series from Voegtlin GmbH. The
heater is modified to be able to use an analog control via the power supplied.
This helps to setup the control loop for the hot air temperature. Pressurized
air of one bar is used as input air flow to the flow controller, which is set to
100 ln/min. It then passes the heating cartridge and is channeled into the quartz
tube where it heats the PAN fiber.
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The temperature is measured by a NI-9211 thermocouple input module from
National Instruments together with type K thermocouples, marked in green
in Fig. 2.3. According to [68], type K thermocouples have an accuracy of
+/- 2.2 ◦C and a measurement sensitivity of 0.07 ◦C. Two thermocouples are
placed inside the quartz tube right in front of the entry and the exit point of
the cavity to measure the air flow temperature. The thermocouples can not
be placed further inside the cavity, as their metal tip disturbs the electric field
profile and thus the mode. Also it acts as an antenna which leads to microwave
leakage. A third one is used to measure the temperature of quartz tube from
the outside, in order to know when the system is completely cooled down. A
fourth is placed on top to measure and control the cavity temperature.

The hot air in the quartz tube, also over time heats the air inside the copper
cavity. This affects the temperature of the cavity, and results in an expansion
which changes the resonance frequency of the system. Thus, a temperature
stabilization of the cavity is necessary to reduce the resonance frequency
variation and improve the measurement uncertainty.
Using a 180W Peltier element the cavity temperature is stabilized to a preset
value of typically 20 ◦C. Through the Proportional Integral Derivative (PID)
controller, an accuracy of the control loop of +/- 0.3 ◦C is possible. The
frequency shift due to thermal expansion is thus limited to 11.6 kHz. A
temperature change of the quartz tube also leads to a shift of the resonance
frequency, but not the quality factor, as the dielectric loss of the quartz tube is
too low [69] to see any temperature dependent effect in the utilized temperature
range. Differentiating the influence of the stabilization reaction on the PAN
fiber from the mentioned sources can be achieved through calibration. The
system is heated up multiple times without a fiber, but with the quartz tube and
the changes in resonance frequency are correlated to air and quartz temperature.

Scattering Parameter Measurement

The scattering parameters are needed to determine the resonance frequencies
and quality factors of the empty system, as well as with the sample, see eq. 2.5
and eq. 2.6. A VNA allows to measure the S21 parameter from which the reso-
nance frequency and quality factor are extracted. In Fig. 2.3 the measurement
ports are labeled. The mode of operation allows to specify with how many
frequency steps, thus measurement points and in which frequency range the
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Figure 2.4: Exemplary schematics to explain the measurement of scattering parameters.

scattering parameter is obtained. Here, the frequency range is defined through
the resonance frequency 5r as center frequency, the bandwidth BW and the
number of frequency points. The VNA sweeps through the desired frequency
range over time at Port 1, see Fig. 2.4a. The wave passes through the network,
in this case, the cables and the cavity to be transmitted to Port 2. The trans-
mitted wave contains information on the network, which can be displayed. An
exemplary S21 curve for a resonator can be seen in Fig. 2.4b. The point where
the S21 parameter has decreased 3 dB from its maximum value Smax is used
to determine the 3 dB bandwidth �,3dB. The quality factor can be then be
determines through [70]:

& =
5r

�,3dB
. (2.24)

In order to get good results, it can be necessary to adjust the measurement
bandwidth to have enough measurement points in this range. After one fre-
quency sweep is done, depending on the settings the VNA starts directly with
the next one or waits until it gets a new trigger to start the sweep.
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CST Model

As mentioned before, a simulation is necessary in order to evaluate the factors
�cal and �cal in eq. 2.5 and eq. 2.6. The sample has to be included in the model.
A 12k PAN fiber consisting of 12000 filaments that are bundled together is
used for the dielectric measurements. A filament diameter is about 10 `m.
Simulating single filaments in the CST calibration is not suitable. It leads to
a strongly increased simulation time. However, the knowledge of the sample
volume is an important key parameter to evaluate the dielectric properties.
For this reason as a simplification is introduced. The filaments are formed
into one cylinder, building one fiber with an effective diameter, see Fig.2.5. It
is assumed that the fiber is always under tension and therefore the fibers are
stretched. The effective diameter 3fib can be calculated as from the assumption
that each filament as the same volume and the sum of all filament volumes
together are equal to the effective volume of one larger fiber. Assuming there
are # filaments to form a fiber bundle the effective diameter can be calculated
as follows:

+eff = +fil · # (2.25a)
c · ℎ · A2

fib = c · ℎ · A
2
fil · # (2.25b)

A2
fib = A

2
fil · # (2.25c)

Afib = Afil ·
√
# (2.25d)

with 3 = 2 · A follows 3fib = 3fil ·
√
# (2.25e)

Two options are possible to calculate the effective fiber diameter based on
measurements. The first option is to calculate the fiber diameter from the
filament diameter which is measured before under a microscope. The second
option is to use density, weight and length measurements. The effective
diameter is determined using both options and building the mean value of both
and multiple measurements. Of course these measurement methods lead to
new sources of uncertainties. The weight measurements are done with a Kern
PFB 300-3 scale which can measure with an accuracy of 1mg. The length
measurements are done with a simple ruler. The effective fiber bundle radius
is calculated to be 0.54mm±0.05mm.
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Figure 2.5: Approximation of effective fiber diameter, adapted from [67].

2.3.2 Effective Material Properties of PAN

As the fiber consists of multiple filaments with air gaps in between, effective
material properties are calculated according to the porosity of the fiber [18].
First the porosity is calculated with the help of a microscopic view of the fiber
bundle. In order to be able to do that the fiber is stretched and embedded in
epoxy resin, see Fig. 2.6. The embedded fiber sample is whetted and polished
to see the filaments in the opticalmicro graphswith good contrast. AnOlympus
BX60M microscope and different magnification levels are utilized to obtain
the micro graphs. Fig. 2.7a shows that the fiber is stretched out instead of
building a round shape. Also the air holes are irregular which appear as black
holes. The root cause might be the manual stretching via a rectangular rod
when embedded in the resin. With each magnification the individual filaments
can be seen better as shown in Fig. 2.7. The largest magnification in Fig. 2.7d
shows clearly the individual filaments and the space in between. At this
magnification level, the diameter of a filament is measured as 12.49±0.63 `m.
In order to determine the porosity, a rectangular area is defined. It is placed
at different locations of the microscope images. In each area, the fiber content
is determined manually and the porosity with the filament diameter 12.5 `m.
The final porosity is calculated as the mean value of the porosity of the different
areas to be 46%. Then, the porosity is used to calculate the effective thermal
conductivity, density and specific heat capacity as shown in Table 2.2.
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(a) Stretching (b) Embedding

(c) Final sample

Figure 2.6: Preparation of fiber probe for an investigation of the filament diameters and distribution
in the bundle under a microscope: stretching, embedding in epoxy resin, hardening
and abrasion [18].
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Parameter PAN fiber Unit
Axial thermal conductivity _th 0.1461 W/(m K)
Radial thermal conductivity _th 0.069 W/(m K)
Density d 616 kg/m3

Heat capacity 2? 1310 J/(kg K)
Emission coefficient nth 0.95 -

Table 2.2: Effective material parameters for PAN fiber [18, 71].
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Figure 2.7: Fiber bundle with filaments in microscopic view with different magnifications [18].
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Figure 2.8: Ishikawa diagram for measurement uncertainties for dielectric loss.

2.3.3 Measurement Uncertainty of Dielectric Properties

The accuracy of the measured dielectric properties is influenced primarily by
the following main parameters: temperatures of the cavity and the quartz tube,
positioning of the quartz tube and sample, and the sample volume used in
the calibration. Other influencing factors include the accuracy of the VNA
measurement and the accuracy of the applied simulation for the calibration.
A collection of influences on the uncertainty are summed up in an Ishikawa
diagram, see. Fig. 2.8. Eq. 2.8 and eq. 2.9 show the needed uncertainties for the
calculation and in the following their determination will be shortly presented.

The sample volume error f+B is determined by using the mean value of the
effective fiber radius as mentioned in the CST model setup. This results in a
fiber volume with an uncertainty of 41.93±0.83mm3. The cavity volume error
f+2 is influenced by the temperature of the cavity and the exact geometric
properties. The CST model is adapted to fit the measured reference frequency
and quality factor to the simulated ones for the TM010 mode. The cavity is
cooled to reduce the temperature influence. Nevertheless, it is assumed that
a maximum of 3 ◦C change of the cavity temperature can occur in order to
quantify the uncertainty. With the thermal expansion coefficient of copper
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of 16.7·10−6 m/◦C [72], this results in a cavity volume of 286·103±239mm3.
The uncertainties due to the frequency measurements f 5A and f 5B , as well as
due to the quality factor measurements f&A and f&B , depend not only on the
settings and accuracy of the network analyzer but also, on the temperature of
the cavity, the position and temperature of the quartz tube. For the dielectric
constant the error of the resonance frequency f 5A is of interest. Since the
cavity perturbation with the PAN fiber is rather small at room temperature,
the precise measurement of the dielectric constant depends strongly on the
error of the measured resonance frequency of the empty cavity. With the help
of a PID controller, the cavity temperature can be controlled in the range of
20±0.3 ◦C due to the controller. It has to be considered that the uncertainty of
the thermocouple is still in the range of ±2.2 ◦C. With the thermal expansion
coefficient, this leads to a frequency shift due to the thermal variations of
±293 kHz in the empty cavity. The error of the quality factor measurement f&
is determined by calculating themean quality factor of repeatingmeasurements
at room temperature. Thus for the overall measurement uncertainty, it is
assumed that the quality factor can be measured ±50.
The position of the quartz tube has an impact on the resonance frequency and
quality factor as small material deviations can occur. In order to avoid this
influence, the tube position is fixed. The junction of the quartz tube is used
as a stopping mechanism when inserted into the cavity. Also Teflon insulation
rings are inserted in the cavity wall to keep it fixed around the field maximum
to avoid movement when the fiber is inserted. Due to the fixation of the
position, it is possible to neglect errors from this source. The temperature of
the quartz tube has an effect on the resonance frequency too, while the quality
factor of the system is not affected as the dielectric loss of the quartz tube stays
constant over the desired temperature range. The heated air, flowing through
the quartz tube, also heats up the tube. An increase of the temperature of
the air inside the quartz tube up to 235 ◦C leads to a shift in the resonance
frequency of about 275 kHz. A calibration is conducted to separate this effect
for the determination of the dielectric properties. The temperature dependent
frequency shift of the empty quartz tube is measured separately for each set of
process parameters and used as reference.
As a simulation is used to evaluate the dielectric properties, the simulation
errors f� and f� have to be taken into account as well. They depend on the
chosen mesh size and simulation accuracy. A trade-off between the accuracy,
mesh size and the simulation time has to be made. For the determination of the
simulation error, different mesh sizes are applied. The simulation factors A
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and B are calculated based on the simulation results. After the mean value of
the factors A and B is calculated for different mesh sizes, the error to the actual
used size can be calculated. This leads to an error for the calibration factors
of ±3%. The resulting calibration factors can be seen over the difference
between quality factor and resonance frequency in Fig. 2.9. This simplified
display was chosen to get faster an idea of the resulting dielectric parameters
through approximation during the measurements.

Thermocouple Placement

Fig. 2.10 shows schematically the difference between two thermocouples, one
in green and one in yellow. From the outside, optically, both seem to be at the
same place, but inside the quartz tube, both vary slightly, by being a little bent
or a or a little further inside the tube. In reality, only one thermocouple is used
and is put back in place e. g. when the fiber has to be threaded again. Even
though, measures are taken to ensure a replacement as precise as possible,
it can affect the overall measurement. If the thermocouple placement is not
reproducible and if two data points show the same temperature, they do not
necessarily refer to the same position. Its influence on the measurements
will be shown in Chapter 3 and discussed in Chapter 4. In future work, the
uncertainty of the thermocouple placement could be determined e. g. with a
series of measurements along the radius.

2.3.4 Continuous Experimental System

In Fig. 2.11, a picture of the experimental setup of the continuous process is
shown and in Fig. 2.12 the utilized devices are shown schematically. The green
lines are the thermo couples and the blue lines are high frequency cables and in
orange the cables used to transmit the trigger signal. Devices and components
are given in bold letters to distinguish from the labels.
A winder system is used to guide the PAN fiber through the cavity where the
microwave heating takes place. The winders can be seen at the left and right,
in between the cylindrical TM010 cavity is placed. The winder system made
by Supertek, Germany, is able to pull the fiber with a variable tension of 5N
to over 20N and a speed of 0.64mm/s up to more than 100mm/s.
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(a) Calibration factor A

(b) Calibration factor B

Figure 2.9: Calibration factors A and B depending on the difference of the resonance frequency 5r
and quality factor &r and the sample frequency 5s and quality factor &s.
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Figure 2.10: Differences in thermocouple placement.

A heater system, type MK-45R from Zinser GmbH, is used for the tem-
perature dependent dielectric measurements together with an air flow con-
troller of the red-y smart series from Voegtlin GmbH. A microwave amplifier
MP2350/700/50MK-A ofG-WAYMicrowavewith a 50 dB gain and a saturated
power level of 100W is inserted between the the P5001A network analyzer
from Keysight and the circulator. The network analyzer operates as frequency
synthesizer. The circulator from Philips type 2722 is added to protect the am-
plifier from any reflected power. After the circulator, a bidirectional coupler
type PNR CHP274-30F-30R from Narda ATM is placed before the applica-
tor. The coupler is used to measure the forward and reflected power. This
allows the calculation of the absorbed microwave power in the system. To
measure the power, two power meters from Anritsu are used of type ML2487B
and ML2495A together with Anritsu sensors of type MA2440D. Before each
power sensor, a 10 dB attenuator is placed to protect the sensor from too high
power levels. The pin coupling of the cavity is adapted to allow a stronger
heating. The quality factor of the empty cavity after the adaption of the pin
lengths is about 8000.
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Figure 2.11: Experimental setup.
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Power Measurement Analysis

The microwave power is measured with help of the power meters measuring
the reflected and transmitted power. However in order to obtain correct power
levels it is important to explain shortly the setup in more detail. The microwave
power is provided by an amplifier which is connected to a VNA, see Fig. 2.12.
The VNA measures the scattering parameter over the frequency, as explained
before, see Fig. 2.4. It continues to sweep through the desired frequency
range over time, see Fig. 2.13a. The amplifier provides microwave power
at every sweeping point, depending on the amplification factor, here 50 dB.
However, depending on the quality factor and coupling into the TM010 cavity,
different power levels are reflected. The absorbed power in the cavity can be
calculated from the measured incident power provided by the amplifier minus
the measured reflected power. Closer to the resonance frequency, more power
is absorbed in the system. This setup leads to a varied power input over time
and the mean power level can be calculated.
The absorbed power results in a temperature change of the fiber, which is
followed by a change of the resonance frequency and quality factor due to the
temperature dependency of the dielectric properties and the chemical reaction.
These changes influence the mean power level. In order to keep it constant
or even increase the heating, the frequency bandwidth has to be adapted by
reducing it. In Fig. 2.13 this is schematically indicated through the green curve
and areas of a smaller bandwidth compared to a larger bandwidth in blue. It is
reduced so that a smaller frequency range is in the focus, leading to a higher
mean power level, see Pm,BW2 in green in Fig. 2.13b. More power is introduced
in the system in case of a smaller bandwidth as more frequency points closer
around the resonance frequency are covered in the same sweeping time ts, BW2,
see green area in Fig. 2.13b, than for the case of a larger bandwidth ts, BW2(see
blue area).
Even though this approach relies on the manual adaptation of the bandwidth, it
is chosen in a first step. It allows to verify the influence of each change on the
resonance frequency and color of the fiber before adapting it further. Port 5 in
Fig. 2.12 is only used to allow the adaptation of the bandwidth. The absorbed
power over time in the system is measured seperatly to gather further insights
in the process and the energy uptake.

In Fig. 2.12, it can be seen that the power meters are attached to a coupler and
attenuators. For a precise calculation of the absorbed power, the attenuation

46



2.3 Experimental Setup

(a) Schematic of the frequency over time as generated
from the VNA

(b) Schematic of the absorbed power in the system
over time

Figure 2.13: Schematics to explain the power measurements depending on the frequency.

from the high frequency cables, the coupler and attenuators need to be taken
into account. This is done via a separate calibration process, that is described
in the following.
The network between the ports one to four can be described by the S-
parameters. In Fig. 2.12, the ports one to four are labeled. They need to
be obtained before the power measurements. First, the network analyzer is
calibrated in the desired frequency range including the measurement cables.
Next, the S-parameters between all 4 ports are measured and saved. After the
S-parameters are obtained, they can be used to correct the measured power
levels after measuring the uncorrected incoming %2 and reflected power %3 at
Port 2 and 3, respectively. The corrected incoming %inc and reflected power
%refl can then be calculated according the following equations:

%refl =
%3 · (2

21 − %2 · (2
31

(2
43 · (

2
21 − (

2
42 · (

2
31
, (2.26)

%inc =
(
%2 − %refl · (2

42

) (2
41

(2
21
, (2.27)
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where (GH describe the measured S-parameters for the respective ports with
values for x and y from 1 to 4, see Fig. 2.12. The derivation of the equations
can be found in the appendix A.1.
The power meters are set to capture the same time as the sweeping time
of the network analyzer. They get a trigger signal from the VNA to start the
measurement at the same time, as the frequency sweep. This allows to calculate
the mean power by integration over the sweeping points and division through
the sweeping time Csweep. The absorbed mean power %mean in the system can
be calculated by:

%mean =
1

Csweep

Csweep∫
C=0

(
%inc,t − %refl,t

)
3C (2.28)

It was chosen to focus on the mean power level in the results, as the influence of
each change in power level was observed for a longer time than the processing
time. The sweeping time of the network analyzer was much smaller than
the processing time of the fiber trough the applicator, so that a stationary
process can be assumed allowing a power contemplation instead of an energy
consideration in the results.
The measurement uncertainty for the power measurement is influenced by the
accuracy of the measurement of the scattering parameters with the network
analyzer and of the power levels of the incoming and reflected power. In [73]
the uncertainty of the power meters together with the used sensor can be
calculated at the used frequency. With the mentioned equipment, this leads
to an expanded combined standard uncertainty (95% confidence interval) of
6.02%. The overall power measurement uncertainty is calculated according
to the combined standard uncertainty [58], see eq. 2.7.

2.4 Process Model

Although some models exist that are calculating the heat or stabilization
progress with PAN fibers, to the knowledge of the author, they do not in-
clude microwave heating. Considering microwave heating in combination
with all relevant heating mechanisms such as convective heating, heat transfer,
and heat generated by the exothermic reactions is the goal of the model that is
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set up in this section. It provides insights in the stability of the process and the
range of process parameters needed for reaching a certain temperature range.
After the explanation of the setup, a comparison of the mathematical model to
the commercial software tool Comsol [74] is shown.

2.4.1 Heat Transfer

In general, a temperature change Δ) is the result of an energy &th that is
introduced into the material. The amount is dependent on the mass < and the
heat capacity 2? of the material [53]:

Δ) =
&th
< · 2?

. (2.29)

The energy is not transferred instantly but over a certain time. The power, or
energy flow ¤&th, describes the amount of thermal energy &th added over time
C [52]:

% =
m &th
m C

= ¤&th. (2.30)

Combining eq. 2.29 and eq. 2.30 leads to the equation:

m)

3C
=
¤&th

< · 2?
. (2.31)

It describes the change of temperature during a certain time period dependent
on the heat provided in that period. An integration of eq. 2.31 over time delivers
the temperature at the desired time step.

In the scope of the work relevant heat transfer mechanisms are thermal con-
vection, thermal conduction and thermal radiation. A flowing fluid such as
water or air can transport energy in the form of heat which is called thermal
convection ¤&th,conv:

¤&th,conv = Uth · � · () − )0), (2.32)

where Uth is the heat transfer coefficient, � the area over which the heat
transfer is considered, ) the surface temperature of the object, )0 the ambient
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temperature of the fluid. Thermal conduction ¤&th,cond is characterized by the
heat transport inside a material to balance an internal temperature difference:

¤&th,cond = _th ·
�

3
· () − )0), (2.33)

where _th is the thermal conductivity and 3 the thickness of the material.
Thermal radiation ¤&th,rad describes the emission of an electromagnetic wave
[52] [61],

¤&th,rad = nth · fB · � · ()4 − )4
0 ), (2.34)

where nth is the emissivity and fB the Stefan-Boltzmann constant. The tem-
perature of the individual mesh cells is calculated according to eq. 2.31. Step
by step all heat sources are included so that in the end ¤&th,sum is equal to:

¤&th,sum = ¤&th,conv + ¤&th,cond + ¤&th,rad + ¤&th,exo + %MW, (2.35)

where the individual heat sources are defined by eq. 2.32 to 2.34, ¤&th,exo through
eq. 2.19 and %MW the microwave power absorbed inside a material through
eq. 2.3.

2.4.2 Setup of the Process Model

As the fiber, quartz tube and resonator are all cylindrical structures, the system
is axially symmetrically. This means that the 3D model of the system can be
simplified to a 2D model, which can be simplified further through a 2D-cut
along the the center of the fiber, as the system is rotational symmetric, see
Fig. 2.14. The 2D-cut only considers half of the fiber, starting in the fiber
center, which can be seen in the mesh. The relevant elements, which are
considered for the temperature calculation, are the fiber, the air gap and the
quartz tube. The cavity used for the dielectric measurements serves as starting
point for the model. Its geometrical properties are used for modeling to allow
later on a comparison with experimental results.
It is assumed that the cavity has a constant temperature of 20 ◦C which is
set as boundary condition to the outside of the quartz tube. Only the parts
inside the cavity are considered. Exemplary, a mesh with six cells in axial
direction and in radial direction with four cells for the fiber, two cells for air
and two cells for quartz, can be seen in Fig. 2.14. The accuracy of the modeled
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Figure 2.14: Simplified 2D mesh for the rotational symmetric setup.

results can be adapted by increasing the number of cells in axial and radial
direction. Although a trade off has to be made between calculation time and
accuracy, which will be discussed in a later section. Each cell is connected to
the individual material properties, see Chapter 2.1. The most inner mesh cell,
in the center of the fiber is marked, as its temperature is used in the discussion
of the simulation.

Finite Volume Method

As numerical approach the Finite Volume Method (FVM) [75] is used for
the discretization of the conservation laws namely the law of conservation of
energy. The substrates of interest are divided into smaller cells with a constant
volume. It is assumed that the whole volume of the cell has a homogeneous
temperature and constant material properties. As the temperature of one cell
affects the temperatures of the surrounding cells, the heat transfer is calculated
for every cell. The differential equations are solved with the help of the
ordinary differential equations (ODE) solver in Matlab [76]. The used Matlab
ODE solver implements a variable-step, variable-order (VSVO) solver based
on the numerical differentiation formulas (NDFs) with variable time-step.
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Furthermore, it allows the specification of error tolerances and implements
optimized logarithms to avoid oscillations occurring from numerical effects
[18, 21, 75, 76].

Adaptation of Heat Transfer Equations

Even though the mesh representation is simplified to a 2D section, the heat
transfer equations are taken into account the cylindrical shape of both, the fiber
and the quartz tube. The heat transfer equations are adapted for a cylindrical
coordinate system. The calculation of the thermal conductivity for circular
cylindrical tube can be calculated with [52]:

¤&cond,gap = −_th2cA!
m)

mA
. (2.36)

Solving the equation for a pipe, thus solving the integration over two rods
inserted in each other, leads to [52]:

¤&cond,gap =
_th2c!
ln ( Ao

Ai
)
Δ), (2.37)

where Ai and Ao are the outer radius of the inner rod and the inner radius of the
outer rod, thus describing the gap distance, ! is the length of the rod and _th
the thermal conductivity.
Similarly the radiation is adapted as follows [52]:

¤&rad,gap =
fB

1
nth,i
+ �i
�o
( 1
nth,o
− 1)

�8 ()4
8 − )4

> ), (2.38)

where �i is the outer area of the inner rod, and �o the inner area of the outer
rod, the space between both is also called annular gap, and,nth the emissivity
of the respective areas.

Electric Field Strength

In a first step a constant electric field over the length of the applicator is
assumed. This allows to base the process model on the CST [51] model of the
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cavity, that is used for the dielectric measurements. Thus, in a first step the
effective electric field strength is extracted from the CST model and adapted
according to the input power level of the microwave. Finally, it is assumed
that the electric field profile is constant over time and only affected by the
amplification level. Any changes due to the coupling are neglected.

Comparison with Comsol

After the setup of the process model, the result in temperature change due to
each contribution to the overall heat, see eq. 2.35, is compared to a model set
up in the software Comsol [74]. This allows a verification of the setup and
programming. Exemplary, in Fig. 2.15 the temperature profile of a mesh cell
is shown over the time. In this case it is the last mesh cell before the cavity wall
at the outlet on the surface of the fiber. Only the heat transfer in a stationary
case with an air temperature of 200 ◦C is considered. In total 30 cells in axial
direction, 20 cells in radial direction for the fiber, 15 cells for air and 15 cells
for the quartz are chosen.
The indices ‘m‘ and solid lines signify the data acquired through the process
model inMatlab and ‘c‘ and dashed lines the data acquired through the Comsol
model. It shows a good agreement. The same is true for the temperature profile
over the radius, see Fig. 2.16. It shows the radial profile of the last mesh cells
before the cavity wall at the outlet for the last simulation time step at 720 s.
The meshgrid to be seen in Fig. 2.16 does not represent the simulated mesh
cells. The difference between the fiber temperature in Comsol and Matlab is
due to the fact, that in Comsol it is not differentiated between the radial and
axial thermal conductivity.

2.4.3 Accuracy and Processing Time

As mentioned before, the number of mesh cells can be adjusted in the model
but that has an influence on the simulation time. In Fig. 2.17, the simulation
time is displayed versus the number of radial elements for the fiber. The air
temperature is set to 260 ◦C and a processing time of 12minutes is chosen
to model. Different numbers of axial elements are coded in different colors.
It becomes evident that with increasing number of axial cells the simulation
times changes from the range of a few minutes to over 20min exponentially.
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The number of the radial cells has less influence on the simulation time. To
get a result which converges in a reasonable time, in Fig. 2.18 the influence
of the mesh cells on the temperature is displayed for the fiber cell at the end
of the fiber. The temperature of the air is not completely reached by the fiber
temperature as the chosen emission coefficient is high enough to prevent it. The
radial elements have no influence on the simulated temperature for a constant
value of the axial cells. For the axial cells it becomes clear, that at least 30
cells are needed until the fiber temperature convergence is within 1 ◦C even for
a higher number of axial cells. As the accuracy of the thermocouple utilized
in the experiments is in the range of 2.2 ◦C, it is decided that this accuracy is
enough for the modeling. From the results a combination of 30 cells in axial
direction and 10 cells in radial direction is chosen.
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Figure 2.15: Comparison between the temperature profile of the process model in Matlab and a
Comsol Model over time for the last mesh cell column at the end of the fiber.
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Figure 2.16: Comparison between the radial temperature profile of the process model in Matlab
and a Comsol Model.
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Figure 2.17: Simulation time with increasing number of mesh cells in radial and axial direction.
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Figure 2.18: Influence of the number of mesh cells in radial and axial direction on the fiber
temperature, given for the last mesh cell before the cavity wall at the exit for the
surface cell of the fiber.
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3 Results

In the following sections, the results of the measurements and modeling ob-
tained in the scope of this thesis are presented. They are divided in results
obtained in a batch or stationary process, and the continuous process with a
moving fiber.

3.1 Results of Stationary Measurements

Temperature profile over the length

As the thermocouple is later on placed outside of the cavity to not disturb the
mode, at first the temperature along the length of the cavity is measuredwithout
measuring the quality factor or frequency to verify that a constant temperature
is assured inside the cavity. In Fig.3.1, the results for four runs are displayed. In
light gray the cavity walls are marked. The temperature drops at the beginning
of about 10 ◦C and at the end of the cavity of even more than 10 ◦C are due
to the cavity wall, the Teflon insulation ring around the quartz tube and the
surroundings. For all runs the input temperature is set to 260 ◦C. Run 1 and
Run 2 are done consecutively, as well as Run 3 and 4 one day later. Although
the thermocouple is fixed at one end, the tip is able to move slightly in the air
flow. This means that the positioning is not completely reproducible, which
explains the small differences in the measured temperatures. The temperature
shift inside the cavity stays under 10 ◦C and the process temperature is assumed
to be constant in the following.
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Figure 3.1: Temperature difference along the length of the cavity (adapted from [77]).

3.1.1 Measurement Uncertainties

In this section the measurement uncertainties for the stationary dielectric mea-
surements are shown in Fig. 3.2. They are determined using the eq. 2.8 and
eq. 2.9. As can be seen, the uncertainties raise with higher dielectric con-
stants and losses. Over all known errors the loss factor is measured with a
relative accuracy of 9.4% for the virgin PAN fiber. During the stabilization
process, the losses rise with increasing temperatures and decrease with the
ongoing chemical reaction. The maximum error in the expected range of the
loss factor is calculated to be 9.7%. In the following figures, the uncertainties
are not included for easier reading of the measurement values, although, the
uncertainties presented in Fig. 3.2 still are to be applied.

3.1.2 Results of Dielectric Measurements in Air

In this section, the results of the performed dielectric measurements are pre-
sented and discussed. First the results of an example set of parameters are
discussed in more detail before the influence of different process parameters
on the dielectric properties are presented. The process parameters that are
varied for this purpose are: the heating rate, the process temperature and the
holding time, as they have an influence on the reaction progress. If not stated
otherwise a heating rate of 30 ◦C/min is chosen for all measurements. During
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Figure 3.2: Connection between the calculated errors and the dielectric constant and loss.

the dielectric measurements, the thermocouple temperature measured in front
of the entry of the cavity is used as reference value for all measurements.

Dielectric Properties for a Single Parameter Set

In Fig. 3.3, an example for the used process parameters is shown. In the upper
graph, the temperature profile is given. A heating rate of 30 ◦C/min is used
(blue line) and a process temperature of 260 ◦C with a holding time of 70min
(red line) before cooling down (yellow line). In the following graphs, the effect
on the dielectric constant Y′A , the dielectric loss Y′′A and the loss tangent tan X
over time are given, also with the same color code.
The dielectric properties show a strong temperature dependency during the
up-heating (blue line). The virgin PAN fiber starts with Y′A of 3.80±0.1 and
Y
′′
A of 8.6·10−3±1.7·10−3. The loss factor rises two orders of magnitude with

increasing temperature whereas the dielectric constant rises by about a factor
of 1.85 from 3.8 to 7. The changes start at about 100 ◦C [10] during the
heating up phase but continue during the holding time (red line). The loss
factor decreases with the ongoing chemical reactions, whereas the dielectric
constant nearly remains constant. During the cooling down stage (yellow line),
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Figure 3.3: Color coded result of dielectric measurement for a heating rate of 30 ◦C/min, a final
temperature of 260 ◦ and a holding time of 70min.

the dielectric loss decreases further and ends at 0.022±0.002 which is by a
factor of 2.6 higher than before the processing. The dielectric constant also
decreases during the cooling down to about 5.46±0.16, which is a factor 1.4
higher than before.
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Varying Processing Times

In Fig. 3.4a, the measurement results for a process temperature of 260 ◦C, a
heating rate of 30 ◦C/min and different processing times can be seen over time.
Over all the sets, the strong temperature dependency is the same, as the heat
rate is the same. The decrease during the holding time is matching each other in
the beginning, showing a good reproducibility. With longer processing times,
the dielectric loss is still decreasing, showing that the reaction is still ongoing.
The reaction is stopped after the chosen processing time.
Fig. 3.4b shows the differences in dielectric loss and density at room temper-
ature between the virgin PAN fiber at 0min and after processing for different
holding times. The different processing times are distinguishable in the di-
electric loss as well as the densities: the longer the processing time, the higher
the dielectric loss and density. For shorter holding times a stronger gradient
seems to exist between holding times. This could be due to the fact that most
chemical changes are taking place at the beginning. The chemical reactions
slow down with longer holding times, as most of the molecules have reacted.

Densities in the range from 1.37 g/cm3 to 1.39 g/cm3 are given for stabilized
fibers by SGL Carbon [78]. Although the exact chemical composition of the
used fibers and the SGL carbon fibers is unknown, it is known that both fibers
are made from PAN precursors with a PAN content of at least 85% which
influences the overall density. A similar range was proposed by [3]. Densi-
ties between 1.36-1.4 g/cm3 are assumed which depends on the final oxygen
content. Similar densities are achieved in the experiments for holding times of
50min and 70min. The shorter processing time, compared to industrial ones,
which are up to 120min, is due to the stronger heat rate at the beginning of
the process compared to industrial processes where the fiber temperature is
increased more slowly, such as 5 ◦C and 10 ◦C in [10].

Varying Process Temperatures

In Fig. 3.5, the difference in the development of the dielectric loss for different
processing temperatures and the same holding time of 70min is shown. The
heating rate is still set to 30 ◦C/min although this influences slightly the duration
of the heating up phase. Very apparent are the different gradients of the
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Figure 3.4: Comparison of the dielectric loss and density development with a finale temperature
of 260 ◦C and different holding times.

decreasing of the dielectric loss for the different processing temperatures during
the holding time.

Arrhenius proposed in 1889 an exponential relation between the temperature
of a reaction and the reaction speed [19]. This leads to the conclusion, that the
chemical reaction is taking place at different speeds. After processing, at room
temperature, the dielectric loss and density are higher with higher processing
temperatures, see Fig. 3.5b.

In Fig. 3.6, long term measurements are displayed. As some parts of the
measurement system are exchanged between the measurements and those pre-
viously presented, such as the network analyzer, the mounting of the cavity, a
bigger quartz tube, a different lab, the maximum dielectric loss differs slightly.
This could be due to the fact that the thermocouple placement is changed,
leading to a different temperature. Nevertheless, also in this long term mea-
surements, it can be seen, that a higher temperature leads to a steeper decrease
of the dielectric loss when the processing temperature is reached.
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Figure 3.5: Comparison of the dielectric loss development and density for different process tem-
peratures and a constant holding time of 70min.
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Figure 3.6: Development of the dielectric loss over time, for different processing temperatures and
a holding time of 300min.
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Varying Heating Rates

In Fig. 3.7, the effect of varying heat rates on the dielectric loss are shown.
Heat rates of 10, 15, 20 and 30 ◦C/min are chosen. It becomes evident that until
around 100 ◦C only small differences between the four heating rates are visible.
According to [79], the glass transition temperature Tg of a PANhomopolymer is
in the range of 30 to 104 ◦C. Similar, in [71], a temperature of approximately 97
to 125 ◦C is given. The glass transition temperature is the temperature at which
a polymer starts to become elastic and stretches easily [5]. Even though, here a
PAN fiber with comonomers is used, the starting of an increased spread of the
dielectric loss between the heating rates after a temperature of 100 ◦C could be
due to the glass transition temperature. Starting from 140 ◦C the dielectric loss
drifts apart strongly for the different heating rates. According to Heine [10]
around that temperature the physical shrinkage is taking place. Between 150 ◦C
and 200 ◦C, the physical and chemical shrinkage can be overlapping. It can be
seen that for slower heating rates, the dielectric loss is raising more than for
lower heat rates.

Varying Number of Consecutive Processing

In Fig. 3.8, the measured dielectric loss is shown for multiple processing of the
same fiber. The same PAN fiber is heated three times with the same process
parameters, a heat rate of 30 ◦C/min, a holding time of 50min and a processing
temperature of 260 ◦C, labeled Run 1 to Run 3. The temperature dependency
decreases with multiple processing. The biggest difference of the temperature
dependency is between Run 1 and Run 2. This is due to the fact that the most
of the chemical reaction is taking place during the Run 1. It can be seen even
better when it is not shown versus the time but versus the temperature, see
Fig. 3.8b. The reduced temperature dependency between Run 2 and Run 3
leads to the conclusion that the dielectric loss of a stabilized fiber, which is
chemically transformed, is not as temperature dependent as the PAN precursor,
before the chemical reactions take place.
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Figure 3.7: Comparison of dielectric loss as a function of temperature for different heating rates.
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Figure 3.8: Comparison of the loss factor for consecutive runs of processing the fiber [80].

3.1.3 Results of Dielectric Measurements in Nitrogen

In order to single out the cyclization reaction, N2 is heated up by the heater
and then led through the quartz tube to heat up the fiber. The goal is to see
the influence of the cyclization on the dielectric loss. In Fig. 3.9, the optical
comparison shows a difference in color. The cyclization is distinguishable
from the complete transformation in air as it leads to a more brownish color
than the black fiber in air.

(a) Fiber processed in air (b) Fiber processed in nitrogen

Figure 3.9: Optical comparison of fibers processed in air and in nitrogen at room temperature.

In Fig. 3.10, the dielectric properties of the measurements in air (blue) and
N2 (red) after processing, back at room temperature, are shown for different
processing times. The dielectric constant of fibers processed in nitrogen is
higher for a holding time of 30min but lower than the fiber processed in air at
50min and about the same for a processing time of 70min. The dielectric loss
is higher for the nitrogen processed fiber at 30 and 70min, and about the same
for a processing time of 50min. This could indicate that the cyclization has a
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Figure 3.10: Comparison of the dielectric properties at room temperature after being processed at
260 ◦C in air and in nitrogen with different holding times.

larger effect on the dielectric loss. In contrast, the fibers processed in air show
an increase in the dielectric properties with longer processing times.
The obtained dielectric properties in nitrogen do not show a consistent behavior
at the 50min processing time mark. One option for the described inconsis-
tency in the results could be due to a difference in temperature. A closer
look is taken on the temperature and dielectric loss development over time in
Fig. 3.11. The temperature overshooting due to the control is about 4 ◦C for
both curves. Nevertheless, it can be seen in Fig. 3.11b that the dielectric loss
differs when the temperature is reached between air and nitrogen from 2.7 to
3.1, respectively. This nearly 15% increase is followed by a steeper decrease
during the constant holding time for nitrogen, which indicates a faster reaction.
Another option could be that the fiber tension was not will enough applied,
leading to unexpected shrinkage. Measuring the shrinkage could be one option
in the future to gather more knowledge.
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Figure 3.11: Comparison dielectric loss in air and in nitrogen with a processing temperature of
260 ◦C and 50min holding times.

3.1.4 Stabilization Degree through FTIR

The progression from PAN to a stabilized fiber, also called Oxidized Poly-
acrylonitrile (PANOX), can be observed in the spectra, see Fig. 3.12. The
spectra are taken at room temperature after being processed as described in
Chapter 3.1.2. The difference between the different processing times can be
seen best at the peak around 1600 cm−1 from the C=N bonds, which are formed
during the reaction. The other peaks are not as obvious, as the molecules have
already existed in the precursor, the concentrations are changing and the peaks
of different bonds are overlapping. It can be seen though, that the peaks of the
different processing times are in the expected order.
The overlapping, thus broader peaks, can be seen also in Fig. 3.13 where the
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Figure 3.12: Progress of changes in FTIR spectra from PAN precursor and stabilized fiber, pro-
cessed at 260 ◦C, FTIR spectra measured at room temperature.

FTIR spectra of a fiber processed in air and a fiber processed in nitrogen, at
260 ◦C for 50min holding time, are displayed. The rise around 1600 cm−1 is
only due to the change in C=N groups for the nitrogen processed fiber and not
overlapping with any changes in the other groups.
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Figure 3.13: Comparison of FTIR spectra of fibers stabilized in air and in nitrogen, processed at
260 ◦C for 50min holding time.
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With the help of eq. 2.23, the stabilization degrees are evaluated at room temper-
ature after being processed at 260 ◦C for different holding times and displayed
in Fig. 3.14. Each dot represents the mean value of two measurements of the
same sample at different positions. Markers at the same holding time, present
different measurement runs with the same parameters. The measurement value
at 0min, is obtained from a PAN precursor, which has not been processed. It
can be seen that already a stabilization degree of 40% is measured with this
method. Depending on the chemical composition, the fiber can have already
some degree of stabilization.
The same slight correlation as with the dielectric loss in Fig. 3.10 can be seen:
the stabilization degree of the fibers processed in air, has a tendency to increase
with longer processing times. The same is true for the fibers processed in ni-
trogen, except for a processing time of 50min. The drop in the stabilization
degree for fibers processed for 50min in nitrogen could be to the same reasons
as the drop in Fig. 3.10 as the calculation of the stabilization degree is based
on the dielectric loss. For 70min, the stabilization degree of air and nitrogen
is in the same level. The measured stabilization degree at 120min in nitrogen
lies between the 70min and 180min stabilization degrees of air.
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Figure 3.14: Comparison of stabilization degree evaluated by use of FTIR spectroscopy of fibers
stabilized in air and in nitrogen at 260 ◦C.
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Comparison of Modeling Results with Measured Dielectric Loss

The process model, set up in Chapter 2, is also tested with a stationary fiber. In
Fig. 3.15, the measured dielectric loss is compared to the modeled dielectric
loss. The parameters for the model are set to be the same as for the mea-
surement: air temperature of 260 ◦C, heating ramp of 30 ◦C/min, stationary,
including the exothermic reaction, but no microwave heating. The model fits
well to the measured data.
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Figure 3.15: Comparison between measured dielectric loss and modeled dielectric loss.

3.2 Results of Continuous Process
Measurements

In the following section, results are presented based on a continuous process.
The experimental results concerning the color and the process stability are
shown.

3.2.1 Process Parameters

As preparation for the experiments, the winding system is used to spin a 3k
PAN fiber into a self-spun 12k PAN fiber. The larger fiber bundle is needed
for the continuous process as the fiber tensity of the filament winding machine
starts at 5N, where the 3k fiber breaks already when heated.
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It is chosen to work in a hybrid mode, combining hot air and microwave
heating, to reduce the influence of the strong temperature dependent increase
of the dielectric loss. The fiber speed is chosen to be 0.64, 1.28 and 2.56mm/s,
leading to a respective processing time of around 70 s, 35 s and 17 s inside
the microwave applicator. The heated air is introduced to the quartz tube
before the applicator, so that the processing time in air is longer. The fiber is
processed in the heated air, additional to the time, when it is heated also with
microwaves. In total the fiber is processed for 123 s , 61 s , 31 s depending
on the fiber speed. Air temperatures of 150 ◦C, 180 ◦C, 200 ◦C, 220 ◦C, and
240 ◦C are chosen. The air pressure is set to 2 bar and the flow controller is set
to 100 ln/min. Aweight of 5N is chosen for all processes. A pre-amplifier with
a separate voltage supply is included in the MP2350/700/50MK-A amplifier.
It is responsible for the amplification factor of the amplifier and can be varied
between 0V and 5V. The voltage of the pre-amplifier is set to 4.3V, assuming
a linear correlation with the amplification factor, this results in an amplification
factor of 43 dB. The microwave power that is fed into the cavity is varied by
changing the bandwidth around the resonance frequency with the help of the
network analyzer.

Exemplary Result

An exemplary result with hybrid heating and a continuous process can be seen
in Fig. 3.16. A color change from the white precursor to a brownish fiber can
be seen. The fiber center is of a darker brown than the borders. This is due
to the cooling effect of the air flow and the volumetric microwave heating as
well. As the color change is quite visible, and due to difficulties to measure
the temperature inside the cavity, in the following section the color is used
as an indication to temperature changes and thus the heated amount by the
microwave.

3.2.2 Stabilization Degree through Color Study

The exact knowledge of the fiber and air temperatures are key for the process
control. Tools to measure the temperature of a moving fiber can be e. g. the
infrared (IR) camera and the pyrometer. Using this equipment inside the TM010
cavity is not possible, as it is large compared to the used wavelength and would
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Figure 3.16: Exemplary result of a fiber processed with hot air and microwave heating.

thus disturb the electromagnetic field profile. Using the measurement devices
from the outside requires a hole in the cavity wall to focus on the fiber.
The available pyrometer could not look through the quartz tube and measure a
temperature of less than 300 ◦C. Due to those constraints, a second hole in the
quartz tubewould be needed. Ahole in the quartz tubewill let the hot air escape.
This will lead to a different temperature profile over the length plus heating
up the cavity walls, which changes the resonance frequency of the system.
Second, in order to be able to drill a hole in the quartz tube, depending on
the needed and producible hole diameter, a thicker quartz tube wall is needed,
which then in turn influences the electrical field and changes the resonance
frequency and quality factor of the system more. It was refrained from drilling
a hole in the quartz tube. As alternative, a color study is conducted to get more
information on the temperature increase that is obtained by microwaves over
the width of the fiber. It is executed as follows: A series of fibers is processed
in air without the microwave at different speeds and air temperatures. This
series lead to a color reference schema which could then be used to match the
color of a hybrid processed fiber to a temperature.

An example of the conventionally processed fibers with different air tempera-
tures and fiber speeds can be seen in Fig. 3.17. It can be seen that with higher
temperatures and longer processing times, thus lower speed, the color of the
fiber turns from nearly white to yellow to light brown to dark brown. The
same color changes can be also observed with ongoing reaction. The color

73



3 Results

250°C

2.56 mm/s

1.28 mm/s

0.64 mm/s

240°C

2.56 mm/s

1.28 mm/s

0.64 mm/s

260°C

2.56 mm/s

1.28 mm/s

0.64 mm/s

270°C

280°C

2.56 mm/s

1.28 mm/s

0.64 mm/s

2.56 mm/s
1.28 mm/s
0.64 mm/s

290°C

2.56 mm/s

1.28 mm/s

0.64 mm/s

Figure 3.17: Example of conventionally processed fibers with different gas temperatures and fiber
speeds and its resulting color changes.

of these fibers builds the reference for the color study. Each parameter set
is photographed under the same lighting conditions with a Rebel Xsi camera
from Canon and then uploaded in Matlab. The color code is extracted. The
resulting color reference scheme can be seen in Fig. 3.18. The reference is then
used to compare the color change of the hybrid processed fibers.

The example in Fig. 3.19 is conducted with an air temperature of 220 ◦C,
a processing speed of 2mm/s and a bandwidth for the network analyzer of
17MHz. That results in a maximal forward microwave power of around 22W.
The mean absorbed power in the system is around 4.5W, see eq. 2.28. A
picture of the hybrid processed fiber is taken under the same conditions as
the reference, see Fig. 3.18. The points for comparison are chosen manually
in Matlab, see Fig. 3.19a. Around each color at least three points are used of
which the color is extracted, see Fig. 3.19b. The obtained colors are compared
to the reference colors of the same speed. According to the reference scheme,
the inner part of the fiber has a temperature of 260 ◦C during processing.

74



3.2 Results of Continuous Process Measurements

180 200 240 250 260 270 280 290

T
air

 /°C

0.65

1.28

2.56
V

fi
b

e
r /

 (
m

m
/s

)

Figure 3.18: Reference schema of the color study.

The outer points have a temperature of 250 ◦C. Thus the microwave heated at
least 30 to 40 ◦C on top of the hot air flow. This extraction of temperature
has some limitations and is thus only a preliminary method to get an idea
of the temperatures that are reachable. The accuracy of the results depends
on the points picked, as well as the placement of the thermocouple for the
temperature measurement both during the reference and also the experiment.
In the reference schema, the reference color is determined only for temperature
steps of 10 ◦C and higher. Thus, the temperature of the comparison points can
not be more precise than those 10 ◦C steps either. A difference of 5 ◦C would
not be visible in the results. The taken pictures of the fiber could also influence
the results e. g. if the angle is slightly different then the light diffraction might
be changed. This could occur if the fiber is not completely flat on the surface.

3.2.3 Process Instability

In this section, the bandwidth, and thus the microwave power, is adapted for
different sets of process parameters until it leads to an unstable process, which
is defined as a burnt and thus broken fiber.
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(a) Choosing points by hand (b) Resulting color

Figure 3.19: Steps of the color study a) choosing points b) extracted colors which are compared to
reference.

Experimental Results

The uncertainty of the power measurements is calculated according to eq. 2.7,
leading to 6% measurement uncertainty for the incoming and reflected power.
The experimental results are shown in Fig. 3.20. The mean power level Pmean
at which the fiber breaks is given, as well as the air temperatures applied. From
Fig. 3.20 it becomes evident that the results are scattered and only a tendency
of the behavior can be extracted. Each dot represents a measurement. In
black a trend line is shown. The correlation can be best seen for fiber speeds
of 1.28mm/s and 2.56mm/s. With higher fiber speeds the mean power level
increases slightly with the same air temperature. This is to be expected, as a
faster moving fiber requires more energy to heat the fiber in a short time to
the breaking temperature. With higher air temperatures the mean power level
decreases when the fiber breaks. The lower mean power required for higher
air temperatures is also to be anticipated as less microwave energy will have a
larger impact on the heating due to the increased dielectric loss as presented
in Chapter 3. The results for a fiber speed of 0.64mm/s do not behave as
expected. A possible reason is the fact that at this low speed the fiber winding
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had some difficulties so that the fiber movement sometimes stopped, which is
optically observed.

Wall losses

The absorbed power is left in the complete system, thus it includes losses at
the cavity wall. A simulation can help to separate the different beneficiaries of
the absorbed power. It was assumed that the fiber is heated up, thus has high
dielectric losses. With the help of a CST simulation, it is estimated that around
6% of the absorbed power is absorbed in the cavity walls, see Fig. 3.21.
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(a) Results for a fiber speed of 0.64mm/s
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(b) Results for a fiber speed of 1.28mm/s
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(c) Results for a fiber speed of 2.56mm/s

Figure 3.20: Experimentally obtained values when the fiber is breaking, comparing the mean
power for different fiber speeds.
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Figure 3.21: CST simulation result for the wall losses, in blue the accepted power inside the system
is shown, in red the losses inside the fiber and in green the losses in metals, thus the
wall losses.
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4 Discussion of the Measured and
Modeled Results

In the following chapter, different aspects of the measurement results in Chap-
ter 3 are discussed further. Possible sources of errors such as improvements
in the measurements are mentioned. Some results are extended to setup new
strategies.

4.1 Dielectric Measurements

In Chapter 3.1, the results of the stationary measurements are presented. It
becomes evident that a longer processing time results in a higher degree of
chemical transformation, thus a higher stabilization degree. This is not only
reflected in the dielectric losses but also the density. The changes in the
dielectric loss are strongly temperature dependent and the chemical change is
well traceable when the temperature is kept constant. The variation is sufficient
to enable the modeling.

Also, asmentioned inChapter 2.3, the accuracy of themeasurements is strongly
dependent on the temperature measurement. The accuracy could be improved
by a better fixation of the thermocouples. The quartz tube can not be replaced
as it is needed to guide the air flow and keep the temperature constant along the
length. An insulation inside the cavity might help with any changes over the
length in the cavity, but the material would have to be microwave transparent.
Even better would be to ensure vacuum inside the cavity. As a vacuum pump
and other equipment is needed, this could be tested in future experiments if a
more homogeneous temperature inside the cavity is needed.
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4 Discussion of the Measured and Modeled Results

4.2 Reaction Kinetics

In order to obtain the necessary information between the dielectric loss and the
stabilization degree or reaction kinetics, different approaches are possible:

• separation of the individual reactions to see their influence on the di-
electric loss,

• determination of the stabilization degree of samples with known dielec-
tric loss,

• direct modeling to multiple data sets for the dielectric loss.

As mentioned before, multiple reactions are taking place during the stabiliza-
tion stage. As the oxidation and dehydration need O2, the cyclization can
be separated from the other two by using a nitrogen atmosphere instead of
oxygen. Thus as a first step dielectric measurements are performed in a N2
atmosphere. Due to the results in Chapter 3.1.3 and 3.1.4, this approach is
not followed further. The direct modeling is explained in more detail in the
upcoming section.

4.2.1 Derivation of a Mixing Rule

Amathematicalmodel is setup and directly fitted to experimental dielectric data
for different temperature profiles. First the mathematical model is presented.
The dielectric loss can be connected to the degree of conversion by the usage
of mixing rules. The mixing rules describe how to calculate the effective
permittivity of non-homogeneous materials, consisting of a mixture of the
original material and the completely transformed material. The shape of the
mixed materials, such as spheres or ellipsoids, or homogeneous materials,
also play a major role in the calculations [81, 82]. It is chosen to consider
the PAN fiber and its transformation stages through the chemical reactions as
homogeneous materials.

In a simple scenario, a compound A is transformed into a product C. An effec-
tive dielectric loss Y′′eff is defined which describes the change of the dielectric
loss Y′′A of the material before the reaction took place to the dielectric loss Y′′C of
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the material after the reaction, depending on the degree of conversion U. Dif-
ferent options for calculating the effective permittivity are available from the
mixing rules, see [81]. But in a first step it is chosen to use a linear approach,
which is expressed as follows [81]:

Y
′′

eff = Y
′′

A − U · Y
′′

A + U · Y
′′

C = (1 − U) · Y
′′

A + U · Y
′′

C. (4.1)

As multiple reactions take place during the stabilization and a separation of
the parallel reactions is not successful from a dielectric point of view, the
reaction order is simplified for the model. Only two consecutive reactions are
considered. It is assumed that, as the dehydration and the cyclization are taking
place at the same time, they can be considered as one reaction in the model.
A schematic of the derivation of the connection between the reaction kinetics
and the dielectric loss can be seen in Fig. 4.1. Eq. 4.1 is thus extended for
a second reaction by introducing an intermediate product material with the
dielectric loss Y′′B. Now, there are two degrees of conversion, one for every
partial reaction. If the second reaction is not taking place, thus U2 = 0, the
overall effective dielectric loss is equal to the dielectric loss of the intermediate
product Y′′B. The effective dielectric loss of the second reaction can thus be
inserted in the first reaction, instead of Y′′B to obtain the overall dielectric loss.
The final equation for the overall dielectric loss Y′′eff,sum is stated as:

Y
′′

eff,sum = (1 − U1) · Y
′′

A + U1 · (1 − U2) · Y
′′

B + U1 · U2 · Y
′′

C, (4.2)

where U1,2 can be replaced by eq. 2.18. As the dielectric properties show a
temperature dependency - as mentioned before - the following equation is used
to describe the dielectric losses:

Y
′′

A,B,C = 2A,B,C · 4
− 1A,B,C

) , (4.3)

where 2A,B,C and 1A,B,C are constants. The final equation, that is used for the
parameter fitting, is combining eq. 4.2, eq. 4.3 and eq. 2.18 as well as eq. 2.14
which results in the possibility to obtain the desired reaction kinetics parameter,
the pre-exponential factor :0 and activation energy �0 for each reaction directly
through the fitting to the measurements.

In order for the model to work, it has to be assumed that the fiber has the same
temperature as the hot air around it. Thus in the heating up stage, the fiber
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has the same temperature as the air temperature at that time step. During the
holding time the fiber temperature equals the air temperature as well. It is also
presumed that any excess temperature from the exothermic reaction is cooled
away instantly, so that the fiber temperature is always constant.

4.2.2 Comparison Fit with Experimental Results

For the fitting, long term measurements are done first, as it can be assumed
that the reactions come to an end after a certain time, see Fig. 3.6. Then
the aforementioned equations, eq. 4.2, 4.3 are used to fit the reaction kinetics
parameters of the two Arrhenius equations, eq. 2.14 and the constants to the
measured long term dielectric properties. The fitting toolbox of the software
Matlab [83] is used to fit the parameters. The results can be seen in Fig. 4.2
for a linear scale (on the top) and a logarithmic scale (on the bottom). The
fitted values are reasonably close to the measured values. The divergence is
mostly within the error margin. Only for the data of 280 ◦C, some modeled
values are about 7% higher. For the data of 300 ◦C, the dielectric loss smaller
than 10−2 diverges from the fitted values in the logarithmic display. The
logarithmic display is plotted against the threshold towards which the fitted
values converge. In case of the data of 300 ◦C the fitted threshold is not a good
fit with the measured data for small values, thus leading to a deviation.

The obtained values including the 95% confidence interval can be found in
Table 4.1. The activation energies are in a similar range as the values provided
by Baddi et al. [17], see Table 1.1, for the cyclization and the reduction pro-
cesses. An activation energy of around 82 kJ/mol is given for the cyclization,
compared to roughly 98 kJ/mol and around 40 kJ/mol for the reduction com-
pared to 39 kJ/mol. Of course, the exact value can not be compared as the
exact chemical compositions are not known.

Temperature influence

Although the agreement of the measured and simulated values in Fig. 4.2 is
very good, the importance of the precise temperature measurement can be
verified. It was already mentioned earlier that the fiber temperature is not only
increasing when heated in conventional ovens but also through the exothermic
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Figure 4.1: Schematic of the setup of the correlation between the chemical reactions and the
effective dielectric loss.
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Figure 4.2: Comparison of measured (solid lines) and modeled (dashed lines) dielectric loss for
different temperatures [67].

86



4.2 Reaction Kinetics

Parameter Value Unit Confidence Interval
:0,1 2.44·105 1/s 2.36·105 2.52 ·105

�0,1 98.56 kJ/mol 98.42 98.72
:0,2 10.2 1/s 9.5 11
�0,2 39.2 kJ/mol 38.86 39.52
2A 1083 - 1068 1099
2B 3689 - 3681 3696
2C 2511 - 2115 2907
1A 2572 K 2485 2658
1B 14.5·108 K 9.2·108 19.8·108

1C 13.1·103 K 12.9·103 13.3·103

Table 4.1: Values obtained for the reaction kinetics model [67].

reactions. In conventional ovens, the temperature is controlled thoroughly
through multiple heating zones. In the experimental setup, a thermocouple is
used tomeasure the air temperature, but the reproducibility of the thermocouple
placement inside the quartz tube is not always sufficient. The temperature offset
through the thermocouple as well as the exothermic reactions lead to variations
of the real fiber temperature, especially between different measurement series.
Multiple processing with the same process parameters are conducted. The
dielectric loss variations for different runs due to temperature inaccuracy can
be seen in Fig. 4.3. The impact is shown for 260 ◦C and 280 ◦C. Run 1 refers
to the same data as in all following subfigures depending on the temperature
(same data =̂ same color).
From Fig. 4.3a and Fig. 4.3b, it is obvious that the dielectric behavior differs
significantly over time for the respective runs. The evaluated kinetic parameters
for Run 1 will not lead to a good fit for the Run 2 and it can be assumed that
the effective temperature in each run is different. The measured temperature
is nearly identical as can be seen in Fig. 4.3c and Fig. 4.3d. This is to be
expected as the temperature control is set to the preset values. The temperature
overshoots are due to the PID controller. This can be due to not ideal PID
parameters. Even though the PID parameters for those measurements are set
to be the same, a displacement of the thermocouple could lead to a slightly
changed temperature measurement, affecting the chosen PID parameters. Even
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though, the repositioning of the thermocouple was tried to be as accurate as
possible, it was done by hand and it is possible that the positioning of the
thermocouple is not identical resulting in an effective temperature which is
different from the one actually measured.
In order to enhance the fitting of Run 2 and validate the assumption, a new
variable )offset, describing a temperature offset, is utilized to fit the obtained
reaction kinetics parameter to the data of Run 2. In eq. 2.14 and eq. 4.3 the
temperature is replaced by ) + )offset. According to the fit of the temperature
offset, the effective temperature of the 260 ◦C data in Run 2 is higher by 7.7 ◦C
whereas for the 280 ◦C data it is lower by 9.7 ◦C than the temperature in the
respective first runs. The resulting fit for Run 2 of 260 ◦C and 280 ◦C can be
seen in Fig. 4.3e and 4.3f, respectively. The fact that both Run 2 are closer
to a temperature of 270 ◦C is also supported by the peak of the dielectric loss
which is in both cases around 1.5. The reasonably close fit with a temperature
offset validates the assumption that the temperature measurement and thus also
the placement is a major source of uncertainty. It can be concluded that the
temperature measurement needs to be improved in the future.

Stabilization degree

With the obtained values for the reactions kinetics, it is now possible to look
at the connection between the dielectric loss and the stabilization degree. In
Fig. 4.4, the stabilization degree of the effective reaction kinetics is displayed
versus the time for a heating ramp of 30 ◦C/min and a holding time of 300min,
while the process temperature is set to 260 ◦C in Fig. 4.4a and 300 ◦C in
Fig. 4.4b. The original material with dielectric loss Y′′A (blue line) declines
while the intermediate (red line) and final products (yellow line) increase. The
intermediate productwith dielectric loss Y′′B is transformed directly into the final
product Y′′C, once it is formed. This shows the immediate correlation between
the reactions and the difficulty to separate the reactions from a dielectric point
of view. Also it can be very well seen, that with 260 ◦C, after 300min, the
stabilization degree only reaches about 60% while it has nearly completely
reacted for a temperature of 300 ◦C.

In Fig. 4.5, the FTIR results are compared to the model for a temperature of
260 ◦C. The degree of the cyclization obtained with the FTIR spectroscopy
are around 0.1 higher than the modeled results. Even though a similar course
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Figure 4.3: Dielectric loss of the same process parameters measured at different days and fit with
temperature offset [67].

89



4 Discussion of the Measured and Modeled Results

0 50 100 150 200 250 300

t / min

0

0.2

0.4

0.6

0.8

1

(1-
1
)

1
(1-

2
)

1 2

(a) 260 ◦C

0 50 100 150 200 250 300

t / min

0

0.2

0.4

0.6

0.8

1

(1-
1
)

1
(1-

2
)

1 2

(b) 300 ◦C

Figure 4.4: Development of the modeled stabilization degree U for a temperature profile with
a heating rate of 30 ◦C/min and a holding time of 300min and different process
temperatures [67].

can be seen, this shows again the difficulties, when obtaining and comparing
stabilization degrees, also with literature values.

The usage of the dielectric properties in an industrial process to determine the
fiber quality is, with this knowledge, possible but will require a calibration
consisting of dielectric measurements and the fit of the reaction kinetics for
different chemical compositions. Additionally, a calibration needs to be made
to correlate the dielectric stabilization degree with the produced material.
Usually the stabilization does not need to be finished completely before the
fiber goes on to the carbonization. Furthermore, to avoid the overheating of
the fiber in industrial production, the fiber must pass multiple heating zones to
slowly increase the temperature. This has also to be respected in the calibration.
A higher heating rate in this work is chosen in a first step to decrease the time
of the chemical transformation in the heating up stage. The approach presented
in this work uses simplifications and trade-offs. Possible revisions from the
simplifications are:

• Simplification: Combining dehydration and cyclization to one reaction
Revision: Separate the reaction kinetics with the help of other methods,
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Figure 4.5: Development of the modeled stabilization degree U for a temperature profile with a
heating rate of 30 ◦C/min and a holding time of 300min and a process temperature of
260 ◦C compared to the stabilization degree obtained from FTIR measurements.

such as DSC measurements, to determine the activation energy and
pre-exponential factor.

• Simplification: Assuming that the air and fiber temperature are equal
Revision: Extend the measurement setup to allow the measurement of
the fiber temperature e. g. through fiber Bragg sensors. Then a separation
of the actual fiber temperature from the air temperature is possible and
can be introduced in the model. This might also be followed by an
exchange of the function of the degree of conversion [60].

• Simplification: Using only a linear approach as mixing rule for the ef-
fective dielectric loss
Revision: Different mixing rules, such as e. g. Power Law model, Licht-
enecker formula, Maxwell-Garnett-Rule [81] could be an option to cal-
culate the effective dielectric loss of the two parallel reactions. Also the
influence of the hot air flow between the filaments could be taken into
account with the help of the mixing rules. As it is shown in 1.2, second
order reactions use oxygen as catalysator for the reactions.

• Simplification: Assuming that the reaction is finished after 300min of
processing
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4 Discussion of the Measured and Modeled Results

Revision: Determine the degree of conversion after 300min through
other tools, such as DSC or FTIR measurements, to determine the de-
gree of conversion. This may help to get a better understanding of the
oxidation and its reversible reaction, the reduction reaction. It is pos-
sible, that there is no definite end of the processing as oxidation and
reduction are in balance.

• Simplification: Leaving out the influence of the cooling of the quartz
tube on dielectric measurements
Revision: Including calibration measurements for the cooling down
phase, for different ambient temperatures and their effect on the quartz
tube cool down behavior. This allows to include the temperature depen-
dent dielectric properties of the stabilized fiber without further process-
ing of the fibers.

A first reaction kinetics model has been proposed and gives results that are
in good agreement with literature and the measured data. The assumptions
and simplifications that are made can be refined in future work if dielectric
properties are used as measurement method for the stabilization degree in
industry.

4.3 Process Model

The susceptibility of the stabilization process parameters for microwave heat-
ing is, to the knowledge of the author, not been well documented. However,
understanding the impact any change of the process parameters has on the fiber
temperature, is helpful to setup the experimental layout. Process parameter
ranges and accuracies can be investigated beforehand through simulation with
the process model. In this section, the process parameters are varied in a
certain range and its effect on the temperature are tracked. The fiber speed, air
temperature, and microwave power are used as parameters. In the following
section, the goal temperature for the stabilization process is assumed to be
260 ◦C±5 ◦C. The melting point, according to [79] is around 320 ◦C for the
homopolymer PAN. In this work a precursor including copolymers is used.
For this reason, as a worst case scenario, the abortion criteria for the simula-
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tion is set to temperatures above 340 ◦C. The simulation is stopped once this
temperature is reached and the process declared as unstable.

As an example for an air temperature of 200 ◦C, the temperature of the last most
inner axial mesh cell, in the center of the fiber, see Fig. 2.14, is visualized in
Fig. 4.6. On the x-axis the electric field resulting from the applied microwave
heating with different power levels is shown and on the y-axis the fiber speed.
The electrical field is increased in 0.25 kV/m steps and the fiber velocity in
0.5mm/s steps. Temperature readings of a few selected cells are added in the
figure to facilitate the understanding of the impact and as the color legend uses
steps of 10 ◦C.
First, it can be noticed that a few parameter combinations fulfill the requirement
to reach 260 ◦C±5 ◦C. Second, for lower fiber speeds, every increase in the
electrical field, results in a larger temperature increase. This is due to the
higher dielectric losses at higher temperatures. But it also shows, that with
every increase it is more likely for the process to become unstable. The
nonlinear increase in temperature can be an indicator for the thermal runaway
effect which was already mentioned in Chapter 2 and is a common control
problem in numerous microwave heating applications [84]. However, with the
help of a mathematical analysis some stability criteria or stable ranges can be
found. For low fiber speeds, the desired 260 ◦C are close to the instability.
A 0.25 kV/m increase can result in temperature increases of 10 ◦C and more.
While higher fiber speeds are better to achieve the desired temperature, it also
has to be kept in mind, that a faster speed translates to a longer applicator
design if the processing time is supposed to be the same.

Through the air temperature surrounding the fiber, the range of stable process
parameters is also impacted as well as the precision needed for each parameter.
In Fig. 4.7, a fiber speed of 1.28mm/s is chosen, the air temperature and the
microwave power are varied to investigate the influence on the fiber tempera-
ture. The temperature displayed refers to the last most inner mesh cell at the
end of the fiber. The desired temperature range is marked with dashed lines,
between 255 and 265 ◦C. The solid line shows again the 340 ◦C mark where it
is assumed that the fiber melts resulting in a broken fiber. It becomes evident
that for air temperatures of over 200 ◦C the desired range is achievable more
easily, as at least one simulation point is in the desired range and the curvature
of the simulation points is not yet in the critical range of process parameters
which lead to the thermal runaway.
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Figure 4.6: Simulated influence of the variation of process parameters on the temperature of the
last cell element inside the fiber for an air temperature of 200 ◦C.
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In Fig. 4.8, the influence of varying fiber speeds on the process can be seen.
The air temperature 150 ◦C , 200 ◦C , and 240 ◦C are chosen. With lower air
temperatures and power levels, the fiber speed seems to have only a very small
influence. With increasing power levels as well as air temperatures, the fiber
speed influence gets visible. At slower speeds, the fiber gets warmer, as it
has more time to pass through the microwave heating area and to develop the
exothermic reaction. The exothermic reaction has thus also more time to add
heat to the fiber.

The reaction kinetics model is included in the process model. This allows to
calculate the fiber temperature including microwave heating. This establishes
the opportunity to investigate the interaction between the microwaves and PAN
fibers before starting any experiments. It gives first insights on the needed
specifications for the devices used in the experimental setup. A study of the
influences from the surrounding air temperature, the fiber speed and electrical
field strength shows the small parameter combinations which lead to a stable
process, see Chapter 4.3.

As conclusion the process parameters have to be controlled in the range of a few
mm/s for the fiber speed, here 0.64 up to 2.56mm/s, in order to get the desired
temperature. Also one of the key elements is the temperature measurement
for the air, as it can have a large impact on the fiber temperature changes and
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4 Discussion of the Measured and Modeled Results

how close the operating point is to the instability. A hybrid process with air
temperatures starting from 200 ◦C is beneficial to increase stability and reduce
the thermal runaway range. The electrical field strength needs to be controlled
within a few kV/m, depending on the air temperature and fiber speed, here in
the range of 10 to 20 kv/m.
Future work on the model has different options. First, the full length of the
heating and the quartz tube could be included in the model to also included
the influence of any stabilization progress made before entering the cavity
or after leaving it. Secondly, it could include an adaptation of the electrical
field in order to design a suitable applicator for a desired process, a more
through study with e. g. multiple heating zones with different air temperatures
and microwave powers or optimize heating profiles for minimal energy usage.
Thirdly, it can also be an option to use the model in a model predictive control
loop in an experiment. The influences of changes of process parameters could
be calculated and then the parameters adapted accordingly.

4.4 Stabilization Degree

In the following part of the chapter, the different methods for the determination
of the stabilization degree are discussed, as well as the changes that could
improve the measurements.

4.4.1 FTIR Spectroscopy

Due to the obtained data, see Chapter 3.1.4, it is abstained from using FTIR
as method to determine the stabilization degree further. In the future, the
accuracy could be increased with a peak fitting analysis and ideally with
industrially produced intermediate steps to avoid any influences of inaccurate
temperature measurements on the fiber. This would also allow to calculate the
stabilization degree for each of the three reactions. Comparison with literature
is difficult as most of the times the exact chemical composition is unknown
and different aspects are investigated. Also the definition of the stabilization
degree may differ.
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In [36] a fiber is passing multiple zones with a heating time per zone of three
minutes. At a temperature of 240 ◦C and 12min processing, the fiber has a
cyclization index, equal to the stabilization degree with FTIR in this work, of
roughly 50%, and of 65% at 260 ◦C. In [85] after 60min processing at 230 ◦C,
a cyclization index of roughly 70% is obtained. The stabilization degrees for
fibers processed in air in this work, see Fig. 3.14, lay in the range of 56% up
to 74%. A direct comparison with literature values is thus not possible and
individual measurements are necessary as well as calibrations for every new
chemical composition. In future investigations it would be beneficial to define
calibration standards for the research field.

4.4.2 Color Study

Based on the reference color graph, Fig. 3.18 and the process model, the
reference is adapted to also include the stabilization degree U1 · U2, depending
on the color. In Fig. 4.9, color for different air temperatures and fiber speeds are
displayed together with the corresponding stabilization degree. It can be seen
that lower fiber speeds and higher temperatures lead also to higher stabilization
degrees.

In a next step, the extracted temperatures of the experiment, presented in
section 3.2.2 are examined in correlation to the process model results, thus
the temperature and the stabilization degree. The temperature results of the
simulation are shown in Fig. 4.10. The air temperature is displayed in blue
and the quartz temperature in green. In the simulation the filament bundle is
depicted as cylindrical fiber. However, the calculation is done for individual
mesh cells along the length and radius of the effective fiber. This allows to
give insights in the temperature distribution in the fiber and thus the filament
bundle. For the fiber three different mesh cells are chosen, the most inner
mesh cell, thus the center at around 275 ◦C, in red, a middle cell in between the
center and the surface in yellow reaching 270 ◦C and the surface in orange with
a temperature of 250 ◦C, see Fig. 4.10. Thus a difference between the fiber
center and surface temperature of around 25 ◦C is occurring. The simulation
allows also to calculate the stabilization degree of Fig. 4.10 and it drops from
8.59·10−5 (red) to 6.28·10−5 (yellow) to 1.96·10−5 (orange). This shows that
the stabilization degree inside the effective fiber is around 4 times higher than
at the surface of the fiber. It can be assumed that it is similar for the filament
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Figure 4.9: Color reference correlated with the stabilization degree U1U2 for different air temper-
atures and fiber speeds.

bundle.
Compared to the results of the color study, to be seen in Fig. 3.19, the surface
temperature of the experimental color study and the simulation are in agreement
concerning the difference between inner and outer temperature of the fiber. The
simulation is around 10 ◦C higher than in the color study at the center of the
fiber, but the outer temperature is in both cases at 250 ◦C.

The same steps are done for the measurement results obtained with an air
temperature of 220 ◦C and a speed of 1.28mm/s, see Fig. 4.11. The color
changes shown in the picture results from a forward power of around 18.6W
and an mean absorbed power in the system of around 5.5W. The chosen points
lead with the color study to temperatures of 250 ◦C, 280 ◦C and 280 ◦C. The
simulated temperatures are around 280 ◦C in the center, and 250 ◦C at the
surface. So also for this case, the color study and the simulation are in good
agreement. The results indicate an increase of 30 ◦C to 40 ◦C through the
microwave heating with a stabilization degree that drops from 4.79·10−4(red)

98



4.4 Stabilization Degree

0 5 10 15 20

t / s

200

220

240

260

280
T

 /
 °

C

T
fib,center

T
fib,middle

T
fib,surface

T
air,to fiber

T
q,inside

Figure 4.10: Simulation of fiber temperature evolution for an air temperature of 220 ◦C and a fiber
speed of 2.56mm/s.

to 3.39·10−4 (yellow) to 9.51·10−5 (orange), which is around 5 times lower
than inside the fiber.

As can be seen from Fig. 3.19a and Fig. 4.11a, the radial transformation ho-
mogeneity is reduced by the microwave heating. This results in the need to
optimize the process further, e. g. the use of a higher air temperature. If the
microwave then still provides an advantage such as energy saving or a bet-
ter chemical transformation thus structural integrity of the fibers has to be
evaluated in future work.

As these findings of the color study in comparison with the simulated tem-
peratures lead to a good agreement, it shows that hybrid microwave heating is
possible. In future work, improvements to the temperature measurement could
be done by using fiber Bragg sensors which can be used inside the fiber bundle
inside the microwave cavity and thus get more accurate fiber temperatures.
Also an upgrade could be made to the pictures by using a microscope to take
the pictures. Nevertheless, the color study can be used as a first indication
of the influence of the microwave heating on the temperature and thus the
processing of the fiber.
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Figure 4.11: Color study for an air temperature of 220 ◦C and a fiber speed of 1.28mm/s a)
choosing points b) extract color and compare to reference c) temperature simulation.
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Figure 4.12: Comparison of the mean power level (blue) in the experiment and the absorbed power
level from the simulation (red) for a fiber speed of 2.56mm/s.

4.5 Process Stability and Comparison to the
Model

As the results in Fig. 3.20 show a large spread, the possible reasons are dis-
cussed in this section. Furthermore, the experimental results are compared to
the modeled results.
In Fig 4.12, the experimentally obtainedmean power (in blue) is comparedwith
the absorbed power (in red) which was simulated with the presented process
model. Different air temperatures are used, and fiber speed of 2.56mm/s is ap-
plied. Multiple results of the absorbed power are due to different electrical field
strengths in the simulation. The mean power of the experiment also includes
the losses in the cavity wall and the quartz tube, whereas the absorbed power
only comprises the power absorbed in the fiber. For the simulated results, only
results with a temperature higher than 280 ◦C are chosen to mimic the burning
of the fiber, that was seen in the experiment.
The course of both power levels is similar, see Fig 4.12. However, the overall
level of both differ around 4W. Although, a higher value of the experimental
results is to be expected as they have have not been corrected by the wall losses,
even with a correction of the mentioned 6% the values between experiment
and simulation still are not a match. It is possible that the wall losses are higher
with higher temperatures of the cavity. This could be investigated in future
work.
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In order to find an explanation for the spreading in the results in Fig. 3.20, the
following aspects are opportunities to reduce the spread:

• Pulsed power input
As mentioned before, the amplification factor can be adapted by chang-
ing the voltage of the pre-amplifier. It was first set to 4.3V for all
measurements, resulting in a maximum power level of around 24.6V.
However, this lead to larger bandwidths to avoid burning the fiber. A
reduction of the pre-amplifier voltage, results in a smaller amplification
factor leading to a reduced peak power level. But in order to ensure the
same mean power level, the bandwidth needs to be reduced. A dimin-
ished bandwidth ensures thus a more equal power input over time. This
could lead to a more precises information on the mean power when the
fiber breaks.
To test this, the pre-amplification is reduced to 1.5V, leading to a max-
imum power level of around 10.5V. A comparison of the experimental
runs with both amplifications can be seen in Fig. 4.13. The changes
made on the bandwidth, thus the frequency span around the resonance
frequency, are shown, as well as its influence on the mean power. It is
shown that with decreasing bandwidths the mean power level is increas-
ing. However, for the larger amplification (4.3V), the mean power level
as more variations when the bandwidth is kept constant (in blue). The
results show that for the lower amplification (in red), the mean power
level has less fluctuation. This is a favorable indication, that a reduced
amplification could have a positive effect on the spreading of the results.
The study could thus be repeated with a smaller amplification factor.

• Difference in the air temperature
As discussed previously, thermocouple placement has a big influence
on the final air temperature, which then in turn influences the process.
Thus the air temperature could be an influential factor for the spreading.

• System temperature
In Fig. 4.14, a comparison is shown between different runs with the same
process parameters, an air temperature of 200 ◦C, with a fiber speed of
1.28mm/s, on different days.
The cavity and the quartz tube temperature are seen on the right hand
side. They have a slightly different time scale as the data is acquired
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through a second Matlab program. The experiment is started when the
input temperature is at the desired process temperature. The quartz
temperature of all runs are similar, but the cavity temperature of the first
run is around 3 ◦C higher, than the second run and around 0.5 ◦C as the
third, as the cavity temperature is not controlled in these experiments.
Where the bandwidth, quality factor and frequency measurements
abruptly end, the fiber is torn apart and left the resonator. For Run
1, this took place at a bandwidth of 10.5MHz. During Run 2 the fiber
broke at 12MHz and for Run 3 at 10.2MHz. The mean power at which
the fiber broke is around 0.6W higher between Run 1 and 2 and around
0.2W higher between Run 3 and Run 1.
As the temperatures of Run 1 and 3 are closer together and also the mean
power levels at which the fibers tore, it is possible that the cavity tem-
perature has an impact on the measurements and should be controlled
as well in future experiments.

It is not possible to explain the spread only by one of the mentioned factors.
It is probable though that multiple of them overlap. Next step to improve
the measurements could include to repeat the measurements with the lower
amplification factor or switch to a microwave power source, which can be
operated at a single frequency instead of amplifying the network analyzer
signal. Also, as mentioned before, a reproducible temperature measurement
is needed. The cavity could be cooled again to stabilized the temperature and
thus the resonance frequency of the system. Any frequency shifts are then only
produced by changes in the dielectric constant of the fiber.

Next steps for the experiment could include a more detailed analysis of the
actual needed power for the experiments. The lab scale experimental setup
has the option to use both heating methods, conventionally and hybrid with
microwaves. This allows to compare the energy needed for both methods on a
lab scale level. However, it is of interest not only to know the power supplied
to each of the equipment, but also to include, where possible, the knowledge
on the efficiency and power losses e. g. as heat.

Further steps in the experimental investigations of the stabilization with mi-
crowaves could include to change to a Matlab control with a PID controller,
leading to a fixed mean power level, at which the fiber is reaching a desired
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Figure 4.13: Comparison between high (4.3V) and low (1.5V) amplification and otherwise the
same parameters: air temperature of 200 ◦C, a fiber speed of 1.28mm/s.

stabilization degree. Also the improvement of the radial homogeneity should
be considered in future investigations.
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Figure 4.15: Influence of fiber speed and air flow on the measurement of the dielectric properties.
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5 Optimization of Waveguides for
Microwave Stabilization

In the process model, a constant electrical field is applied to the fiber as the
cavity in the experiment has also a constant field strength along the length.
But as it is seen from the experiment e. g. from the color, the processing
time of the cavity is too short to get a fully stabilized (black) fiber. For this
reason, an extended cavity is desirable which can be used for the complete
stabilization. A varying electrical field over the fiber length is needed to
compensate the behavior of the dielectric loss. That can be achieved either
by using multiple resonators of varying sizes and frequencies or by using
one resonator with multiple steps of different geometric specifications. As
individual resonators would also need multiple microwave sources, in a first
step the approach to design one resonator with multiple steps is chosen. It
allows a certain tunability too, as individual segments can be exchanged or
added. For calculating and designing such a resonator different options are
available, such as commercial available software such as CST Studio [51],
`WaveWizard fromMician GmbH [86]. Alternatively, an in-house-developed
simulation tool, using a simple approach such as the generalized scattering
matrix method, can be used. The `Wave Wizard software also uses as basis
scattering matrix calculations, while CST Studio software is based on the
Finite Integration Technique [87]. The advantages of the scattering matrix
option is a faster computation time, as well as if setup in Matlab, there is
the option to combine it in Matlab with the process model calculations. The
implementation of a scattering matrix code for cylindrical waveguides has
been done already at the IHM, called SMart Program [88]. It is chosen to
use the code and extend it to be able to calculate the electrical field profile
of cylindrical resonators [89]. Also the combination with an optimization
algorithm is implemented. Combining the extended scattering matrix code
with the process model, varying electrical field profiles depending on a desired
temperature profile can be optimized [89].
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In the first section of this chapter, the theory behind the scatteringmatrix code is
explained shortly and the adaptation that is made to fulfill the desired criteria
of using a cylindrical resonator are presented. It explains the setup of the
generalized scattering matrix (GSM) code and the mode matching technique
to calculate the resonance frequency and electrical field profile of arbitrary
cylindrical resonators. In the second section, the setup for the optimization is
given as well as simulation results.

5.1 Calculating an Electrical Field Profile with
the GSM Code

The wave propagation can be described by the Helmholtz equations and can
be derived from the Maxwell equations, which can be found in literature, e. g.
in [59]. The Helmholtz equations are:

®∇2 ®� + l2`Y ®� = 0 (5.1a)
®∇2 ®� + l2`Y ®� = 0, (5.1b)

where ®� is the magnetic field, ®� the electric field, l the angular frequency, `
the permeability, and Y the permittivity. From the wave equations, the axial
and traversal field components can be obtained for the electrical and magnetic
component. The calculations can be done for any coordinate system, such as
rectangular or circular waveguides only by changing the coordinate system.
Applying the boundary conditions as well as the separation of variables leads
to the formulation of the transverse electric (TE) and the transverse magnetic
(TM) waves. The field of a source field or inside a straight waveguide can
be described by a superposition of its TE and TM eigenmodes. For the field
of resonators, the irrotational modes have to be taken into account as well.
In any case, the eigenmodes form the complete base of the field [59]. Each
waveguide step can be specified by its own scattering matrix which is done in
the generalized scattering matrix (GSM) approach [59, 88].
In the following, only cylindrical axially aligned waveguides are considered.
Depending on the desired frequency range, radius and length, the dominant
mode is the TM010 or the TE111. The already used TM010 mode has the
advantage that the electrical field strength is maximal in the center of the cavity.
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5.1 Calculating an Electrical Field Profile with the GSM Code

This allows to tune the electrical field for the fiber easily with a combination
of multiple cavities of different sizes. However, the approach stays the same
for TE modes.

Scattering Matrix for Discontinuities

Awaveguidewithmultiple discontinuities andwaveguide segments of different
geometrical properties can be approximated by multiple straight waveguides
which are disrupted by the step discontinuities. Each segment and step cross
section can be described by its own scattering matrix which then can be
cascaded to describe the whole structure. At the mutual cross section of the
discontinuities, the continuity of the transversal electrical and magnetic field
needs to be applied.

WG I WG II

𝐹I

𝐵I

𝐹II

𝐵II

RI

RII

𝐸I = 𝐸II

𝐻I = 𝐻II

Figure 5.1: 2D cut of a step discontinuity of a waveguide [89].

Fig. 5.1 shows the discontinuity between two waveguide (WG) segments in a
2D cut which is rotational symmetrical, where 'I and 'II are the radii of the
respective waveguide segments, �I and �II the forward traveling waves in the
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segments and �I and �II the backwards traveling waves [89]. The scattering
matrix for this example can be written as [90]:(

�I

�II

)
=

[
(11 (12

(21 (22

] (
�I

�II

)
, (5.2)

where (8 9 is the relation between amplitudes of the incident 0 and transmitted
or reflected 1 wave from the port 9 to 8 [55]:

(8 9 =
18

0 9

����
0:=0 for :≠ 9

. (5.3)

The scattering matrices of the straight waveguide segments have to include
the modes according to the length and propagation constants. The scattering
matrices of the discontinuity have to describe the coupling between all modes.
Different geometric parameters lead to different modes that are above or below
cut-off frequency in those segments. As higher-order eigenmodes, below
cut-off, are attenuated, they can be neglected when combining the scattering
matrices of two segments that are sufficiently far away from each other. For this
reason, here, only a finite number of modes is included in the calculations. The
mode matching technique can be used to calculate the coupling coefficients
[90]. Through model expansion, the electric and magnetic fields in the circular
waveguide WG I can be written as [90]:

®�I =

∞∑
8=1
[�iI + �iI] ®4iI (5.4a)

®�I =

∞∑
8=1

[
�iI − �iI
/iI

]
®ℎiI, (5.4b)

where �iI and �iI contain the amplitude and phase of the forward and backward
traveling waves, /iI is the wave impedance and ®4iI and ®ℎiI are the eigenmodes
of the electric and magnetic fields of the 8-th mode inside the waveguide I.
Equally the field in the second waveguide WG II can be defined [90].
At the discontinuity, both waveguides share a common cross section. Their
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tangential E and H fields have to fulfill the continuity law. The tangential
electric field on the larger waveguide wall must vanish [90], resulting in:

[%] [�I + �I] =[�] [�II + �II] (5.5a)
[/I] [%]C [.II] [�II − �II] =[�] [�I − �I], (5.5b)

where the matrix [%] contains the mode coupling coefficients, the diagonal
matrix [/I] the wave impedances in the first waveguide and the diagonal
matrix [.II] the wave admittances in the second waveguide [90]. The coupling
coefficients are defined by the integral:

%8 9 =

∫
BI

®� 9 ,⊥,II · ®�∗8,⊥,IdB1, (5.6)

with the tangential electric fields ®� 9 ,⊥,I and ®� 9 ,⊥,II in both waveguides. The
individual calculation steps e. g. for the coupling coefficients for the different
modes can be found in [59] and [88] for axially aligned cylindrical waveguides.
From equations 5.5 and 5.2 the scattering parameters of a discontinuity can be
written as [90]:

(11 =
[
[�] + [/I] [%]C [.II] [%]

]−1 [
[�] − [/I] [%]C [.II] [%]

]
(5.7a)

(12 = 2
[
[�] + [/I] [%]C [.II] [%]

]−1 [/I] [%]C [.II] (5.7b)

(21 = 2
[
[�] + [%] [/I] [%]C [.II]

]−1 [%] (5.7c)

(22 = −
[
[�] + [%] [/I] [%]C [.II]

]−1 [
[�] − [%] [/I] [%]C [.II]

]
. (5.7d)

Cascading Multiple Scattering Matrix

The next step is to cascade each scattering matrix from the center outwards,
which is schematically represented in Fig. 5.2, where (; is the left side scatter-
ing matrix and (A the right one. The two scattering matrices are cascaded to a
new one (̃, including the scattering parameters of the sub matrices (; and (A ,
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Figure 5.2: Cascading of scattering matrices.

where each matrix has the ports 1 and ports 2. The cascaded matrix can be
calculated as follows [91]:

(̃11 = (
;
12

(
[�] − (A11(

;
22

)−1
(A11(

;
21 + (

;
11 (5.8a)

(̃21 = (
A
21

(
[�] − (;22(

A
11

)−1
(;21 (5.8b)

(̃12 = (
;
12

(
[�] − (A11(

;
22

)−1
(;21 (5.8c)

(̃22 = (
A
21

(
[�] − (;22(

A
11

)−1
(;22(

A
12 + (

A
22. (5.8d)

A complete derivation can be found in [91]. This process is repeated as often
as necessary, depending on the number of discontinuities.

Adapting the Scattering Matrix Code for Resonators

In the scope of this work, the existing scattering matrix code for circular
waveguides [88] is extended to enable the calculation of cylindrical resonators
with arbitrary geometrical parameters according to the steps presented by
Neilson et al. [90]. For the calculations only a finite amount of modes is
considered. As start values 20 TE and TMmodes are chosen for the waveguide
section with the smaller radius and 20·R1/R2 for the larger waveguide section.
First the ends of the desired structure are terminated by a short. The respective
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scattering matrix is added to scattering matrices of the first and last segment.
Then the configuration of all segments is split in two parts which are cascaded
into the single scattering matrices of the right ('11 and left (!11 side, resulting
in:

�' = ('11 · �
' (5.9a)

�! = (!11 · �
! . (5.9b)

A resonance is obtained inside the cavity, when the forward and backward
traveling waves at the split are equal. The eigenvalue equation can then be
written as [90]:

�' = ('11 · (
!
11 · �

', (5.10)

which leads to
det(('11 · (

!
11 − I) = 0. (5.11)

Eq. 5.11 is the condition used to check if a frequency is resonant. The resonance
frequency can be found through a loop over the desired frequency range for
the lossless closed system. Only for the resonance frequency, the eq. 5.11 is
solvable, thus true. After the resonance frequency is obtained, the amplitudes
in all segments can be calculated by back-cascading from the eigenvector ®�'
with the help of eq. 5.5. The electric field profile can then be determined from
the calculated amplitudes of all segments and the eq. 5.4a.

Comparison of the Scattering Code with CST Simulation

In Fig. 5.3, the normalized electrical field profile is compared between the
SMart code and a simulation in CST. As geometrical properties a stepped res-
onator with 5 steps is chosen. The first and the last step have a radius of 6mm
and a length of 20mm. The middle segments each have a length of 50mm and
decreasing radii from 50mm to 40mm to 30mm. No coupling is used in the
CST simulation.
The resonance frequency calculated by the extended SMart code [89] is
2.4277GHz and of the CST simulation 2.4275GHz. The difference in the
resonance frequency is due to the discretization in the CST simulation, but a
higher discretization leads also to longer simulation times. The current dis-
cretization lead to a simulation time in CST of 1 hour and 50min where as the
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Figure 5.3: Comparison of normalized electrical profile obtained by the SMart code and CST
simulation.

calculation with the SMart code took 12.8 s. The step peaks which can be seen
in Fig. 5.3 from the SMart code occur only at the waveguide discontinuities.
This is due to the applied assumption that strongly attenuated modes can be
neglected in the waveguide. Even though they are attenuated in the waveguide,
they are not yet attenuated at the step, which leads to those numerical errors. As
the attenuation increases strongly with distance to the step, the error has only
the local effect. It was decided to continue to setup an applicator optimization
with the extended SMart code.

5.2 Workflow for the Optimization of an
Applicator Design

In this section the general workflow is presented to understand how the program
parts connect to each other. The extended scattering matrix code allows to
calculate the electrical field profile for cylindrical segments with arbitrary
geometric parameters. In combination with the process model, this allows
to optimize applicators for different process parameters. The optimization
uses fixed values for the size of the cavity and the number of segments that are
designed as well as preset ranges for the geometry of the segments. This allows
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Figure 5.4: Overview of the optimization steps.

to keep in mind the manufacturing process so that segments can be e. g. large
or small enough for the available machinery or standard sizes of cylindrical
pipes could be used to reduce the manufacturing effort.

In Fig. 5.4, the general workflow is described. In total there are four steps which
will be explained on an example inmore detail. At first, the desired temperature
profile has to be defined, through heating rate, processing time. Together with
a preset fiber speed, the length of the cavity and thus the processing time are
preset in advance. Independent from the number of segments, five supporting
points for the electrical field are scattered along the cavity length for the
optimization. Two extra points are added at the entry and exit of the cavity
with a reduced electrical field which represent the openings in the cavity wall
throughwhich the fiber enters and leaves the cavity. The first step is to adapt the
level of the electrical field strength for each supporting point by hand to obtain
a temperature profile close to the desired one. This simplifies to computational
effort later on.

The temperature profile is divided in two parts for the optimization: heating
up ramp and holding stage. This simplifies the identification of the starting
values for the optimization and shortens the computing time, as the heating up
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ramp and the holding stage need different electrical field profiles. Due to the
hybrid heating, the dielectric loss has already increased, when the fiber enters
the microwave assisted heating stage. Nevertheless, to heat the fiber up to the
desired target temperature, a slight increase in the electrical field is needed.
Also during the holding phase, the electrical field needs to compensate the
drop in the dielectric loss with ongoing reaction.
As an example the workflow will be shown in more detail with the following
parameters for the heating up ramp only. The temperatures and fiber speed
are chosen based on the experimental results in Chapter 3. The number of
segments and the cavity length are chosen at random.

• Heating rate: 30 ◦C/min

• Target fiber temperature: 260 ◦C

• Air temperature: 200 ◦C

• Fiber speed: 1.28mm/s

• Number of segments: 8

• Cavity length: 25 cm

A TM010 mode is used in the calculations. Fig. 5.5a shows the electrical field
of the chosen supporting points in blue and the interpolated electrical field
in red over the length of the cavity. Next the modeled temperature profile is
compared to the desired goal temperature profile, see Fig. 5.5b. It can be seen
that it follows the general profile but the temperature is not quite as high as
needed. In a first step this is sufficient, as the electrical field profile will be
again optimized later and only starting values are needed. The temperature
drop at the end is due to the reduced size and electrical field strength of the wall
supporting point. Only the temperature profile is used for the optimization, the
stabilization degree is not considered.

The second step is to calculate a geometry for the obtained electrical field
profile with the help of the extended SMart Program. The genetic algorithm
(ga) inMatlab [92] is used for the approximation of the geometry. The resulting
geometry for the example, a 2D cut through the inside of the cavity, can be seen
in Fig. 5.6a. Two waveguide sections seem rather small compared to the rest,
this could be optimized in the future through reducing the number of steps and
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(b) Desired (red) and simulated (blue) temperature profile based on the electrical field profile

Figure 5.5: First step: setting supporting points by hand to approximate desired temperature profile.
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(a) Geometry based on supporting points
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(b) Electrical field based on supporting points and calculated geometry

Figure 5.6: Second step: calculate a first geometry approximated from the supporting points from
the first step.
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Figure 5.7: Third step: adjust the amplitude to bring simulation and desired profile closer together.

increasing the minimal size of a step. Fig. 5.6b shows the comparison between
the interpolated electrical field (in blue) from the supporting points and the
absolute electrical field of the empty resonator (in red). The slight variations
between the draft profile and the profile based on the obtained geometry are
tolerable, as in the final step the geometry is optimized again.

As the SMart Programm uses a normalized amplitude for calculations, the
third step is to estimate a factor for the amplitude and run the process model
with the guess. A reasonably close guess is enough, as the parameter will be
also optimized in the final step. The calculated temperature profile has to be
in the range of the desired profile, see Fig. 5.7.

At last the amplitude and the geometry are directly optimized together with the
process model in the fourth step. A local algorithm, called „fmincon“ [83] in
Matlab, is chosen to find the minimum. A comparison between the first draft
geometry and the final result is shown in Fig. 5.8. A very small segment can be
seen, which might not be easily manufactured. In a further optimization of the
geometry a larger minimum segment size could be accounted for to improve
producibility.
Fig. 5.9 shows the final temperature profile that is obtained through this opti-
mization process which is a close fit. To summarize, the workflow is adapting
supporting points by hand, obtaining a first geometry design with the extended
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Figure 5.8: Comparison of first draft geometry and the final optimized geometry.
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Figure 5.9: Fourth step: final optimization of the geometry and the amplitude inside the process
model.

scattering matrix code, adjusting the amplitude and directly optimizing the
electrical field profile together with the scattering matrix code. It is shown
that a desired heating up ramp could be followed. The approach of designing
multiple segments, allows for the consideration of the manufacturing as well
as the tunability, as individual segments can be exchanged or added.
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5.3 Applicator Designs for Different Parameters

In the following, the influence of different optimization parameters on the final
design are shown. If not otherwise specified, the same parameters as listed
above are chosen. In Fig. 5.10, different air temperatures are chosen for a total
of six waveguide segments. Due to the preset heating rate of 30 ◦C/min the
heating up time is increasedwith lower air temperatures. Nevertheless, it can be
shown that a close following of the desired temperature profiles is achievable.
Also the comparison between six, eight and ten segments in Fig. 5.11 shows a
good agreement with the desired profile. As there are only minimal changes
in temperature depending on the number of segments, it becomes clear that
six segments are enough to satisfy the needed electrical field strength. The
standard deviation for six segments is 2.2, for eight segments 1.87 and for ten
segments 1.79. It is not possible to get a sufficient solution with four segments.
The geometries are very different from each other and the resonance frequency
varies in between 2.40GHz and 2.48GHz, see Fig. 5.12. It can be seen,
that some segments are rather abrupt. This could be due to reasons such as
not enough modes that are considered or no convergence acceleration was
implemented. Also the allowed size of the segments could have been to small.
Still, depending on the available possibilities for manufacturing, the desired
resonance frequency and accuracy of the temperature profile different options
are available through the optimization process.
Next steps can be to include the fiber speed, cavity length and the number
of segments as variables in the optimization process. This could help to
avoid unnecessary segments. A fixed variable would then be the duration of
the stabilization in order to optimize an applicator for the full stabilization
process. Also it could be of interest to include the optimization depending
on the desired stabilization degree. Finally, next steps should include an
experimental validation.
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Figure 5.10: Comparison of resulting temperature profile for varying air temperatures with six
segments.
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Figure 5.11: Comparison of resulting temperature profile for varying number of segments.
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(a) Geometry based on six segments

(b) Geometry based on eight segments

(c) Geometry based on ten segments

Figure 5.12: Comparison of resulting geometries for varying number of segments and their corre-
sponding resonance frequency.
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6 Conclusion and Outlook

The carbon fiber production and processing of carbon fibers is a wide field
with different interdisciplinary aspects. The focus of this work is on the first
production step, the stabilization stage, since the maximum energy saving
potential is to be expected in this step. The stabilization requires the fiber to
be heated up to 200-300 ◦C. To the knowledge of the author, today the fiber is
only heated up conventionally or with plasma heating in production. In this
work the first steps towards a microwave assisted stabilization of PAN fibers
are discussed.

For the first time, full in-situ dielectric measurements are performed, providing
the basis for understanding the challenges encountered when using dielectric
heating. The results show a strong temperature dependency of the dielectric
properties during heating and a decrease with ongoing chemical reaction as
well as a decrease in temperature dependency when the fiber is processed.
These findings have to be kept in mind for the design of a suitable applicator.
Also, the measurements reveal the possibility to use dielectric properties as
indicator for the stabilization degree.

In a second step, a first mathematical model which combines the reaction
kinetics with the dielectric loss is proposed. A linear approach has been chosen
to connect the dielectric properties to the degree of conversion. The degree of
conversion is then combined to the reaction kinetic also with a linear approach.
Although other definitions for the connection exist and different mixing rules
are available, for the presented data the results are in good agreement with the
linear approach.

Thirdly, for the first time amathematicalmodelwhich evaluates the temperature
changes inside the fiber bundle and on the surface as a result of microwave
heating as well as the heat transfer and exothermic heat, is set up. The reaction
kinetics model is integrated in themulti-physics model of the stabilization. The
model allows to calculate the development of the fiber temperature with regard
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to the processing parameters. Investigating how the changes of the process
parameters, such as fiber speed, air temperature and microwave power, affect
the fiber temperature allowed to gather information on the process stability.
Due to the influence of the dielectric loss and the exothermic reactions which
add again more heat, a thermal runaway is very likely with certain parameter
combinations. The model illustrates that only very few lead to the desired
temperature range.

For a validation of the developed model, a prototype system is set up for a first
test of stabilization with microwave heating. As the fiber temperature inside
the cavity could not be measured, a color study is performed which helps to
gain insights on the temperature raise and final stabilization degree that is
caused by microwave heating. The results of the study compared to the model
are in good agreement. However, the stability experiments show a rather large
scattering of the results. Some reasons are discussed but for a full validation
of the model the analysis needs to be repeated with an adapted setup.

In the experiments and the modeling, so far, a constant electrical field is used,
but as the dielectric properties change with the ongoing reaction, this results
in the need for changing electrical field strength during the process. For this
reason, themulti-physicsmodel is combinedwith an extended scatteringmatrix
code. The unified code is able to calculated and optimize arbitrary electrical
fields and applicator geometries for desired temperature profiles. This allows
to design a suitable applicator for continuing experiments.

Outlook

These initial steps towards a stabilization with microwave heating show also
that some improvements could be considered for future investigations. Those
shall be summarized in the following.

Temperature measurements The temperature measurement is quite essen-
tial for collecting the best data. In this work a thermocouple is used which is
placed by hand. This could already be improved by melting the thermocouple
through the quartz so that only the tip is inside the tube. But not only the air
temperature is of interest and needs to be reproducible and precise, but also the
fiber temperature is of interest. The usage of infrared cameras or pyrometers
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is difficult when working with microwaves and quartz tubes in a low temper-
ature range. Although it is possible to drill a hole in the cavity wall and the
quartz tube to see directly onto the fiber, this might lead to disturbances for the
electrical field and temperature profile. In an applicator with varying electrical
field strength, a hole in a section with lower field strength might be possible.
Another option might be the usage of fiber Bragg sensors.

Dielectric properties for quality control Although it is shown in this work,
that dielectric properties have the ability to reflect the degree of stabilization, a
calibration is needed for every chemical composition. For the calibration, the
usage of other methods such as the FTIR or DSC should not be disregarded,
especially as the evaluation of the FTIR results can be improved with peak
fitting methods. It could also be of interest to see if other mixing rules or
approaches to the connection between stabilization degree and reaction kinetics
are more useful. And at last it should be considered if all three reactions need
be included in the model when a calibration for industrial purposes is made.

Fiber shrinkage and fiber tension The fiber tension is mentioned as impor-
tant factor for the final stabilization grade. A more thorough analysis might be
of interest as with higher fiber tensions the fiber shrinkage will decrease and
this will have an effect on the permittivity, the density and the fiber diameter.

Up-scaling, building a suitable applicator In this work, only a short appli-
cator is used which could not cover the needed process time. Up-scaling the
applicator to the required process time will lead to a more spacious applicator,
here the filament guiding system should be kept in mind to ensure a constant
fiber tension over the length.
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A Appendix

A.1 Derivation of eq. 2.26 and eq. 2.27

From Fig. 2.12 it can be seen that the powers measured with the power meter
P2 and P3 respectively, can be calculated as:

%2 = %1 · (2
21 + %refl · (

2
42, (A.1a)

%3 = %1 · (2
31 + %refl · (

2
43. (A.1b)

After solving eq. A.1a for %1, it can be inserted in eq. A.1b and solved for %refl:

%1 =
%2 − %refl · (2

42

(2
21
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42

(2
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2
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2
42 · (

2
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2
43 · (

2
21

%refl =
%3 · (2

21 − %2 · (2
31

(2
43 · (

2
21 − (

2
42 · (
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The incoming power at port 4 can be calculated as:

%inc = %1 · (2
41. (A.3)
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A Appendix

Solving for %1 allows to insert in eq. A.1a and solve for %inc:

%1 =
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