SKIT

Karlsruhe Institute of Technology

Improving the consistency of greenhouse gas
measurements from ground-based remote sensing
instruments using a portable FTIR spectrometer

Zur Erlangung des akademischen Grades eines

DOKTORS DER NATURWISSENSCHAFTEN (Dr. rer. nat.)
von der KIT-Fakultéit fiir Physik des
Karlsruher Instituts fiir Technologie (KIT)

genehmigte
DISSERTATION

von

M. Sc. Benedikt Herkommer

geboren in

Mutlangen
Erstgutachter: Prof. Dr. Peter Braesicke
Zweitgutachter: PD Dr. Frank Hase
Tag der miindlichen Priifung: 21. Juli 2023

KIT — The Research University in the Helmholtz Association WWW. kit .ed u



® This thesis is licensed under a Creative Commons Attribution 4.0 International License
(CC BY 4.0): https://creativecommons.org/licenses/by/4.0/deed.en


https://creativecommons.org/licenses/by/4.0/deed.en

Abstract

Mitigation of climate change is one of the most important issues of the present time. Therefore,
it is crucial to have a precise knowledge of the concentrations of greenhouse gas (GHG) in the
atmosphere. For this task, satellites are an appropriate tool: They are providing column-averaged
dry-air mole fractions (denoted as XGas in the following) on a global scale.

However, to ensure the quality of their data they need to be calibrated and validated. The
Total Carbon Columns Observing Network (TCCON) is currently the de facto standard for
providing reference data for satellite calibration using ground-based remote sensing FOURIER
Transform Infrared (FTIR) spectrometers distributed over the globe. For providing highly
precise validation data it is crucial to ensure small site-to-site biases across the network. In this
work, a new method to investigate the TCCON site-to-site consistency is described. The so
called Travel Standard (TS) is based on an EM27/SUN; a small, portable FTIR spectrometer
which is deployed to the TCCON sites to collect side-by-side measurements. The EM27/SUN is
the standard instrument of the Collaborative Carbon Column Observing Network (COCCON).
As they are portable, the COCCON is designed such that all EM27/SUN spectrometers are
calibrated to a common reference unit. It is operated in Karlsruhe (Germany) and tied to the
Karlsruhe TCCON site. Therefore, by comparing sites to the TS and the TS to the reference
unit, it is also possible to compare them to the Karlsruhe site, which hence serves as a reference
for the comparisons of the TCCON sites.

For the retrieval software of both, the TCCON and COCCON, updates were released recently.
Therefore, the update and reprocessing of the Karlsruhe TCCON site as well as the calibration
of the COCCON retrieval software was realized in this work. The calibration showed a difference
of the TCCON and COCCON in dependency of XH,O of up to 3 ppm (0.7 %) for XCO,, 0.01 ppm
(0.55 %) for XCH,4 and 0.56 ppb (0.56 %) for XCO. The origin of this bias is still unknown and needs
further investigations. The calibration corrects these differences by an empirical calibration-factor
correction.

The TS was deployed to campaigns at the TCCON sites in Tsukuba (TK) in Japan, East Trout
Lake (ETL) in Canada and Wollongong (WG) in Australia. In ETL, the TCCON spectrometer
broke down shortly before the TS arrived. Hence, no side-by-side comparison was possible.
Between each campaign, instrumental line shape (ILS) measurements and solar side-by-side
measurements with the TS next to the COCCON reference were collected. All ILS measurements
were in the expected range for an EM27/SUN spectrometer. The maximum change in the XGas
measurements found between the campaigns is 0.31 ppm for XCO,, 0.0019 ppm for XCH4 and
—0.51 ppb for XCO. For all gases this is below the estimated TCCON site-to-site bias.

At each campaign the regular TCCON high-resolution (HR) as well as low-resolution (LR)
measurements were collected and compared to the TS measurements. For XCO, and XCH,
deviations for the LR and HR measurements are within the estimated TCCON site-to-site bias
(£0.1% for XCO, and +0.215 % for XCH,4) with the exception of the TK-LR XCO, data with a
deviation of 0.113 %. For XCO the deviations of the TK-LR and the WG-HR data are within the
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estimated TCCON site-to-site bias (+2.7%). The TK-LR data showed deviations of more than
7% and the WG-LR data a deviation of —5.6 %. However, for both datasets there are known
issues causing these results. In TK and WG high noise levels of the TCCON retrievals were
detected, which could be traced back to a low signal-to-noise ratio (SNR) in the O; retrieval.
Thereupon, several TCCON sites were checked for the same issue. This investigation revealed
that several sites are also suffering from this. Furthermore, in TK a timing error of —44 s was
detected. These findings emphasize the usefulness of the TS for the quality maintenance of the
TCCON.
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Zusammenfassung

Die Bekampfung des Klimawandels ist eines der wichtigsten Aufgaben unserer Zeit. Dafiir ist
es unerlasslich die Treibhausgaskonzentrationen in der Atmosphére zu kennen. Fiir weltweite
Messungen sind Satelliten die beste Wahl. Diese messen Séulengemittelte molare Mischungsver-
héltnisse bezogen auf trockene Luft (im folgenden bezeichnet als XGas).

Um die Genauigkeit von Satelliten zu gewéhrleisten miissen diese jedoch kalibriert und vali-
diert werden. Das Messnetzwerk , Total Carbon Column Observing Network (TCCON)“ ist
derzeit der de-facto Standard, welches Referenzdaten fiir die Satellitenkalibrierung bereithélt.
Dafiir nutzt es bodengestiitzte Fernerkundungsmessungen von Fourier-Transformations-Infrarot
(FTIR) Spektrometer, welche auf dem Globus verteilt sind. Fiir hochprizises Validierungsdaten
ist es entscheidend, dass die Messungen der Spektrometer untereinander konsistent sind. In
dieser Arbeit wird eine neue Methode présentiert, um diese Konsistenz zu iiberpriifen. Der
so genannte Travel Standard (TS) basiert auf einem EM27/SUN, einem kleinen, tragbaren
FTIR-Spektrometer, welches in Kapagnen Vergleichsmessungen mit TCCON Spektrometern
durchfiihrt. Das EM27/SUN ist das Standardinstrument des ,,Collaborative Carbon Column Ob-
serving Networks (COCCON)“. Da das EM27/SUN tragbar ist, ist das COCCON so konzipiert,
dass alle EM27/SUN Spektrometer mithilfe eines gemeinsamen Referenzspektrometers kalibriert
werden. Dieses Referenzspektrometer misst kontinuierlich in Karlsruhe und ist wiederum auf
die Karlsruher TCCON Station kalibriert. Daher dient TCCON-Karlsruhe als Referenz fiir die
Vergleiche mit dem T'S.

Sowohl fiir die Auswertesoftware des TCCON als auch die des COCCON wurden kiirzlich neue
Versionen verdffentlicht. Daher wurde die Aktualisierung und die Prozessierung der Karlsruher
TCCON Daten mit diser neuen Version in dieser Arbeit durchgefiihrt. Des Weiteren wurde
die neue Version der COCCON Auswertesoftware kalibriert um mit der TCCON Auswertung
iibereinzustimmen. Die Kalibrierung zeigt einen Unterschied zwischen TCCON und COCCON in
Abhéngigkeit von XH,O. Dieser betrégt bis zu 3 ppm (0.7 %) fiir XCO,, 0.01 ppm (0.55 %) fiir XCHy4
und 0.56 ppb (0.56 %) fiir XCO. Die Ursache dieser Abweichung ist noch unbekannt und bedarf
weiterer Untersuchungen. Die Kalibrierung korrigiert diese Unterschiede durch eine empirische
XH,0-abhingige Funktion.

Mit dem TS wurden Messkampagnen an den TCCON-Standorten in Tsukuba (TK) in Japan,
East Trout Lake (ETL) in Kanada und Wollongong (WG) in Australien durchgefiihrt. In ETL
fiel das TCCON-Spektrometer kurz vor der Ankunft des TS aus. Daher war kein direkter
Vergleich moglich. Zwischen den einzelnen Kampagnen wurden ,Instrumental Line Shape“ (ILS)
Messungen im Labor und Vergleichsmessungen mit der COCCON-Referenz durchgefiihrt. Alle
Messungen der ILS liegen im normalen Bereich eines EM27/SUN-Spektrometers. Die maxima-
le Anderung der Vergleichsmessungen zwischen den Kampagnen betriigt 0.31 ppm fiir XCO,,
0.0019 ppm fiir XCH4 und —0.51 ppb fiir XCO. Fiir alle Gase liegt dies unter der von TCCON
geschétzten Abweichung zwischen den TCCON Spektrometern (+0.1% fiir XCO,, £0.215 % fiir
XCH,4 und +2.7 % fiir XCO).
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Zusammenfassung

Bei jeder Kampagne wurden sowohl die regulédren hochauflosenden (HR) als auch die nied-
rigauflésenden (LR) TCCON-Messungen durchgefiihrt und mit den T'S-Messungen verglichen.
Fiir XCO, und XCHj liegen die Abweichungen fiir die LR- und HR-Messungen innerhalb der
geschitzten Konsistenz der TCCON-Spektrometer, mit Ausnahme der TK-LR XCO,-Daten
mit einer Abweichung von 0.113 %. Fiir XCO liegen die TK-LR und die WG-HR innerhalb der
geschétzten Abweichung von TCCON. Die TK-LR-Daten zeigten Abweichungen von mehr als
7% und die WG-LR-Daten eine Abweichung von —5.6 %. Bei der Messungen beider Datensétze
lagen jedoch bekannte Probleme vor, die diese Ergebnisse verursachen. Bei TK und WG wurde
zudem ein hoher Rauschpegel festgestellt, der auf ein niedriges Signal-zu-Rausch-Verhiltnis
im Spektralbereich von Sauerstoff zuriickgefithrt werden konnte. Daraufhin wurden mehrere
TCCON-Spektrometer auf das gleiche Problem hin {iberpriift, wobei sich herausstellte, dass
mehrere Standorte das gleiche Problem haben. Auflerdem wurde in TK ein Fehler im Zeitstempel
der Messungen von —44s festgestellt. Diese Resultate unterstreichen wie niitzlich der Travel
Standard (TS) fiir die Qualitdtssicherung innerhalb des TCCONsS ist.
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"Two things are infinite: the universe and human stupidity;
and I'm not sure about the universe.“
- ALBERT EINSTEIN
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Chapter 1

Introduction

In 1824, JoSEPH FOURIER was the first to discover that the Earth’s atmosphere serves as an
important insulating layer which warms the atmosphere and proposed the name “Greenhouse
Effect” (Kleber and Richter-Krautz 2022). In 1869 SVANTE ARRHENIUS discovered that the
warming effect is driven by the trace gas carbon dioxide (CO;) and could estimate the warming
quantitatively (Kleber and Richter-Krautz 2022). Since at least the 1970s there has been a
sophisticated understanding of the influence of CO, to the warming of the atmosphere and
projections on the influence of CO, to future warming of the atmosphere could be made (Supran
et al. 2023). Besides CO;, there are other gases which contribute to the warming of the
atmosphere. After CO, the most important examples of the so called greenhouse gases (GHGs)
are Methane (CHy) water vapor (H,0) and Nitrous oxide (N;0). Despite this early knowledge
about the risk of emitting large amounts of of GHG in the atmosphere, their concentration has
increased tremendously. Since 1850, CO, was raised from 280 ppm to approximately 420 ppm
today, CHy was raised from 808 ppb to approximately 1915 ppb today (Meinshausen et al. 2017;
K.W. et al. 2022). This caused a global warming of the average surface temperature. The
average surface temperature of the last decade (2011 - 2020) was 1.1°C warmer compared to
the average of each year from 1850 - 1900 (Arias et al. 2021). Without a reduction of the GHG
emissions the global mean surface temperature increase compared to 1850 - 1900 is expected
to rise up to 3.6 °C as the best estimate with a likely range of 2.8 to 4.6 °C until 2100 (Scenario
SSP3-7.0 in Arias et al. 2021).

An increase of the global mean temperature causes various effects like rising sea levels (Fox-
Kemper et al. 2021), a rise in unprecedented extreme weather events (Seneviratne et al. 2021)
or changes in the hydrological circle including the increased probability of droughts (Douville
et al. 2021).

Meanwhile, the extremely urgent need to reduce GHGs is also acknowledged by the political
decision-makers in the Paris Agreement wherein they agreed to keep global warming at well
below 2°C (United-Nations 2015). To achieve this goal, it is indispensable to have a precise
knowledge of the GHG concentration and to monitor the sources and sinks of GHGs: Precise
measurements enable to,

e monitor known sources (e.g.(Tu et al. 2022a; C. D. Jones et al. 2012)) and to examine if
the measures taken to reduce the emissions are successful (e.g. (Karimipour et al. 2019;
Baek et al. 2014; Kern and Jess 2021)),

e find sources of emissions unknown so far (e.g. (Lisboa et al. 2011; Riddick et al. 2019)),

e understand the interaction of the biosphere with the atmosphere with increasing tempera-
tures Stocker et al. 2013; Messerschmidt et al. 2013 and

e to provide input data for climate models.
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All this knowledge can help to better predict the future developments of the climate and hence
to better to mitigate and to adapt to the various effects of climate change.

For monitoring GHG sources and sinks there are two approaches:

The first is the so-called bottom-up approach. This approach considers natural sinks and source
(Schulze 2006; Hodson et al. 2011) as well as statistics of fossil fuel consumption to generate
emission inventories. An emission inventory considering only anthropogenic emission is for
example the EDGAR database (Crippa et al. 2022). However, the bottom-up approach needs
accurate knowledge of both, natural sources and sinks as well as anthropogenic emissions. For
example, Solazzo et al. 2021 found that in the EDGAR database the combined emissions of CO,
CH, and N,O the lower and upper limit of the 95 % confident interval —15 % and 20 %. However,
considering only a single sector like e.g. agriculture, the lower and upper limit of the 95%
confident interval for CO,, CH4 and N,O are —90 % and 118 %.

Therefore, top-down method as a complementary method to the bottom-up approach is used.
This method is based on the direct measurements of the GHG concentrations in the atmosphere.
The measurements can be collected, for example, by in-situ measurements like performed by the
GLOBALVIEW-CO2 network, led by the US-National Oceanic and Atmospheric Administration
(NOAA) (Cox et al. 2022), or by the ICOS network in Europe (Bergamaschi et al. 2022). However,
in-situ measurements have a low global coverage and do not consider the concentrations at
different heights. Another possibility to collect measurements is the usage of satellites. Equipped
with remote sensing and orbiting Earth in a sun-synchronous orbit they are able to provide
column-averaged dry-air mole fractions (DMF) covering a quasi-global area. Examples for
these are the Japanese Greenhouse Gases Observing Satellite (GOSAT) (Yokota et al. 2009),
the US-American Orbiting Carbon Observatory - 2 (OCO-2) (Crisp 2015) or the European
TROPOspheric Monitoring Instrument (TROPOMI) onboard of the Sentinel-5 precursor satellite
(Veefkind et al. 2012). This data can be used to retrieve the emission strength of various sources
worldwide (e.g. (Tu et al. 2022a; Zhang et al. 2020; Cusworth et al. 2021)).

To validate and calibrate the satellite-data ground-based reference measurements are needed.
Ground based FOURIER Transform Infrared (FTIR) spectrometers are well suited for this purpose
as the same measurement principle is used and hence, provide column-averaged DMFs as well.
Currently, there are three main FTIR networks:

e the infrared working group (IRWG) of the Network for Detection of Atmospheric Compo-
sition Change (NDACC) (Kurylo 1991)

e the Total Carbon Columns Observing Network (TCCON) (Wunch et al. 2011b) and

e the Collaborative Carbon Column Observing Network (COCCON) (Frey et al. 2019;
Alberti et al. 2022a).

While the NDACC-IRWG is measuring in the mid-infrared (MIR) spectral region, both, the
TCCON and COCCON are measuring in the near-infrared (NIR) spectral region.

The TCCON provides reference data for the validation for the measurements of several satellites
(Wu et al. 2018; Dils et al. 2014; Yoshida et al. 2013). The standard instrument of the TCCON
is the BRUKER IFS 125HR, spectrometer. These are high-resolution FTIR spectrometers which
support measurements with a maximum optical path difference of several meters. Therefore, the
spectrometers are quite large and heavy. Hence, they are hard to transport. To operate such an
instrument a good infrastructure providing a reliable power supply and experienced personal
are necessary. Therefore, there is a sparse distribution of TCCON sites all over the world: In
May 2023, there are 28 sites around the globe. However, they are not evenly distributed but
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mainly concentrated in the northern hemisphere. Therefore, the TCCON cannot provide a
global coverage.

To provide reliable reference data, it is important to ensure both the calibration of the network
as a whole as well as a high consistency of measurements at each site to avoid station-to-station
biases. For this purpose the TCCON uses several quality checks. The TCCON network as a
whole is calibrated to reproduce the units defined by the World Meteorological Organization
(WMO) (B. D. Hall et al. 2021) by comparing the TCCON measurements with column-averaged
trace gas concentrations which are derived from collocated profile observations by aircraft or
AirCore measurements (Wunch et al. 2010; Messerschmidt et al. 2011; Karion et al. 2010; Sha
et al. 2020). However, collecting such a profile data set is laborious and expensive. In addition,
the number of available in-situ profiles is too small to detect minor biases of individual TCCON
sites.

The TCCON uses different possibilities to monitor the proper functioning of the instruments.
The first is the supervision of the so-called instrumental line shape (ILS) of an instrument
using a low-pressure HCl gas cell (Hase et al. 1999). This method allows to check if the FTIR
instrument deviates from its nominal behavior. The second is the investigation of an technical
quantity called XAIR or XLUFT, which compares the vertical column of dry-air derived from an
FTIR measurement, with the column of dry air calculated from the ground pressure (assuming
a hydrostatic atmosphere).

Unfortunately, none of these two methods allows for a direct validation of the retrieved column-
averaged DMFs. The direct approach to compare the column-averaged DMF's would be to perform
side-by-side measurements with the spectrometers. For performing side-by-side measurements
a shipment of the spectrometers would be needed. However, as the 125HR instruments are
very, large shipping them to would be very expensive and laborious. Furthermore, the shipment
would misalign the spectrometer which also impedes a useful side-by-side comparison.

In 2012, at the Institute for Meteorology and Climate Reasearch - Atmospheric Trace Gases and
Remote Sensing (IMK-ASF) the EM27/SUN has been developed in cooperation with BRUKER.
This is a low-resolution FTIR spectrometer which became commercially available in 2014 (Gisi
et al. 2012). These instruments are used in the COCCON. As they are portable, relatively cost-
effective and easy-to-use, they were disseminated to various groups world-wide. By today more
than 150 EM27/SUN spectrometers are operating world-wide, either collecting measurements
at a stationary location or being used for temporary campaigns. The COCCON is tied to the
WMO scale by comparing the measurements of a reference EM27/SUN spectrometer which is
operated continuously in Karlsruhe with the co-located TCCON spectrometer. Furthermore, the
portability of the spectrometers allows for a side-by-side measuring of all COCCON spectrometers
with the COCCON reference before commissioning and being calibrated accordingly. This method
provides an elegant solution of the problem of the inter-network calibration which was discussed
for the TCCON before.

In this thesis, a new method for the site-to-site calibration of the TCCON network is investigated.
It is based on the usage of a portable EM27/SUN FTIR spectrometer as a traveling standard.
The conceptual idea is to ship a dedicated EM27/SUN - the “Travel Standard” to the different
TCCON sites to collect side-by-side measurements. By comparing the column-averaged DMF's
of the different TCCON sites to a common reference, it is possible to check the site-to-site
consistency of the network and also the instrumental health status.

This method has already been realized for a subset of TCCON sites by Hedelius et al. 2016 and
Mostafavi Pak et al. 2023. In this paper, the commissioning of a dedicated TS is presented which
aims to systematically check the TCCON sites, with special regard for the global scale. Up until
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now, the TS visited the TCCON sites in Tsukuba (Japan), in East Trout Lake (Canada) and in
Wollongong (Australia). Already scheduled are visits in Izana (Spain) and in Paris (France).

In this introduction, Chapter 2 gives the relevant background information about the atmosphere,
the climate change and remote sensing using F'TIR spectroscopy.

In Chapter 3, the TCCON and the COCCON are introduced. Furthermore, the results of the
reprocessing of the TCCON data collected in Karlsruhe with the latest retrieval software of
the TCCON is presented. In addition, the calibration of the latest retrieval software of the
COCCON network to the Karlsruhe TCCON site is shown.

In Chapter 4, the technical realization of the TS is given. This comprises the hardware, as
well as the monitoring of the instrument at its home base in Karlsruhe between the campaigns.
In Chapter 5, the results of the campaigns in Tsukuba, East Trout Lake and Wollongong are
presented and discussed. Finally, Chapter 6 summarizes the thesis and provides an outlook as
well as a discussion of the results.



Chapter 2

Theoretical Background

In this section, the theoretical background of this thesis is given.

The FOURIER Transform Infrared (FTIR) spectrometers used in this thesis are measuring
concentrations of mainly greenhouse gases (GHGs) in the Earth atmosphere. Therefore, the
first section introduces the Earth’s atmosphere as well as the Earth’s energy balance including
the green house effect and climate change in which the GHGs play a crucial role. After this,
the knowledge to understand the measurement principle of an FTIR is explained. The second
section gives a physical background of the absorption of radiation by different molecules. The
third section covers the FTIR spectroscopy which in this thesis is used for the analysis of the
atmospheric composition. The fourth section provides an overview of the principles of remote
sensing using FTIR spectroscopy.

2.1. The Earth’s Atmosphere and Climate Change

The Earth’s atmosphere is necessary for life on earth. Among others, it provides oxygen and
carbon dioxide for the metabolism of living beings, it absorbs harmful ultraviolet (UV) radiation
and heats up the surface temperature making it possible for humans to survive. Following,
the key features of the atmosphere are roughly explained. First, the composition and vertical
structure of the atmosphere is explained. Next, the radiation balance of the Earth, including
the green house effect and climate change, is discussed.

2.1.1. The Earth’s Atmosphere

First, its composition will be explained. Next, the stratification of the pressure and the
temperature are discussed.

Composition of the Atmosphere In the following, all concentrations given, if not stated
otherwise, always refer to dry-air (i.e. free from water vapor). The constituents of the atmosphere
can be separated into two types. The first type includes gases with very little variation in space
and time which hence can be assumed as constant. These are listed in Table 2.1 together with
their molar masses. The three most prominent gases, N2, O, and Ar make up 99.9 % of the total
atmosphere. The concentrations of the second type are variable in their spatial and temporal
distribution and are called the trace gases. Furthermore, there are small particles called aerosols
which also contribute to the atmosphere.
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Table 2.1.: The composition of the seven biggest constituents of the Earth’s atmosphere. The mixing ratios are
given without taking water vapor into account. For mixing ratios with a suffix of 107 the more common unit is
[ppm]. Taken from (Roedel and Wagner 2017).

Component | molar mass M | volume mixing
(gmol™1) ratio (%)

Nitrogen, N, | 28.02 78.09

Oxygen, O, | 32.00 20.95

Argon, Ar 39.94 0.93

Neon, Ne 20.18 18.21-1074

Helium, He | 4.003 5.24-1074

Krypton, Kr | 83.8 1.14-107*

Xenon, Xe 131.3 0.087-1074

Air 28.97

With respect to their contributions to the climate, the most important trace gases are H,O (water
vapor), CO, (418 ppm), CH4 (1900 ppb) and N;O (337 ppm). The numbers given in brackets are
volume mixing ratios in parts per million (ppm) or parts per billion (ppb). For CO,, CH; and
N,O, the values are measured at the MAUNA LOA OBSERVATORY in Hawaii in September 2022
(Lan et al. 2022; K.W. et al. 2022; Dutton and B. Hall 2022). All three gases show an annual
cycle and an increase over time. At the MAUNA LOA OBSERVATORY, for CO, the annual growth
rate averaged over the last 10 years is approximately 2.4 ppm/a but shows an increasing trend.
For CH4 the growth rate is more variable and was in average approximately 10 ppb/a in the same
period. For N;O the growth rate is approximately 1ppb/a.

For water vapor no average concentration can be given because it strongly depends on the
ambient temperature of the atmosphere and hence has a strong spatial and temporal variation.
Its volume mixing ratio ranges from 1% to 4% (B. Klose and H. Klose 2016).

A further trace gas is CO. The column-averaged dry air mole fraction of CO measured in
Karlsruhe in September 2022 is 83 ppb (compare with Figure 3.3. It shows a strong annual
cycle with values of 70 ppb to 140 ppb. Its concentration is significantly less than the trace
gases mentioned above. However, it is an important trace gas in the context of greenhouse gas
measurements.

Even though the trace gases contribute less than 0.1% to the volume of the atmosphere, they
represent a strong contribution to the key features of the atmosphere, due to their chemical
and physical properties, like the absorption of UV-radiation (Moéller 2019) or the heating of the
atmosphere due to the greenhouse effect (see section 2.1.2.2).

In terms of volume mixing ratios, the atmosphere can be divided into the homosphere and the
heterosphere. The homosphere extends up to approximately 100 km. Up to there, because of
the collective, turbulent mixing of the air, the volume mixing ratio is almost constant. In the
heterosphere, the different molar masses of the molecules in the atmosphere lead to a separation
of the different molecules.

Pressure Profile For approximating the pressure of the atmosphere at a certain height, an air
parcel of volume V can, in good approximation, be described by the ideal gas law:.

p-V:NkBT@k%Tzvzp. (2.1)
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A
z
z A p Figure 2.1: Illustration of an air parcel in an hydro-
static atmosphere. The pressure at z + dz is lower
by —dp than p at height z. l.e. the air parcel in-
creases the pressure by dp at height z. Taken with
z-dz P+ d b adaptions from (Roedel and Wagner 2017).

With p the pressure, N the number of molecules in the parcel, p its number density, V its
volume and T its temperature. kg is BOLTZMANNSs constant. For deriving the pressure profile
of the atmosphere, a hydrostatic balanced atmosphere is assumed. This allows to divide the
atmosphere in small air parcels as depicted in Figure 2.1. It demonstrates that an air parcel of
volume V = A - dz increases the pressure at height z — dz by the amount dp. Here, A describes
an arbitrary area. This increase of pressure is due to the force F = —mparcel - g, created by the
gravity accelerating the air within the parcel downwards with the acceleration g:

dp _ _E _ _mparcel g9
A A

The minus sign is needed here, since the force is directed towards the —z direction. The

mass of the air parcel can be expressed by the number density p, the molar mass of dry air

M =0.028 97 kg mol '

(2.2)

pV pAdz
Mparcel = M- N_A =M- N . (23)
The AVOGADRO constant N4 is needed here to convert the molar mass to a mass per total
number of particles. Using (2.1) to substitute p in (2.3) and inserting it in (2.2) yields the

differential equation:

dp g(z)M
i P AT 2.4
az? NakgT(z)’ (2:4)
which can be solved to:
= ogZ)M
Z) = po - exp| — ——d7'|. 2.5
p(2z) = po - exp o, NaksT(z) (2.5)
~—_—————
YH(2")

Here, py is the ground pressure at sea level. In general, the gravitational acceleration g as well
as the temperature of the atmosphere T depend on the height z. H(z) is known as the scaling
height. Assuming a constant temperature and acceleration, the integral can be solved easily.
This assumption is valid for small height differences. Assuming a temperature of 290K (16.85 °C)
and an acceleration of g = 9.81m/s* representing the average conditions at sea level, gives a
scaling height of approximately 8.5 km.
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Temperature Profile The explanation given in the upcoming section strongly follows Efremenko
and Kokhanovsky 2021 and B. Klose and H. Klose 2016. In the atmosphere, five different layers
can be identified: the lowermost is the troposphere, followed by the stratosphere, the mesosphere,
the thermosphere and, finally the exosphere. After each layer there is a change in the sign of
the temperature gradient. At the turning points between the layers there is a small area where
the temperature stays approximately constant which is called “pause”.

The troposphere is ~ 6km (in the polar region) to ~ 18km (in the tropical regions) thick.
Assuming a standard atmosphere, starting from 15°C at the ground the temperature decreases
by approximately 6.5 °C per kilometer until reaching approximately —70 to —80 °C (in the tropical
region) and —50 °C (in the polar region) at the top of the troposphere. In reality, the temperature
in the troposphere strongly varies in dependence of the season, the latitude and the weather.
The troposphere includes up to 90% of the total mass of the atmosphere. Hence, it is the layer
where most of the weather phenomena take place. Its temperature profile mainly depends on
convective uplift of warm air which, due to the decrease of pressure, cools down when rising to
a higher altitude (compare with equation (2.1)). The troposphere ends with the tropopause.

The stratosphere extends from the end of the troposphere up to about 50 km. The temperature
increases until approximately 0 °C at the stratopause. The reason for the heating is the absorption
of UV-radiation by ozone. Because of the strong temperature decline in the troposphere and
therefore the decreasing capability of the air to keep water vapor, the stratosphere contains
almost no water.

In the mesosphere, the temperature decreases to approximately —90 °C at a height of approx.
80 km. There, the lowest temperatures in the Earth’s atmosphere are reached.

The thermosphere and the exosphere are the two outmost layers. The thermosphere extends
from 80 to 90km up to 500 and 1000 km where the exosphere continues. The temperatures
can reach up to 2000 K. However, because of the low particle density one can hardly assign a
temperature in terms of gas kinetic particle movement but merely uses the radiation intensity
as a measure of temperature.

2.1.2. Energy Balance and Greenhouse Effect

Life on earth is driven by the radiative power of the sun. The sunlight warms up the atmosphere
and is the driving force of the weather. Without the energy of the sun, no life on earth would
be possible. In the next section, the physical laws to describe the radiative energy balance on
earth are presented. Therefore, the greenhouse effect and subsequent the climate change is
explained.

2.1.2.1. The Physical Laws of Thermal Radiation

The following chapter is mainly based on Roedel and Wagner 2017 and Efremenko and
Kokhanovsky 2021.
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Figure 2.2.: The spectrum of two black bodies with temperatures T = 5700 K representing the Sun and T = 288K
representing the Earth. It can be seen that the maximum for bodies with higher temperatures is at higher
wavenumbers (and also higher frequencies). Both curves have been normalized to unity. The maximum of the
Sun divided by the Earth maximum is 7752.6.

All matter permanently absorbs and emits electromagnetic radiation. The spectral distribution
of the emitted radiation is described by PLANCKs law, in the following given in dependency of
the frequency v and the wavenumber 7 (Kramm and Molders 2009):

2hv? 1
B(v,T) = : - ) (2.6)
exp (kTVT) -1
1
B(#,T) = 2hc* (2.7)

exp (hev/(kgT)) — 1

B describes the spectral emitted power per unit area and unit solid angle. h is PLANCKs constant,
¢ the speed of light in vacuum, kg BOLTZMANNs constant and T the temperature. The Formulas
(2.6) and (2.7) assume a idealized body, which absorbs all incident electromagnetic radiation,
independent of the frequency or the angle of incidence of the radiation.

The wavenumber ¥ is a quantity often used in spectroscopy. It has a dimension of cm™" and is
defined as v = 1/(100-1), with A being the wavelength in meters. The factor 100 is needed to convert
the wavelength from meter to centimeter, which is the unit of the wavenumber. An example
spectrum of a blackbody with temperature T = 5700K (the approximate surface temperature of
the Sun) and a blackbody with T = 288K (the approximate surface temperature of the Earth) is
shown in Figure 2.2.

1

For the calculation of the Earth’s energy balance, the total power P emitted by a body is needed.
To get this, (2.7) is integrated over all frequencies and a hemisphere the body radiates to:

2 /2 o0
F= / / / B(v, T)dv cos(0) sin(68)d0d¢ (2.8)
0 0 0
* 2h? 1
= n/ ZV - dv (2.9)
0 ¢ exp (,@—"T) -1
2 k3T3 o0 133 1
=2 h3V3 dx (2.10)
hc 0 kBT exp (%) -1
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The cos(8) in (2.8) is a result of the application of LAMBERT’S COSINE LAW (Asimellis 2020).
Substituting x = kI}B—VT leads to the differential dx = kBLTdv which gives:

2mkETH oo y3p—x —x d
= B / xe dx with ¢ = e ™
hcz J, 1-eX l—e™ &
2wkiTd & o0
B —
= . Z/O xle dx (2.11)
n=1
27rk§T4 > 6 27rk;§T4 4
T TR T e 15 (2.12)
n=1
27k
B 4 4
=—T"=0T". 2.13
15h3¢2 ? ( )
———

o

The integration in (2.11) is done by integration by parts. The sum in (2.12) can be evaluated
using RIEMANNs Zeta-function (Kerner and Wahl 2013).

Equation (2.13) is known as the STEFAN-BOLTZMANN-law. It describes the total power a body
is emitting per unit area. The constant ¢ has a numerical value of o = 5.67 x 1078 W/m?k# and is
known as the STEFAN-BOLTZMANN-constant.

Equation (2.13) is only applicable for a black body. This means a body which is able to absorb
all the radiation hitting it. The materials observed in the real-world deviate from the perfect
black body. This is considered by introducing the emissivity ¢ which is in the range 0 < € < 1.
In other words, the emissivity can be described as the radiation efficiency of the real-world body
divided by the radiation efficiency of an ideal black body as described by PLANKs law.

For the upcoming consideration, it is important to note that these equations are also valid for
gases. Furthermore, the emissivity in general depends on the wavelength, which will be indicated
by the subscript in €.

To summarize this section, a body in thermal equilibrium emits and absorbs the same energy
amount of electromagnetic radiation. The spectral dependency of this absorbance and emittance
is described by the PLANK-law ((2.6)). Integration over all angles and wavelength leads to
the STEFAN-BOLTZMANN-law (2.13) which gives the total power of the absorbed and emitted
radiation in dependency of the temperature.

2.1.2.2. The Earth as a Black Body: Energy Balance and the Greenhouse Effect

In a first approximation, the earth can be assumed to be a black body in thermal equilibrium.
Subsequently under this assumption the expected temperature of Earth‘s surface is calculated.

For this it is necessary to know the power flux density of the Sun at the Earth’s orbit around
the Sun. This is called the solar constant Sy ~ 1360 Wm™2. It is determined by e.g. satellite
measurement outside of the Earth’s atmosphere (Crommelynck et al. 1996; Frohlich and Lean
2004). It is important that this is not a physical constant like e.g. BOLTZMANN’s constant
kg. The Earth has a cross-section of a disc with the Earth’s radius Rg. The radiating surface,
however, is a sphere. Thus, the average power flux S per square meter is:

R2 S
S=8—L5 == ~340Wm?. (2.14)
4nR;, 4
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Figure 2.3.: A simplified model of the Earth’s energy balance. At the left-hand side panel, no atmosphere is
assumed. The incident sunlight is partly reflected and partly absorbed. The amount of the reflected light is
described by the albedo A. (the two arrows on the very left). The surface emits the radiation determined by the
STEFAN-BOLTZMANN-law with the equilibrium surface temperature Ts.

At the right-hand panel an atmosphere is considered. The atmosphere and the surface both are at their equilibrium
temperature T; and Ty, respectively. The shortwave radiation coming from the sun and reflected at the surface
can pass the atmosphere without interaction. The radiation emitted by the surface is partly absorbed by the
atmosphere (described by the emissivity €;), which heats up the atmosphere. The atmosphere emits the same
amount of radiation back to space and back to earth.

Not all of the radiation hitting the Earth’s surface is absorbed but some of it is reflected back.
This is considered by a quantity called the albedo A. It is a measure of the reflectance of
the surface and is defined by a value ranging from 0 (no reflection) to 1 (complete reflection).
Different surfaces on Earth have different albedos. For example, snow and ice have an albedo
close to unity, whereas forests and the ocean have a lower albedo (Efremenko and Kokhanovsky
2021). Averaged over the whole surface, the Earth’s albedo is A ~ 0.3.

The power of the absorbed and the emitted radiation must be equal: Now, by treating the
Earth as a thermal emitter with A = 0.3 and ¢ = 0.95 the Earth’s surface temperature Ty can be
calculated because the power of the absorbed and emitted radiation must be equal (Compare
with Figure 2.3, left panel):

S
Z°(1 —A) = o€, T . (2.15)

This results in a surface temperature of T, = 258 K = —15°C. The observed mean surface
temperature on Earth, however is 15°C. The reason of the temperature difference is the
atmosphere, which was not considered in this model.

In a more advanced model, the atmosphere is considered to be a thermal infrared emitter
surrounding the earth as a second layer on top of the surface. See right-hand side in Figure 2.3.
Assuming that both the surface and the atmosphere are in thermal equilibrium, they have the
temperature Ty and T, respectively. The long wave radiation emitted by the sun and reflected by
the surface can pass the atmosphere without interaction. The radiation emitted by the surface
is partly absorbed by the atmosphere (described by the emissivity €,) and thus heats up the
atmosphere. The atmosphere emits the same amount of radiation back to space as it emits back
to Earth. The atmosphere has the equilibrium temperature of T,, the emissivity of €, and an
albedo of A =0. This model can be described by the two following equations:

S
;0T =(1 - A)ZO +eq0T! (2.16)

50T =(1 - €,)€50T + 2e,0T, (2.17)
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Figure 2.4.: The Earth’s surface anomaly and GHG concentrations from 1850 until now. The top panel shows the
temperature anomaly of the average surface temperature on Earth relative to the period 1961 - 1990. The blue
shaded area is the 95% confidence interval. The data is taken from (Morice et al. 2021). The middle and lower
panel show the dry-air mole fraction of CO; and CH4. The blue curves are both in situ values measured at the
Mauna Loa observatory in Hawaii ((K.W. et al. 2022) and (Lan et al. 2022)). In orange, reconstructed data from
several sources are plotted (Meinshausen et al. 2017).

Equation (2.16) describes the condition for thermal equilibrium of the surface. Equation (2.17)
describes the condition for thermal equilibrium at the atmosphere. The two equations can
be solved for the two unknown values T, and T;. Using €, = 0.75, ¢, = 0.95, A = 0.3, the
obtained surface temperature is T; =~ 287K = 13.85°C. This is in good agreement with observed
temperatures (P. D. Jones et al. 1999).

The effect depicted by the model above is called the greenhouse effect. The shortwave radiation
coming from the sun is mostly penetrating the atmosphere. Whereas the long wave radiation
emitted by the earth is absorbed into the atmosphere by the so-called greenhouse gases (mostly
H,0, CO,, N;O and CHy ) causing the Earth’s surface temperature to rise. The simple calculation
with and without taking the atmosphere into account, shows that life on Earth would not be
possible without the warming that can be traced back to the natural greenhouse effect.

2.1.2.3. Climate Change

Since the beginning of the industrial era in the 18" century, the concentrations of GHG in the
atmosphere increased significantly due to the burning of fossil fuels. CO, incremented from
around 280 ppm in 1850 to approximately 420 ppm in 2022 (Meinshausen et al. 2017; K.W. et al.
2022). This is an increase of 50 %, which means that the CO, concentration is now 150 % of the
value back in 1850. Similar CHy incremented by 137% from 808 ppb in 1850 to 1915 ppb in 2022.
This is visualized in Figure 2.4.

The increase of GHGs in the atmosphere causes a warming in the atmosphere due to the
greenhouse effect. Since the temperature increase is due to the anthropogenic emission of GHGs
this is also called the anthropogenic greenhouse effect. The temperature increase is visualized in
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the upper panel in Figure 2.4. The two lower panels show the concentration of CO, and CHy in
the atmosphere. The data labeled with “reconstructed” is taken from Meinshausen et al. 2017
which is reconstructed using historical GHG concentrations including many different sources.

The mechanism of the temperature increase is explained schematically by the model described
in Section 2.1.2.2. There, an increase in GHGs is represented by an increase of the emissivity ¢,
of the atmosphere. This causes a smaller fraction of the long wave radiation emitted by the
Earth surface to be transmitted to space and more radiation being reflected back towards the
surface.

The Intergovernmental Panel for Climate Change (IPCC) is an intergovernmental, scientific
body of the United Nations with the purpose of increasing the scientific knowledge about climate
change and its consequences. The changing climate causes a lot of different phenomena, among
others rising of the sea level, an increased frequency and strength of extreme weather events
and melting polar ice shields (Portner et al. 2022). The mechanisms connecting the increase
of GHGs, the increase of the global mean temperature and the phenomena described above
are very complex and interconnected which each other (Arias et al. 2021). Hence, they are not
described in further detail. Further details can be found in Arias et al. 2021.

An important part in fighting and monitoring climate change is to monitor the amount of GHGs
in the atmosphere. This thesis will contribute to this attempt by increasing the consistency of
remote sensing measurements of CHy and CO; in the framework of the Total Carbon Columns
Observing Network and the Collaborative Carbon Column Observing Network (compare with
section 3).

Asides from the direct GHGs, another important gas is CO because of the following reason: CO
is a product of the incomplete combustion of fossil fuels, of industrial processes and biomass
burning. Hence, it can be used to detect wildfires and also inefficient burning processes of fossil
fuels. Furthermore, CO reacts with other gases which represents that it has an indirect influence
on the concentration of GHGs in the atmosphere (Daniel and Solomon 1998). The two main
reactions are going to be described in the following. The reaction with OH is acting as a sink
for CO is (Spivakovsky et al. 2000):

CO+OH— CO, +H . (2.18)

On the other hand, OH reacts with CH4 and hence it is a major sink for CHy:

CH, + OH 2% CH;0, + H,0 . (2.19)

Equation (2.18) leads to an increase in CO; and prevents the depletion of CHy. Hence, CO has
an indirect influence on the climate change.

2.2. Molecular Spectroscopy

In order to understand the physical background of the absorption of radiation in the atmosphere,
the interaction of molecules with electromagnetic radiation is investigated in this section. The
absorption and emission of radiation by molecules must be treated taking into account quantum
mechanics. By doing so, it is found that the energy of a quantum mechanical system can only
be at discrete levels (Demtréder 2018; Wolf and Haken 2006). By absorbing radiation, the
molecule is excited to a higher discrete energy level. The emission of radiation is vice versa the
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de-excitation of the molecule to a lower state. Since energy is correlated with frequency, only
frequencies matching the difference of two levels can be absorbed or emitted.

The effects shaping the energy levels are described in this section. First, the general principles
are derived. For simplicity, only diatomic molecules are considered here. Next, it is briefly
explained what needs to be taken into account for polyatomic molecules. Lastly, the line shapes
of the spectral lines are discussed. This section is based on Demtroder 2018 and Wolf and Haken
2006.

2.2.1. Diatomic Molecules

Molecules are made of two or more atoms being bound together by different type of bonds:
chemical bonds like the covalence bond, the ionic bonds, VAN-DER-WAALS bonds and hydrogen
bonds. In this section, only molecules consisting of two atoms are considered for deriving general
principles.

In quantum mechanics the state of a molecule is described by the current total energy Eiy of
the molecule. It can be divided into the energy of the electrons E.j, the energy of the rotation of
the molecule E,; and the energy of the vibration of the molecule Ej,. In an accurate treatment,
the energy of the electrons and the rotational and vibrational motion of the atoms are coupled.
In good approximation, known as the BORN-OPPENHEIMER-APPROXIMATION, this coupling can
be neglected and the energies can be summed up and treated independently:

Eiot = Eel + Epor + Evib- (220)

The energies of the vibrational and rotational states are mostly in the infrared (IR)-range of
the electromagnetic spectrum (wavelength A = 1mm to A = 690nm). For the energies of the
electronic excitation there are a few in the IR but most of them in the visible-range (A = 690 nm
to A =380nm) and the UV-range (4 =380 nm to A = 10nm) of the light. In this thesis the focus
is put on the IR spectrum of the light. Therefore, electronic transitions are not considered
further here.

2.2.1.1. Vibrational spectra
Following, the vibrational states of a two atomic molecules are derived. First a harmonic

potential of the bond energy is assumed. In a second step, this is extended to a more general
description.

Harmonic oscillations In a first approximation, the vibration of the molecules is described by
using a harmonic potential, i.e. the restoring force of the molecular bond is proportional to the
elongation. For a harmonic oscillator the SCHRODINGER equation can be solved analytically. Its

energy levels are:
1 k
Evip = ho (v+ 5) with o = \/j (2.21)
U

Here, A is the reduced PLANCK constant, v = 0,1,2,... the quantum number numbering the
oscillation states and w the vibration frequency determined by the force constant k and the
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Dissociation Energ Figure 2.5: Schematic plot of the Morse-
= potential and the harmonic potential. For low
quantum numbers v (v = 0,1) there is a good
agreement of the energy levels. For larger
quantum numbers, the energy levels of the
MORSE-potential are lower compared to the
ones of the harmonic oscillator. Furthermore,
they are not equidistant anymore. Image
is taken from https://commons.wikimedia.
org/w/index.php?curid=660816, last access
---- 2023-05-11
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reduced mass py = % The energy difference of two energy levels is AE = hw. Since the

selection rules for the harmonic oscillator are Av = +1, the vibrational spectra only have a single
absorption line at the energy AE. To connect the values directly to wavenumbers the symbol
Fzﬁzgzﬁisused:

hw

AF,p = — . 2.22
b7 e ( )

Anharmonic oscillations For the lower energy state, the harmonic oscillator is a good approxi-

mation. For higher energies however, it cannot reproduce energy levels correctly. For example,

this theory does not allow a molecule to dissociate which however, is observed in reality. An
often-used empirical approximation for a real potential is the so-called MORSE-potential:

2

Vinorse (%) = D, [1 - e-““-’e)] . (2.23)

Here, D, is the dissociation energy, r the distance between the nuclei, r. the equilibrium

distance and a = h—‘:(ﬂ/zDe)l/Z. It is depicted in Figure 2.5 together with the harmonic potential.

Solving the SCHRODINGER equation with (2.23) provides the energy levels which are in good

approximation:
1
1—x.|Vv+ 5

The first part is equal to the energy levels of the harmonic oscillator. The second part is due to
the inharmonicity of the potential. As a consequence, the energy levels are no longer equidistant.
Furthermore, the selection rules are extended to be Av = +1, +2, +3,... . However, the probability
to excite a transition with |Av| > 1 however, is small. For the spectrum of the vibrations, this
represents not only a single line but more lines which are converging for larger v and due to the
decreasing probability are lower in their intensity.

how
4D,

with x, = (2.24)

1
Evib = hw (V+ 5)

2.2.1.2. Rotational spectra
Rotation is a further degree of freedom of molecules. Here, the energy states of molecular

rotation are derived. First, a rigid rotator is assumed which is extended afterwards to a more
realistic non-rigid rotor model.
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Rigid rotator In a first approximation, the distance r between the two atoms is assumed to be
constant. Using this approximation and a semiclassical approach, it is possible to derive the
energy levels of the rotation. The rotational energy in classical mechanics, E,q is:
1 L?
Epor = —l? = =, 2.25
T Tl (225)
with I the moment of inertia, and w the angular velocity. Using the classical definition of the
angular momentum |L| = Iw to replace w the right-hand term in (2.25) is derived. The moment
of inertia of a two atomic molecule with distance r, between the atoms is:

I=npr*. (2.26)
Here, p = % is the reduced mass. Using the absolute square of the quantum mechanical
angular momentum:

ILI> = 2] (J + 1), (2.27)

with the quantum number J =0,1,2,3,... and inserting (2.27) in (2.25) gives the energy levels of
the rigid rotator:

2
Erot =

JU+1) . (2.28)

2ure

The selection rules for J are AJ = +1. With this, the transition energies hence become:

hZ
AErot = Erot(] + 1) - Erot(]) = ;IT(J + 1) . (2'29)

In terms of wavenumbers this can be expressed by:
AF,o = 2Be(J + 1), (2.30)

with B, = "/2ur2he which is known as the rotational constant. This means that the rotational
spectrum of diatomic molecules is a series of equidistant lines with a distance of 2B,.

Non-rigid rotator In experiments, it was found that the absorption lines of rotational spectra
are not equidistant, but their distance is decreasing with increasing quantum number J. This
is because the approximation of the rigid rotator neglected the centrifugal force, which results
in a widening of the equilibrium distance r. between the atoms. For taking this into account,
it is further assumed that the force of the bond between the atoms is a result of a quadratic
potential ¢(r) =12k - (r —r.)? with a constant k and the distance r between the atoms. The
restoring force of the bond must be equal to the centrifugal force:

pro® =k(r—re) . (2.31)
With w? = % = % it is possible to write:
RJ(J +1)
r—re= W . (232)
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2.2. Molecular Spectroscopy

Here again, the correspondence principle to replace the angular momentum by its quantum
mechanical version is used. Consequently, the total energy in the rotation molecule is:
2

1
Eror = JU+D) +sk(r=re)? (2.33)
Ure 2
Since r & re, it is possible to replace r by r, in (2.32). Inserting this is in (2.33) gives:
h? o, )
Eot = . +1) — +1)°. 2.34
= o JUJ+1) 20 krS] (J+1) (2.34)

Expressing it in terms of wavenumbers gives:

Frot = BZ.](] + 1) - Defz(] + 1)2 . (235)

Here, the so-called distortion constant D, = 7*/2p2krShe is introduced. Using the selection rule
AJ = £1 the energy difference between two levels can be calculated by:

AFor = 2B.(J + 1) —4D.(J +1)° . (2.36)

Compared to the rigid rotator, the energy levels are decreased by the second term.

2.2.1.3. Rovibrational spectra

Through experiments a combination of the vibrational and the rotational spectrum is observed.
These are called the rovibrational spectra. Neglecting coupling between the vibrational and

the rotational states it is possible to write the energy of the rovibrational states as the sum of
both:

Erovib = Erot (]) + Evib(V) . (237)

A more detailed description which considers the coupling of both is given in (Demtréder 2018;
Wolf and Haken 2006). The energy difference of the vibrational states is significantly larger than
for the rotational states. A typical energy level scheme is shown in Figure 2.6. The rotational
states with a single dash (J’) are added to the vibrational state with v/ = 1. The rotational
states with a double dash (J”) are added to the vibrational state with v = 0. In blue, the
transitions with Av = +1 and AJ = —1 are drawn. These transitions result in the lines of the
P-branch. In red, the transitions with Av = +1 and AJ = +1 are drawn. These transitions result
in the lines from the R-branch. With dashed green, the transitions with Av =1 and AJ =0 are
drawn. These transitions are only allowed for molecules with their angular momentum being
parallel to their symmetry axis. If B, and D, are equal for both rotational levels of the transition,
then the Q-branch is a single line. Otherwise, it consists of several tightly spaced lines.

The intensity distribution within the single branches is mainly determined by the number
Nj of the population of the single rotational energy levels. It can be described by using the
BOLTZMANN statistics. For simplicity, only the energy levels of the rigid rotator are used:

Ej-Eyp _ hcBeJ (J+1)

Njoc (2] +1)e %87 o (2] +1)e  *T . (2.38)

For small J, the factor 2] + 1 dominates. Hence, the line intensities are increasing. For larger J,
the exponential function is dominating and the intensity is decreasing. The maximum between
the two states can be calculated by taking the derivative of (2.38):

f kT
]max - ZBehC -

(2.39)

N | =
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Figure 2.6.: A schematic drawing of a rovibrational spectrum in the left panel and the corresponding level scheme in
the right panel. All rotational states with the one and two-dashed J values are split up on top of the energy levels
of the vibrational state. In blue, the transitions with Av = +1 and AJ = —1 are drawn. These transitions result in
the lines of the P-branch. In red, the transitions with Av = +1 and AJ = +1 are drawn. These transitions result
in the lines from the R-branch. With dashed green, the transitions with Av =1 and AJ = 0 are drawn. These
transitions are only allowed for molecules with their angular momentum being parallel to their symmetry axis. If
Be and D, are equal for both rotational levels of the transition, the Q-branch is only a single line. Otherwise, it
consists of several tightly spaced lines. The figure is adapted from (Wolf and Haken 2006).

2.2.2. Polyatomic Molecules

In the section above, only diatomic molecules were discussed. For polyatomic molecules the
description is more complex, since more than one vibrational and rotational direction is possible.
In general, an N atomic molecule has 3N degrees of freedom (DOF). To describe translational
movements, 3 dimensions are needed. A non-linear molecule can rotate around three main axes
of inertia. Hence, 3 DOF's are needed to describe the rotation. For linear molecules however,
only 2 possible rotational modes have to be considered. This is because a rotation around
the axis of the molecule is not connected with a rotation of the nuclear skeleton but with the
rotation of the electronic shell and is accounted for when considering the electronic movements.
Hence, only 2 DOFs are needed for the rotation of linear molecules. This gives f = 3N - 6/5
different vibrational modes for linear/non-linear molecules. To describe these different modes, it
can become necessary to introduce further quantum numbers.

It is not possible to give a general formulation of the energy levels of polyatomic molecules.
Their derivation and even the energy level structure can become quite complex. Therefore, this
is not developed further here. For more details see, (Demtréder 2018; Wolf and Haken 2006).
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2.2. Molecular Spectroscopy

2.2.3. Spectral Line Shapes

In the previous sections for the absorption and emission of spectral lines it was assumed that
they are §-shaped, i.e. they are only emitting and absorbing at a monochromatic frequency.
Measured spectra, however, show that the lines have a certain width and shape, the so-called
spectral line shape. In the following, three contributions are discussed: The natural line shape,
the DOPPLER-broadening and the pressure broadening. These three contributions are explained
and subsequently the VoicT-profile is explained, an approach to combine the described effects.

2.2.3.1. The Natural Line Shape

The natural line shape applies to all observed lines. It is a result of the finite lifetime At of the
excited states in every system. Due to the energy-time uncertainty relationship of quantum
mechanics, the finite lifetime results in an uncertainty AE of the energy levels. This causes a
Lorentzian line shape. The typical full width at half maximum is in the order of v = 8x1078 cm™!
(see (Hase 2000)). In the field of atmospheric remote sensing, the contributions of pressure and
DopPPLER-broadening, are dominant. Hence, the natural Line shape can be neglected.

2.2.3.2. Doppler Broadening

The DOPPLER broadening is induced by thermal motion of molecules in a gas. Since the
individual molecules in a gas are moving with different velocities, the sum of the shift induced
by each molecule results in a broadening of the absorption lines. Assuming a molecule is moving
with the velocity v, the wavenumber ¥ of the observed absorption of emission is changed relative
to the wavenumber of a molecule in rest 7y by (Haken and Wolf 1987):

7= 7 (1 . —) . (2.40)

For a gas in thermal equilibrium, the number of molecules n in the interval [0,v + dv], which are
moving in the same direction as the radiation wave under consideration, is given by a GAUSSIAN

distribution:
m mo?
=N - . 2.41
n(v)do , lzﬂka exp [ ZkBT] do (2.41)

Here, N is the total number of molecules and m their mass. This results in the line shape:

M} (2.42)

Pp(7) « exp [ 2ksTTe

The line width 7p is defined as the full width at half maximum (FWHM) and is given by:

~ . [8kgTIn(2
Aip = vm/Bm—cz() . (2.43)
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2.2.3.3. Pressure Broadening

Pressure broadening is also known as collision induced broadening, since it originates in the
collision of molecules with each other. This results in a shortened lifetime of the excited states.
Considering the energy-time uncertainty relation, this leads to an increased line width. The line
shape is described by a LORENTZIAN function:

1y

(2.44)

Here, y is the scale parameter, describing the half width at half maximum of the function. The
values for y can be estimated by the mean time between two collisions 7..;:

1 T
= with 7oy o £ . (245)
27TCTeoll p

2.2.3.4. The Voigt Profile

For the conditions in the atmosphere the pressure and the DOPPLER broadening are of the same
order of magnitude, both effects contribute to the final line shape. This can be modeled by the
so-called Voigt profile which is a convolution of the pressure and the DOPPLER broadening;:

(9]

Py (V) = (P, ® Pp)(V) = / P,(¥")Pp (¥ = ¥")di" . (2.46)
It is not possible to solve this equation analytically. To solve it numerically in an efficient way,
there are several approximations in use, see e.g. (Liu et al. 2001).

2.3. Fourier Transform Infrared Spectroscopy

FTIR spectroscopy is a well established spectroscopic tool in many fields of science. It is used
to obtain the infrared spectrum of a probe. It is based on a two-beam interferometer and
the FOURIER transformation. In this thesis it is used to measure the concentration of GHG
in the atmosphere. First, the FOURIER transformation is introduced. Next, the MICHELSON
interferometer is presented and the theory of FTIR spectroscopy is derived. Finally, the most
relevant deviations of a real-world spectrometer compared to an ideal spectrometer are described.
The content of this chapter is based on (Griffiths et al. 2007; Davis et al. 2001).

2.3.1. The Fourier Transformation
This section gives an introduction to the analytical FOURIER transformation as well as some

important theorems. Furthermore, the numerical implementation, including important features
of the numerical implementation, are presented.

20



2.3. Fourier Transform Infrared Spectroscopy

2.3.1.1. The Continuous Fourier Transformation

The FOURIER transformation is a mathematical tool to decompose a continuous signal I(x) into
a spectrum S(v)

The transformation ¥ and the inverse transformation ! are defined as:

(o)

) = FUCNG) = [ 1, (2.47)

—00

I(x) = FYS(P)(x) = / WS(a)eiZ”ﬁXda . (2.48)

—00

In the following, an important characteristic of the FOURIER-transformation is derived. Using
EULERSs identity the complex exponential can be rewritten as:

F(I(x)(v) = [ool(x) [cos(2xix) — isin(27ix)] dx
= /OOI(x) cos(2xix)dx — i/ooI(x) sin(27vx)dx . (2.49)

This allows to split the FOURIER transformation into a real and an imaginary part. From this
form an important feature can be derived.

If the function I(x) which is to be transformed is an even function (i.e. I(x) = I(—x)), the
imaginary part in (2.49) becomes zero, because sin(27vx) - I(x) is odd and is integrated over
symmetrical limits, which results in 0. In contrast, if I(x) is odd, the integration becomes
non-zero. This causes both, the real and the imaginary part in (2.49) to be non-zero. This
means, the FOURIER-transform of an even function results in a purely real function.

The Rayleigh Theorem The RAYLEIGH theorem states that the integral from —co to oo of the
absolute square of a function I(x) is equal to the integral of the absolute square from —oo to oo
of its FOURIER-transform,

/w [I(x)|%dx = /w IS(V)|d7 . (2.50)

(o8] [e9)

Zeroth Moment Theorem The zeroth moment theorem states that the integral of a function
from —oo to oo is equal to the central ordinate of its FOURIER-transform. This can be seen easily
when substituting x = 0 and 7 = 0 in Equations (2.47) and (2.48) which gives,

5(0) = ‘[00 I(x)dx (2.51)
1(0) :/_ S(7)dv (2.52)

2.3.1.2. The Discrete Fourier Transformation
The Equations (2.47) and (2.48) can only be applied to continuous functions. Every measured

signal, however, is only available at discrete measurement points. Therefore, a method to apply
the FOURIER to discrete functions is needed.
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Chapter 2. Theoretical Background

The Nyquist Theorem Before the discrete FOURIER-transformation is given, the NYQUIST-
theorem is introduced first, which is very important to consider, when dealing with discrete
functions. The NyYQUIST-theorem provides a limit to the minimum sampling rate which is
necessary to correctly reproduce a continuous signal with frequency v at equidistant discrete
support points. In a formula it reads:

1 1
IN=—— ©0x=—. 2.53
N 96x 2UN ( )
This means that all frequencies that are larger than ﬁ cannot be sampled correctly by a

discrete signal with sampling rate dx. Frequencies larger than this threshold are folded back to
the sampled range. This effect is known as aliasing.

The Discrete Fourier Transformation A method to apply a FOURIER transformation to
discrete functions is the so-called discrete FOURIER transformation (DFT). Let I be a discrete
signal, sampled at an equidistant grid x, = xy + ndx with n = 0,..., N — 1. Hence, there are N
sampling points with the distance dx and the total length L = N - §x. Then, the discrete Fourier
transformation and its inverse are given by:

Z

-1

1 2
1(7) =— Y I(xy) - exp |-Z=nj 2.54
Foer(1(77)) v L (xn) eXp[ Nnj] (2.54)

1 &> 27
Fr(SGm) =— > S(¥)) - =—j 2.
Tigk(St) = 353 exp | %2 (2.55)
The spectral grid spacing is given by:
1 1

0V=—-=— 2.56
T Nox L (2.56)

This means the resolution of the transformed signal does not depend on the spacing dx but only
on the total sample length L.

An important issue to be considered when implementing a DFT is the following: At N/2, the
frequency of the v grid is equal to the NYQUIST frequency. Hence, the coefficients with an index
larger than N/2 are wrapped to the negative frequencies. This is illustrated using an example of
a 8-point transformation. Let the result of the transformation be [0,1,2,3,—4,-3,-2,—1]. To
deal with this in practice, often a function called DFTshift is used. It shifts the entries with the
index [N/2, N — 1] of an array with index [0,...,N/2,.., N — 1] in front of the other entries. This
results in an array with the entries shifted as follows: [N/2,N/2+1,..,N —1,0,1,...,N/2 — 1].

For the example, this results in an array like [—-4,-3,-2,-1,0,1, 2, 3].

The Symmetrical Discrete Fourier Transformation In the DFT as given here, the start value
xo of the sample grid was not considered. This means that the DFT assumes its input function
I to start at xo = 0. Often (also in the case of FTIR~spectroscopy) the input function I is
sampled symmetrically around 0. That is, for a signal of length X = §x - N and x is in the range
% <x< %( To take this into account, the grids have to be shifted as follows:

Xp = (n - —) ox (2.57)

i = (j - g) 5 . (2.58)
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Accordingly, in equations (2.54) and (2.55) in the exponential function, n and j have to be
replaced by n — N/2 and k — N/2, respectively. This results in the following equations:

FDFTsym (1(77)) =\%}T] D I(xn) - exp [—%ﬁnj - 1%] (-D"(-1) (2.59)
n=0
N-1 .

ForTsym (S (X)) :\/LN S(7)) - exp [%njﬂ%] (-1)"(-1)/ (2.60)
=0

This implementation, however, is not very efficient. A fast variation of the DFT implementation
is the Fast FOURIER transformation (FFT) implementation by Cooley and Tukey (Cooley and
Tukey 1965). In this implementation, it is not possible to introduce the shifted indices. Therefore,
there is an alternative method which makes it possible to use the standard implementation.
Therefore, the input data and the one of the resulting function are shifted before and after the
transformation. For this, the function DFTshift which is introduced above, is used. In addition,
the reverse function, iDFTshift is needed which reverses the operation of DFTshift. This allows
for a use of standard implementations as follows:

FoFTsym (S(V;)) = DFTshift [ #ppr (I{iDFTshift(x,)})] (2.61)
Tt sym ([(xn)) = DFTshift [ Fper(S{iDFTshift(7)}) | (2.62)

2.3.2. The ldeal Michelson-Interferometer

The classical interferometer used for FTIR-spectroscopy is the MICHELSON-interferometer. Its
working principle is to split the incident light into two parts using a beam splitter. The principle
is depicted in figure 2.7. The two parts of the beams are reflected at mirrors and recombined
again before hitting the detector. By moving one of the mirrors by a distance x/2 a path difference
is introduced which causes variable interference of the two beams at the detector. The distance
x is also known as optical path difference (OPD).

In the following, the basic mathematical description of an ideal two beam interferometer is
derived. At the detector, the superposition of the two waves, being reflected from mirror 1 and
mirror 2 is measured. They are denoted by Ei, E,, respectively. The intensity measured by the
detector is a superposition of both signals:

In o |Ey + Ey|* = |E1|* + |E2|* + E{E; + E|E;. (2.63)
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Assuming monochromatic waves, E; and E; can be described by:

El — |E1 Iei27r171+i27rcf/t’ (264)
E, = |E2|€i27r17(l+x)+127rc17t (265)

here, ¥ is the wavenumber v = %, with A the wavelength, [ is the length of the arms of the
interferometer and x the path difference which is introduced by moving the second mirror.
Hence, the measured intensity as a function of x is stated:

I(x) o |E1|* + |Es|? + 2|E1||E2| cos(27ix). (2.66)

Note that the time dependency cancels out when taking the absolute square. In case of a perfect
50:50 beam splitter it is |E{| = |E2| = |Eo|. With this the equation simplifies to:

I(x) o 2|Eo|?(1 + cos(277x)). (2.67)

In a more general case with a polychromatic signal instead of a monochromatic signal, equation
(2.67) has to be integrated over all frequencies. Furthermore, |Eo(7)| now depends on 7:

I(x) ‘/0002|E0(17)|2(1 + cos(27ix))dv
:/oo2|Eo(17)|2d17+/002|E0(17)|2cos(2m7x)d17. (2.68)
0 0

The first part of equation (2.68) becomes constant with respect to the optical path difference x.
The second term describes the variation of the intensity in dependency of the path difference.
This term is called the interferogram and will be denoted by I(x) in the following:

I(x) = [)oo 2|Eo (V)| cos(2x)d? . (2.69)

Here the proportional factor has been chosen to be unity. The classical Michelson interferometer
is the simplest spectrometer which can be used for FTIR spectroscopy. Even though there exist
spectrometers for the infrared regime with more complicated beam geometries, they are all based
on the introduction of path difference between two parts of a split beam. Hence, Equations
(2.67) and (2.69) are valid for them as well.

2.3.3. From Interferograms to Spectra

Equation (2.69) describes an interferogram measured by a FTIR-instrument for a polychromatic
signal. The desired term however, is |E(7)|? which is proportional to the intensity in dependency
of the wavelength. In the following, |Ey(¥)|?> will be renamed as S(7). Let us for now assume
S(v) is known. Since it contains intensities in dependency of the wavenumber it is only defined
for v > 0, since negative wavenumbers are nonphysical. S(¥) is now extended to a new function

S(¥):

S() v>0
S =10 =0 . (2.70)
s(Iv) v<o0
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Replacing S(¥) with (2.70) in (2.69) and extending the integration limits, yields:

1 /% .
I(x) = 5/ 25(¥) cos(27vx)dv . (2.71)
Because cos(¥x) and S(7) are both even, everything in the integral is counted twice. To ensure
that this does not change the result, the double count gets annihilated by the multiplication of

/2,

In Section 2.3.1.1, it is shown that the FOURIER transform of an even function is purely real.
Therefore, it is possible to add a second part that equals to 0:

I(x) = / S(¥) cos(27ix)di — i/ S(¥) sin(27ix)dv = / S(¥) exp [i279x] dv . (2.72)
This is exactly the inverse FOURIER transformation as given in (2.47). This shows that the
complex FOURIER transformation can be used to convert the measured interferogram I(x) to
the spectrum S(x) and vice versa:

S(7) = FU1(x)) (), (2.73)
I(x) = F(S() (x) . (2.74)

Since for an ideal instrument the interferogram is an even function, the FOURIER transformation
gives a purely real spectrum, containing positive and negative frequencies. The negative
frequencies are neglected since they are nonphysical.

Some Examples For getting a better understanding of the transformation between the recorded
interferogram and the spectrum, Figure 2.8 gives some examples. The examples in this figure
are simulated assuming a perfect instrument. In the left column, the spectra and in the right
column, the corresponding interferograms are shown. The units for the optical path difference
and the wavenumber domain are not given since in principle they can be chosen arbitrarily.

In the top panel a monochromatic frequency is assumed. This results in a cosine interferogram.
This is the simplest case and can be understood directly by Equation 2.69.

In the middle panel two nearby frequencies with the wavenumbers v; = 1.5 and 7, = 1.8 are shown.
This leads to a beat frequency phenomenon. The envelope has a frequency of Av =¥, — 7, =0.3
corresponding to a path difference of 3.33. The carrier frequency is (n+#)/2 = 1.65 corresponding
to a path difference of ﬁ ~ 0.606.

In the lowermost panel, a Lorentzian shaped spectrum is given. The corresponding interferogram
is a superposition of a lot of nearby frequencies and an exponential decaying envelope. The high
peak at zero path difference (ZPD) is called the center burst. This is a result of the FOURIER
transform of the white background. Mathematically speaking, this is because the FOURIER
transform of a constant value is the §-function.

2.3.4. Real World Spectrometers

In the previous sections, idealized spectrometers were assumed. In the real world, however,
there are some very important deviations from the perfect spectrometer. Here, some of the most
important are summed up. For more details see (Griffiths et al. 2007; Davis et al. 2001).

Real-world interferometers are affected by various error sources. The following gives a short
overview of some of the typical issues of a real-world spectrometer.
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Figure 2.8.: Simulated pairs of spectra (left column) and the corresponding interferograms (right column) for an
ideal FTIR interferometer. In the top panels a monochromatic frequency is assumed. In the middle panel two
nearby frequencies are assumed. In the last panel a Lorentzian shaped absorption from a white spectrum is
assumed. This is the case observed for remote sensing in the atmosphere. There, the interferogram shows the
typical center burst which is the result of the FOURIER transform of the unity shaped background.

1. Finite OPD: An important limitation is the finite OPD, since it limits the resolution in
the spectral domain.

2. Channeling: Coarsely described, channeling occurs if an optical element acting as a thin
resonator is placed somewhere in the line of sight of the beam, leading to fast oscillations
in the spectrum.

3. Phase Errors: For the derivation of Equation (2.72) a perfect symmetrical interferogram
is assumed. In reality, however, this is not the case which results in a real and a complex
part of the spectra. This is a direct consequence of the mathematical properties of the
FOURIER described in 2.3.1.1.
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2.3. Fourier Transform Infrared Spectroscopy

4. Self-Apodization: The self-apodization is a consequence of the finite field of view (FOV).
The FOV is twice the maximum angle from which radiation enters the spectrometer. This
causes rays in the spectrometer with an angle up to amax = FOV/2 off the ray axis. For those
rays, the path difference x is then shortened by x(amax) = cos(amax) - x. This causes that a
real world interferogram for a wavenumber ¥, is multiplied with a sinc-function:

1
Mgeie(x) = sinc(n6vx) with 60 = Ef/oarznax . (2.75)

5. Noise: Every measured signal is affected by noise. The noise in the spectrum is connected
to other properties like the maximal OPD.

6. Detector Non-linearity: The dynamical range of a highly resolved interferogram can
become quite large which can cause a non-linear response of the used detector element.
For a monochromatic line, the interferogram is I(x) = cos(2zvx). A non-linear response
I(x) of the detector can be described by I(x) = I(x)+a-I?(x) + b - I*(x) +.... Therefore, the
interferogram becomes (considering only terms up to the power of three):

I(x) = %a + (1 + zb) cos(2mvx) + % cos(2(2v)x) + ;}b cos(27(3v)x) . (2.76)

This causes artifacts in the spectrum at a wavenumber of zero as well as at wavenumbers
twice or three times the incident wavenumber. For more details see Hase 2000.

7. Sampling Errors: The interferograms have to be sampled at equidistant points. This is
realized by using a HeNe laser which coupled into the actual interferometer. At every
zero-crossing of the lasers interferograms a data point is sampled. Sampling error occur
when the zero crossing are not defined or detected correctly (e.g. du to a problem in the
signal processing of the electronics).

This causes the intensity of the true spectral lines to be decreased and the occurrence of
spectral artifacts, the so-called “ghosts”. For more details see Messerschmidt et al. 2010.

Item 1, 2, 3 and 5 are explained in more detail in the following.

2.3.4.1. Finite Optical Path Difference

For a real-world spectrometer, the maximum OPD is finite, which is the limiting factor for the
resolution in the spectral domain.

First, it is derived using an argumentative way: Let us assume a spectrum consisting of two
different frequencies spaced with the distance Av. As depicted in the middle panel of Figure 2.8,
this results in a beating pattern in the interferogram domain. The frequency of the envelope of
the pattern is Vphear = 27AV which means that it repeats after A%; cm in the interferogram domain.
Hence, a OPD of at least ﬁ cm is needed to resolve the whole information in the spectrum.
Consequently, for a spectrometer with a maximal OPD of OPD,,,, the nearest distance of two

frequencies that can be resolved completely, is AV = m.

In the following, a more mathematical way is used to describe the finite OPD. It is described by
multiplying the interferogram I(x) with a boxcar function B(x), where:

(2.77)

1, if —OPDpax < x < OPDpax
B(x) = .
0, else
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The spectrum S(7) is calculated by the FOURIER transformation:
o .~
S(¥) = / B(x) - I(x)e” " dx
oo - w0 -
— / B(x)e—vaxdx */ I(x)e—vax
—c0 —00
=F(B(x))(7) x F(I(x)) (V). (2.78)

For this description the convolution theorem has been used which states that a multiplication of
two functions evolves into a convolution after performing a FOURIER transformation. Here, it is
depicted using the * symbol. The FOURIER transform of a boxcar function reads:

sin(277OPDyyax)
271 VOPD ayx
= 20PDpax - sinc(277OPDypayx). (2.79)

7:(B(x))({}) = 20PDp,x -

This function is plotted in Figure 2.9. It is centered symmetrical at ¥ = 0 and intersects the
x-axis at vy = m. Assuming a spectrum which is composed of two different frequencies
and v,, the convolution with F(B(x))(¥) becomes:

S(V) = F(B(x) () x F (I1(x)) (V)

/ 20PDyax - sinc (271(V — 7" )OPDyay) * (8(71) + ¥) dV’

(o)

20PD .y - [sinc(27(¥ — 1) OPDyyay) + sinc(27 (7 — ¥9)OPDpay) ], (2.80)

where §(7) is the d-distribution. The result are two sinc-functions with their maxima at 7 and
vy, respectively. Considering the first intersection of x-axis as the width of the sinc functions,
they are both fully resolved for a distance of:
. 1
AV = ——. (2.81)
OPDypax

This produces the same result as the argumentative way. It is important to note that this
formula says that the two peaks are both fully resolved. However, in reality the peaks of two
sinc functions can still be distinguished when their distance is less than m. Consequently, in
reality, the maximum resolution often is given with a number less than one for the nominator,

: ~ _ 0.9
like AV = oPD. -
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2.3. Fourier Transform Infrared Spectroscopy

2.3.4.2. Channeling

Channeling occurs when an optical element passed by the beam and works as a FABRY-PEROT
resonator of low finesse. This causes a fast oscillating modulation in the spectra. The frequency
in units of wavenumbers, AV of the oscillations can be calculated by:

A= — . (2.82)

Here d is the thickness and n the refractive index of the material of the resonator. The effect
can be quite small. Hence, it is hard to identify it on measured spectra. However, when using
the FTIR-measurements for retrieving atmospheric gases, this can have a large effect on the
retrieved concentrations of species with weak absorptions, like XCO. For more details see Frey
2018.

2.3.4.3. Phase Correction

We made in the derivation of Equation (2.72) use of the fact that the general complex FOURIER
transformation simplifies into a cosine FOURIER transformation. In reality, however, the
interferograms are not symmetric. Reasons for this can be for example, imperfections in
measuring the OPD x when sampling the interferogram or a phase introduced by the beam
splitter. As a consequence of the non-even interferogram, the spectrum becomes complex. To
correct for this asymmetric shape of the interferograms (the phase error) several mechanisms
have been developed in the past years (Mertz 1967; Codding and Horlick 1973; L. et al. 1966;
Artsang et al. 2018; Mertz 1965).

Here, the method described by MERTZ (Mertz 1965; Mertz 1967) is presented briefly.

As a first step, the original interferogram is truncated and FOURIER transformed. Because of
the truncation, the resolution of the resulting spectrum is reduced (compare Section 2.3.4.1)
giving a smoothed version Sj.(v) of the original spectrum S(¥). In the next step, this smoothed
spectrum is used to calculate a smoothed phase 6, (7):

~ Im(Sy,(v))
O (V) = arctan | ——==| . 2.83
(V) = arctan (Re(Slr(f/)) (2.83)
The interferogram with the full resolution S(¥7) can be written as follows:
S(7) = [S(#) - 9P . (2.84)

Here, |S(v)| is the absolute value of the complex spectrum and 0(v) the corresponding phase.
The actual phase correction is done by subtracting the smoothed phase of the low-res spectrum
0, from the phase of the high-res spectrum. Since (V) # 6,(V), the quantity after the phase
correction is still complex. Hence, the phase corrected spectrum S(#) becomes the real part of
this quantity:

$(7) = Re |[S(7)] - €07 . ¢=i6(P)
=Re [S(#)] - cos(61:(7)) + I [S(7)] - sin(6h (7)) . (2.85)
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2.3.4.4. The Instrumental Line Shape

The instrumental line shape (ILS) describes the deviation of a measurement of a real-world
instrument compared to a theoretical, ideal instrument. As described in 2.3.4.1 for an instrument
with finite resolution, which measures a monochromatic signal, the theoretical §-peak in the
spectrum is convoluted with a sinc-function. This sinc-function is then the ILS of a perfectly
aligned instrument with a infinitesimally small field of view.

A real-world spectrometer deviates from the ideal instrument not only in the resolution but also
in e.g. the misalignment, non-perfect beam splitter and others. These effects cause the ILS to
change from its ideal behavior.

For a correct interpretation of the results, it is necessary to quantify these deviations. In this
thesis, the ILS is described by two parameters, the modulation efficiency (ME) and the phase
error (PE) as used in Hase et al. 1999 which are explained below.

Modulation Efficiency The modulation efficiency can be described best in the interferogram
domain and assuming the cosine pattern of a monochromatic signal. For an ideal instrument,
the amplitude of the cosine should be constant for all OPDs x. The ME is the deviation from
this ideal behavior. This implies that in general, the ME depends on the OPD.

Phase Error The PE can be explained illustratively in the interferogram domain assuming
a monochromatic input signal. In this case, the interferogram is a harmonic function multi-
plied upon a decreasing envelope due to the self-apodization. For a real-world instrument this
harmonic function might be phase shifted in comparison to a theoretical one. This phase shift
depends on the OPD and defines the PE.

For the EM27/SUN spectrometer used in this scientific research, both, the ME and the PE are
described by a single number. For the ME, it is the amplitude at the maximum optical path
difference (OPDypax), assuming a amplitude of 1 at zero OPD. All amplitudes between OPD = 0
and the OPDy,,x are linearly interpolated. The PE is assumed to be constant for all OPDs

2.3.4.5. Noise Analysis

The following part is mainly taken from Davis et al. 2001. Next, an equation to describe the
noise in a spectrum is derived. However, as a starting point, we look at the interferogram I(x)
as measured by the detector. The interferogram can be described by the “true”, noise-free signal
I;(x) and a noise ey,

I(x) = L;(x) + € . (2.86)

Here, it is assumed that the noise €, is independent of the path difference x. The subscript x
indicates the noise in the interferogram domain. The assumption of €, being independent of
x can be justified as several error sources as e.g. noise of the detector or a jitter of one of the
mirrors are independent of x. For a detailed justification for this see Davis et al. 2001, page 120.
With this, the signal-to-noise ratio (SNR) can be described as:

SNR, = @ . (2.87)
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2.3. Fourier Transform Infrared Spectroscopy

This definition has the advantage that it is easy to be accessed in experimental data.

To derive a mathematical relationship between the noise in the interferogram domain and in the
spectral domain, it is assumed further that noise is white, i.e. it is equally distributed at all
frequencies. Let €; be the noise in the spectral domain. The FOURIER-transformation of white
noise is also white noise which means that the noise in the spectrum domain does not depend
on the wavenumber either. Since €, is uneven, €; becomes a complex quantity:

€7 = €exc +iel™ . (2.88)

To connect the two domains the RAYLEIGH-theorem is used:

/|ex|2dx=/ les|dv (2.89)

OPD oy imax
— / lex|?dx = / les|dv (2.90)

OPDinax
— 20PDpay - (‘?‘x)2 = 2Vmax [(Ege)z + (Egn)z] . (2'91)

Vimax

As the noise is independent from x and ¥ respectively, the integral becomes equal to the difference
of its limits. The white noise is equally distributed between the real and imaginary part, i.e.
eie = ei™. With this, it is possible to transform (2.91) to,

/OPD

Re max

a— . 2.92
€5 25 i €Ex ( )

To enhance readability, the Re superscript will be omitted from here on. With this, the noise of
the two domains is connected successfully.

To find a relation between the two signals, Equation (2.52) is used. However, it must be rewritten
for discrete functions which gives,

N-1
1(0) = Z S(i,) - 67 = 67 - NS . (2.93)

n=0

Here, N is the number of sampling points, 87 the spacing of the wavenumber grid and S is the
mean of the signal in the spectral domain over all grid-points. According to (2.56) §7 = 1/(2-OPDpay)-
Here, we use that the total recording length L = 2 - OPDy,.x as OPDy,ax describes the length
of only one arm of the double sided interferogram. Similarly, V. = 1/2- N - 7. The factor 1/2
is needed because the ¥ grid ranges from the negative to the positive. Combining both gives
17max = 1/2 -N-6v= N/(4'OPDmax).

Inserting this and (2.92) and (2.93) in (2.87) yields,

1(0)  6VNSOPDjax

€x 2Vmax€y

SNR, =

N S
=4/— —. 2.94
V3= (2.99)
Finally, the SNR in the spectrum in dependency of SNR, can be calculated by,
S(v) [2 S(¥)
SNR; = =4/ —=—==-SNR, . 2.
- N 3 (2.95)
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Note that SNR; depends on the wavenumber whereas SNR, is independent of the path differ-
ence.

This shows that for an equal SNR in the interferogram, the SNR in the spectrum decreases with
higher resolution. Furthermore, the ratio of the signal strength at a certain wavenumber to the
average signal strength over all wavenumbers is crucial for the local SNR.

Note that the derivation of Equation (2.95) assumes that the noise in the interferogram ex is
independent of the chosen OPDy,,x. This assumption is only true if scan velocity is maintained
regardless of OPDyax. If the scan velocity would be increased to keep the scan duration constant
ex would increase as well. The evaluation as presented implies that the duration for measuring
a spectrum increases proportional to OPDyax.

2.4. Remote Sensing using Fourier Transform Infrared Spectroscopy

In 2.1, 2.2 and 2.3, the Earth’s atmosphere, including its composition, the interaction of
electromagnetic radiation with the molecules of the atmosphere and the FTIR spectroscopy to
measure the spectra of molecules have been introduced. In this section, it will be explained
how FTIR spectroscopy can be used to measure the concentration of GHG in the atmosphere
using the knowledge of the interaction of electromagnetic radiation with the molecules in the
atmosphere. This is called remote sensing because the sensor and the air parcel in which the
GHG concentration is to be measured are not co-located.

The main idea of atmospheric remote sensing is laid out subsequently. Radiation which can
originate from a various sources of electromagnetic radiation interacts with the atoms and
molecules in the target to be measured. The interaction with the target changes the spectral
signature of the radiation which finally is measured by a detector. In this thesis solar absorption
remote sensing using FTIR spectrometers is applied. In this case, the Sun is used as the source
of radiation. On its way to the Earth’s surface, the radiation of the Sun is absorbed by various
different gases. Hence, the spectrum of the radiation of the Sun hitting the Earth’s surface,
contains the signature of all the molecules the radiation is interacting with on its way through
the atmosphere which is finally measured by a FTIR spectrometer. To retrieve the number of
molecules causing the measured signatures, the following steps are performed.

First, the spectrum is measured using an FTIR-spectrometer. Second, a model including the
absorption in the atmosphere the characteristics of the measuring instrument is needed. This is
the so-called forward model. Finally, the prediction of the forward model is compared to the
measured spectrum. The concentration of the gases is retrieved by iteratively minimizing the
difference between the model and the measurement.

The whole procedure is complex and a lot of factors have to be considered. In the next two
sections two key elements are presented. The first section introduces the transport of radiation
through the atmosphere. The second section gives an overview of the inversion theory which
serves as the theoretical background for the minimization of residuals.

These sections are based on Rodgers 2000, Efremenko and Kokhanovsky 2021 and Burrows et al.
2011.
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2.4.1. Basics of Radiative Transfer

The radiative transport is the most important part of the forward model. The forward model
itself is the heart of atmospheric retrieval work. If the forward model performs poorly there is
no possibility to obtain satisfying results.

The formula that describes the transport of radiation through the atmosphere is called the
radiative transfer equation (RTE). It describes the change of the radiant flux L when it travels
the distance dz through the atmosphere. In its general form it reads (Burrows et al. 2011):
dL(z,7,T) = — [€4(2, 7, T) + €5(2, v, T)] L(z, 7, T)dz
+ ea(zs 17) . B(f/a T)

2 T S 9’
+ &(z, f/)/ / L(z,7,60,0) ©.9) do sin(0)do .
0 0 47

(2.96)

In the first part of the sum, ¢, is the so-called absorption coefficient and €5 the so-called scattering
coefficient. They describe the amount of absorbed and scattered radiation, respectively. Hence,
these are the losses in the RTE.

In the next part of the sum, B(#,T) is the PLANCK-function (2.7). This contributes to the
thermal emissions of the gases in the atmosphere.

The last part contributes to the increase of the radiation flux due to the scattering into the line
of sight. S is a function which includes a description of the directional characteristics of the
scattering, which will not be treated in greater detail. The ¢ and 8 as arguments for the radiant
flux L indicates that for scattering the angle of the incoming and outgoing scattered radiation
must be considered. In general, the RTE cannot be solved analytically.

For the purpose of solar absorption measurements in the infrared region, the scattering part
can be neglected. Furthermore, the thermal radiation can be neglected because of the largely
different temperatures of the Sun as background source and the lower temperatures of the
atmosphere. This becomes obvious using a short estimate of the different magnitudes: For the
Sun, a temperature of approximately 5700 K is assumed. The maximum temperature in the line
of sight is estimated with 370K. At a wavenumber of 7000 cm™! (approximately the center of
the spectral range used in this thesis), the relation of a PLANCK-function at 370K and 5700K is
1:1.367 x 10! (compare with Equation (2.7) and Figure 2.2).

With these simplifications the RTE reduces to:
dL(z,7,T) = —€,(z,V)L(2, v, T)dz . (2.97)

This differential equation can be solved to:

S2
L(s2, 7, T) = L(s1,7,T) exp —/ €ql(s, 1, Tds| . (2.98)
St
—_— ——
T(Sl,Sz,l';,T)
7(s1, 52,7, T) is also known as the optical depth. Equation (2.98) is also known as the LAMBERT-
BEER equation. The absorption indices for the different wavelengths and conditions in the
atmosphere can be retrieved by using the High-resolution Transmission Molecular Absorption
Database (HITRAN) (I. Gordon et al. 2022) which provides line-by-line parameters to model the
transmission of light in the atmosphere for various molecular species at different temperatures
and pressures.
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2.4.2. Basics of Inversion Theory

In general, the inversion theory is a method to retrieve information about quantities which
cannot be directly measured. A simple example is an electrical circuit with a single consumer.
To measure the resistance R of the consumer, we need to measure the voltage V and the current
I. The the measurements can be inverted using the formula U =R - I.

Using FTIR spectroscopy, inversion theory is used to retrieve the concentration of trace gases in
the atmosphere. In contrast to the simple example above, the atmosphere is much more complex
with multiple variables to be determined from a single measurement. In this case, the inversion
is often ill-posed. This means that there are several possible solutions. However, to get the
correct one, it is necessary to use external constraints. This is explained later in more detail.

To start with, the so-called forward model F is introduced:
y = F(x) + ¢y. (2.99)

Here, x is called the state vector. Its entries describe the state of the atmosphere. This comprises
for example the pressure, the temperature and the amount of the trace gases in the atmosphere. y
represents the measurement. In case of solar absorption measurements, this is the interferogram
or the spectrum respectively, measured by the spectrometers. e, describes the error of the
measurement.

The forward model contains a complete description of the whole measurement process. This
includes for example the physical processes of absorption in the atmosphere (described by the
RTE) and the characteristics of the measurement instrument. However, the spectrum of the
solar radiation also has to be considered (Hase_AceSolarSpectrum 2010).

To solve such a problem numerically, it is necessary to linearize it:

y = Fxg) + o)

(X —Xo) + ¢ (2.100)
= F(x0) + K(x — x¢) + ¢y . (2.101)

The linearization is only a valid approximation locally around xy. Therefore, the inversion must
be performed iteratively. K is a m X n matrix which is called the JACOBIAN matrix. The elements

are determined by K;; = %;x). In general, m # n and hence, K is not invertible.
J

For deriving a general method to solve for x in Equation (2.101), the so called least-square
method is used. It assumes that the probability to measure the value y is described by a
GAUSSIAN probability description. For a single entry y; of the vector y, it reads:

1 (yi — 7;)? ]
P; = exp |— . 2.102
l V2ro; P [ 207 ( )

i
Here, y; is the expected value and o; the standard deviation. For the complete vector, the
probability P is the product over all P; values (assuming that the y; are uncorrelated):

1w Wi-9)% g 1
1 , 2.103

1

P=exp

The idea of the least-squares method is that the most probable solution shall be found. Since
the factor of the exponential function does not depend on y, it is sufficient to minimize the
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exponent. For this, the expected value is replaced by the forward model F(x). This is directly
written in matrix-notation:

minimal = (y — F(x)) S;l (y = F(x0)) . (2.104)

Here, S; 1is the covariance matrix. Its diagonal elements are the variance (Sy,ii = 0;) and the
off-diagonal elements, the covariances (Sy;; = 0;;). To minimize it, the derivative with respect to
x is calculated and set to zero. After some mathematical transformations, this can be solved for
X:

X =%+ (KTSy_lK)_l K'S, ™! (y - F(x)) . (2.105)

Note that KTSy;™'K becomes a square matrix in this case. Due to the linearization in (2.101)
this solution is not exact, but has to be iterated several times:

-1
Xis = X; + (K,.Tsy—lK,.) K's, ™! (y - F(x1)) . (2.106)

Please note that the JACOBIAN matrix K needs to be calculated for each iteration step. The
iterations are finished as soon as the difference x; — x;4; is below an arbitrary threshold.

If this method is used to solve problems which have a strong non-linearity, the approximation in
(2.101) can be too coarse. In this case, it can happen, that when going from one to the other
iteration step, the solution is bypassed. To avoid this, with increasing number of iterations the
step size is reduced. This is known as the LEVENBERG-MARQUARDT method. This method
introduces a regularization parameter A:

-1
Xisg = X; + (K,Tsy—lK,- +AI) K'S, ™! (y - F(x;)) . (2.107)

Here, I is the n X n unity-matrix.

For retrievals of remote sensing problems, Equation (2.107) is not sufficient to get a proper
solution. Because the information obtained from the measurements is insufficient, there is an
additional source of information needed which provides side constraints. For this, the so called
a priori information is used. In case of FTIR based remote sensing, these are height resolved
profiles of the trace gases to be retrieved, which are calculated by atmospheric simulations. This
results in the following iterative solution:

-1
Xi41 = X; + (KiTSy_lK,- + yBTB) [KI-TSy_1 (y = F(x;)) + yBTB(x, — xi)] . (2.108)

Here, B usually is the discrete first order derivative operator and y a regularization parameter.
The larger y, the larger is the influence of the a priori to the measurement.

An important product from the retrieval is the so-called averaging kernel A:
-1
A= (K's,"'K+yB'B) K's, K. (2.109)
The columns of A describe the influence of a change on the retrieved concentration in a certain
level. In other words, it provides information about how the column averaged value changes if

the concentration at level i is changed. It is important to note that A depends on the resolution
of the measurement instrument.
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Chapter 3

Ground-based Remote Sensing Networks for
Greenhouse Gases

Within this work, the data collected by two different ground-based remote sensing networks for
GHGs are used and compared. The two networks are the Total Carbon Columns Observing
Network (TCCON) and the Collaborative Carbon Column Observing Network (COCCON).
Both networks are based on sets of FOURIER Transform Infrared (FTIR) spectrometers, while
they use different instruments. The TCCON was launched in 2004 with the objective to provide
validation data for satellites. The COCCON is based on the EM27/SUN by BRUKER, a low-
resolution small and transportable FTIR instrument. Due to its transportability, the instrument
can be used either for stationary measurements or for campaign based measurements.

Further on, the TCCON and the COCCON are described in detail.

First, the quantities measured and the subsequent conversion to column-averaged dry-air mole
fraction, which is the final product of the networks, are described. Next, a technical description
is given, followed by the quality assurance and the calibration methods of the TCCON. At the
campus of the KARLSRUHE INSTITUTE OF TECHNOLOGY (KIT), a TCCON site is located. This
site is described, and the collected data is presented.

After this, the COCCON is presented. A general overview of the network is given and the
retrieval software is introduced. Next, the calibration of the COCCON network is presented.

Finally, a performance analysis of the COCCON compared to the TCCON is described.

3.1. The Total Carbon Column Observing Network (TCCON)

The TCCON is a network of high-resolution FTIR spectrometers around the globe. It was
founded 2004 with the first spectrometer located in Park Falls, Wisconsin, USA with the
objective to support the validation of the OCO-2 satellite which is operated by the National
Aeronautic and Space Administration (NASA).

It senses the most relevant GHGs, such as CO,, CHy, N,O, H,O, HDO as well as CO. In 2023,
there were 28 active TCCON stations around the world, as shown in Figure 3.1.

The data of the network was successfully used for satellite validation (Sha et al. 2021; Hong et al.
2022; Wu et al. 2018; Wunch et al. 2017; Yoshida et al. 2013; Wunch et al. 2011a; Dils et al. 2014;
Someya et al. 2023) and other scientific studies like the correlation of the forest temperatures
in the Northern Hemisphere and the atmospheric CO, concentration (Wunch et al. 2013), the
evaluation of the exchange of GHG between the bio- and the atmosphere (Messerschmidt et al.
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2013; Tsuruta et al. 2023), studies of the carbon cycle for CO, and CH, (Deutscher et al. 2014;
Sussmann et al. 2012), to derive the Earth’s carbon budget (Byrne et al. 2023) or improving
spectroscopic models and line lists (Tran et al. 2010; I. E. Gordon et al. 2011).

3.1.1. Measured Quantities

In this section, a short definition of the values measured by both the TCCON and the COCCON
is described.

Both remote sensing networks retrieve the total number of molecules of the considered gases in
the air column between the instrument and the sun. These so-called total column values of the
gases are denoted as VCgys and defined as:

VCgas = / feas(2) - n(z)dz . (3.1)

Here, fyas(2z) and is the mole fraction of the gas and n(z) the total number density. The output
quantities of the evaluation are the column-averaged dry-air mole fractions (DMF). These are
defined as:

chas

XGas = ———— .
Vcdry-air

(3.2)
Here, VCiry-air is the total column of all molecules in a dry-air column. Hence, XGas describes
the fraction of the number of molecules of a certain gas relative to the total number of molecules,
averaged over the whole air-column. However, the total column of dry-air cannot be measured
directly. To calculate the XGas values, the dry-air mole fraction of O, is used, which is known
and approximately constant in height:

VC
X0y = —— 2 ~0.2095 . (3.3)
Vcdry-air
Inserting (3.3) in (3.2) gives:
XGas = —22 . 0.2095 . (3.4)
Oy
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Figure 3.2.: The Karlsruhe IFS125 HR spectrometer (right panel) and the container it is housed in (left panel).
As one can see the shipping container is heavy, and a crane is needed to move it. The IFS125 HR is a classical
MICHELSON interferometer. Its movable mirror is housed inside the long case at the left-hand side of the right

image. The white bottle in the foreground contains liquid nitrogen which is used to cool the Indium Antimonide
(InSb) sensor.

This is an easy-to-use formula for calculating the XGas values because VCp, can be measured
directly using FTIR spectroscopy. This formula has the advantage that systematic errors
occurring in VCo, and Vi, are mitigated strongly, which facilitates the experimental calculation.
Note, that the latest retrieval software (also used in this work) substitute the constant dry-air
mole fraction of O, by a variable mole fraction decreasing slowly over time considering the
increasing trend in the CO, concentrations of approximately 1.99 ppm per year.

3.1.2. Technical Description

The FTIR spectrometers used by the TCCON are the BRUKER 125HR and the upgraded BRUKER
120/5HR instruments. Both instruments are based on a classical MICHELSON interferometer, and
both record single sided interferograms. This means that the movable mirror of the interferometer
moves only a short distance in one direction but a long distance in the other direction. This
design allows to have a large OPD .x with a relatively compact physical design. The OPDyax
used for TCCON is 45cm resulting in a resolution of approximately 0.02cm™! (Wunch et al.
2011b).

The instruments are large which is why they are mostly operated in laboratories or, as in
Karlsruhe, in a shipping container. In Figure 3.2, the Karlsruhe TCCON spectrometer is shown.

The retrieval software used by the TCCON is called GGG, it is developed and maintained by the
CALIFORNIA INSTITUTE OF TECHNOLOGY (Caltech). It comprises the preprocessing software
INTERFEROGRAMS TO SPECTRA (I2S) to convert interferograms to spectra, a least-square fitting
algorithm called GFIT, a post processing suite which performs airmass independent and airmass
dependent corrections, and several helper programs. The latest software version is GGG2020
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which was released in 2021, replacing the previous GGG2014.

The GGG2014 suite furthermore contains a program to generate the a prioris for the retrieval.
In GGG2020, this was replaced by a centralized program running on a server at Caltech. The
reprocessing of the Karlsruhe TCCON data with the latest GGG version is presented in Section
3.1.4.

For the GGG2014 data, the error budget is assumed to be 0.25% (~ 1ppm) for XCO,, 0.5% (~
5ppb) for XCH4 and 4% (~ 4ppb) for XCO (Wunch et al. 2015).

For GGG2020, there is no official released error budget yet. In a publication released in early
2023 (Mostafavi Pak et al. 2023), the error budget for GGG2020 was given as 0.16 % (~ 0.64 ppm)
for XCO,, 0.34 % (~ 6.1 ppb) for XCH, and 1.4 % (~ 1.4 ppb) for XCO. These numbers in Mostafavi
Pak et al. 2023 are based on a private communication with J. Laughner, the deputy chair of the
TCCON algorithm board.

According to Laughner 2023, these number were updated in May 2023 to 0.12 % (0.47 ppm) for
XCOgz, 0.22% (3.90 ppb) for XCHy, 1.7% (1.70 ppb) for XCO. Over the course of this thesis the
updated numbers will be used. The absolute concentrations used to convert between an absolute
and a relative error are 400 ppm for XCO,, 1800 ppb for XCH, and 100 ppb for XCO.

As for the error-budget, there is no official estimation of the site-to-site biases, yet. However,
a preliminary estimate is obtained from Laughner 2023. This estimate is calculated from the
spread of the TCCON versus in-situ airplane profiles. It is important to note that the numbers
are preliminary, and are provided with the caveat that they implicitly include uncertainties from
the in-situ airplane profiles as well. The biases are 0.20 % (0.81 ppm) for XCO, 0.43 % (7.80 ppb)
for XCH4 and 5.40 % (5.40 ppb) for XCO. These numbers will be used as an official reference.
They are in a similar order as the maximal biases found by Mostafavi Pak et al. 2023 which are
0.53 ppm, 4.3 ppb and 6.1 ppb for XCO,, XCH, and XCO, respectively.

3.1.3. Calibration Procedure and Quality Assurance

In order to use the data of the TCCON as reference data, it is of utmost importance to ensure
consistency of data collected by different sites as well as to calibrate the network as a whole to the
units realized by the in-situ measurements collected by the World Meteorological Organization
(WMO). The relevant methods used by the TCCON to achieve the absolute calibration and for
ensuring the site-to-site consistency are described next.

Airplane Overflights/Air Cores  To calibrate the network to the WMO scale (B. D. Hall et al.
2021), in-situ measurements are used. These measurements are either collected by airplanes
(Wunch et al. 2010; Messerschmidt et al. 2011; Inoue et al. 2016) or by a system called AirCore
(Karion et al. 2010; Sha et al. 2020; Mostafavi Pak et al. 2023).

The airplane measurements are taken in-flight during a spiral-like trajectory of the plane carrying
the in-situ sensor, near the TCCON site. As a result, height-resolved in-situ measurements are
obtained.

The AirCores are sampled by using a long, coiled tube, which is open at one end and closed at
the other. When ascending (mostly with the help of a balloon), the tube evacuates due to the
reduced pressure at high altitude. When descending again, it is filled with the ambient air. After
landing, the collected air is analyzed in the lab. Using the AirCore method, height-resolved
profiles of the gas concentrations in the air are obtained as well.
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However, both method also have some disadvantages: The collection of data by airplane
overflights is tedious and expensive. Balloon based air-core measurements are less expensive, but,
in areas with high air traffic, as it is the case for most of the rural areas, this sampling method
is difficult to realize. Furthermore, the height resolution and vertical coverage is limited for both
methods. The lowermost part of the measurement has to be extrapolated by using model data
or by using tall tower in situ measurements. This problem can increase the uncertainty of the
calibration significantly (Messerschmidt et al. 2011).

ILS Monitoring using Cell Measurements A common method to monitor the performance of
an FTIR spectrometer is the measurement of the ILS. This method was already implemented
by Hase et al. 1999 and was improved later for the TCCON (Hase et al. 2013).

For this purpose, the TCCON uses validated, low-pressure HCI cells. The cells are filled with a
known amount of gas. With the measured temperature and the known volume of the gas it is
possible to calculate the pressure inside the tube (compare (2.1)) and hence, to simulate the
spectrum precisely. The ILS is then determined by comparing the measured and the simulated
spectrum and adapting the ILS parameter using a least-squares fit.

An ILS measurement allows checking for instrumental errors like misalignment, problems with
the detectors or similar. The gas used for this method only offers a limited spectral range and
therefore a limited number of absorption lines. Hence, with this method, issues outside the
spectral range may not be detected.

Furthermore, the method offers little sensitivity to errors which are associated with spectrally
low-resolved artifacts as generated by non-linearity or associated with spectral ghosts due to
periodic sampling errors. In addition, this method cannot detect any errors in the retrieval
algorithm, nor is it able to compare the retrieved concentrations of the GHGs.

XAIR as a Measure of Consistency A measure which is used to check for consistency in the
retrieval process is an artificial quantity called XAIR or XLUFT (the latter is the naming used in
GGG2020). In GGG, it is calculated using the following formula (Wunch et al. 2015):

VCyi m
XAIR = —2 . 0.2095 — XH,0 - —22 (3.5)
O, Mdry—air
XAIRGGG1 XAIRGGG2
VCair = _fﬁ . (36)
T Na

Here, VCo, is the total number of O; molecules in the air-column, XH,O the column-averaged,
dry air mole fraction of H;O, mp,0 and mgry_,;r are the mean molar masses of H,O and dry air,
respectively, N4 is AVOGADRO’s constant and g the column-averaged gravitational constant. The
first part in (3.5) compares the total column of dry air (VCery—_air = VC0,/0.2095, Equation (3.3)) to
the amount of air molecules calculated by using the surface pressure and assuming a hydrostatic
balanced atmosphere. The surface pressure however, depends on the amount of water vapor
in the atmosphere. This is considered in the second term. The naming of the two parts into
XAIRGGG1/2 is needed for a later comparison with the implementation of XAIR by PROFFAST
(see Section 3.2.1).

XAIR is designed to become unity for a perfectly aligned and working spectrometer. Any
deviations from unity indicate an error either in the used ground pressure, some misalignment
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in the instrument itself or other problems. Common reasons for a XAIR deviation include an
out-of-center solar disk on the detector or wrong internal clock settings of the recording computer
leading to wrong solar positions in the forward model. Unfortunately, there are also several
sources of errors which do not have any impact on XAIR and hence, cannot be detected by this
method. This occurs because the calculation considers the spectral range covering the windows
of O, and H;0. Issues in other spectral ranges could remain undiscovered. In addition, like
the ILS measurement XAIR cannot be used for comparing the final DMF since it values are
distributed around unity for all instruments.

3.1.4. The Karlsruhe TCCON Station

The Karlsruhe TCCON-site is located 49.103° North and 8.436° East at 130 masl at the Campus
North of the KIT. It operates a BRUKER IFS 125HR spectrometer which is housed in a 20 ft
shipping container. The spectrometer in its container is shown in Figure 3.2. The container
is air-conditioned to provide a constant ambient temperature. The optical setup differs from
the standard TCCON setting, as explained in the following. The spectral range needed to
measure the gases of interest of the TCCON is 3800cm™! to 11000cm™'. The majority of
the TCCON instruments operates an extended Indium Gallium Arsenide (InGaAs) detector
covering a spectral range from 3800 cm™! to about 12000cm™'. The Karlsruhe site operates a
non-extended InGaAs and an InSb detector in combination with a dichroic filter allowing to
measure with both detectors simultaneously. The spectral range from 5250 cm™! to 11000 cm™!
is covered by the InGaAs detector. The spectral range from 3800 cm™! to 5250 cm™! is covered by
the InSb detector (Kiel 2016). This setup allows to simultaneously measure in the mid-infrared
(MIR) and near-infrared (NIR) range of the solar spectrum. It is chosen like this to measure
the TCCON gases as well as parts of the Network for Detection of Atmospheric Composition
Change (NDACC) (Kiel 2016). Furthermore, the Karlsruhe site is the prototype site for the
CamTracker system developed by Gisi et al. 2011 which enables very accurate tracking of the
Sun.

In this section, the reprocessing of the data using GGG2020 and the subsequent continuous
evaluation is described. For the GGG2020 software suite, a PYTHON-wrapper for automating
the retrieval was implemented and the complete dataset of the Karlsruhe (KA) TCCON site
was reprocessed. The time series of XCO,, XCH4, XCO and XAIR are plotted in Figure 3.3.

Issues in the Karlsruhe Data During the operation time of the spectrometer, some issues
occurred. These are listed in the following and discussed in this section.

1. Laser Error, (2021-01-01 - 2021-07-01): In the given date range, the laser used to determine
the position of the sledge carrying the movable mirror, was erroneous. This leads to a high
noise level. Therefore, the data is flagged manually and is not included in the public data.
It is not clear what caused the error. The beam expander, the InGaAs preamplifier of
the detector and some integrated circuits on the laser board where changed, which finally
solved the problem.

2. Bad alignment (~2022-03 - 2022-08): The sun tracker was not aligned properly causing a
changing position of the solar disk in the course of the day. This results in a higher noise
level than usual.
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Figure 3.3.: The time series of the TCCON Karlsruhe site. The data in red is flagged manually due to a Laser
error. Furthermore, from approximately May 2022 until August 2022, the noise of the data is higher due to a
misalignment. Both issues are described in 3.1.4. The data flagged automatically is not shown here.

3. Laser failure, 2022-09-19: At the given date, the Laser broke. It was replaced within a day.
The new laser also resolved the problem with the out-of-band artifacts mentioned above.

4. Timing error of the forward and backward measurements (since ~2021-07-01): The XAIR
product shows a bifurcation dependent on the Solar Zenith Angle (SZA). The two branches
can be assigned to spectra recorded when the sledge is moving forward (fwd) and backward
(bwd), respectively. Presumably, the origin of this is the update of the OPUS software
causing a wrong processing of the data in the program 12s which converts the interferograms
to spectra. This was resolved using a software-sided correction in the GGG processing.
More details on this are given in the following.

The fwd-bwd timing error gives interesting insights into various properties of FTIR spectroscopy.
Therefore, it is discussed in more detail in the following paragraphs. The two branches of the
bifurcation can be assigned to spectra recorded when the mirror is moving forwards (fwd-spectra)
and backwards (bwd-spectra). This is plotted in the two left panels in Figure 3.5.

The reason for this difference is assumed to be an update of the software OPUS by BRUKER which
is used to collect the measurements with the instrument: When converting the interferograms
to spectra, I2S reads the files produced by OPUS and calculates the measurement time of the
fwd and bwd spectra. After the update these values where no longer calculated correctly.

This is illustrated in Figure 3.4a. There, the difference of the calculated timestamp of the fwd
and bwd spectra is plotted. The different accumulation of data points at 73 s and 192 s is due
to the two different resolutions used in Karlsruhe because the larger the OPDy ., the larger
the time difference as the mirror moves with constant velocity. The line at ~73s refers to a
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(a) The time difference between fwd and bwd spectra as (b) The relative difference of the corrected to the uncorrected
calculated by 12s over the measurement time. data (from the top to the bottom panel) of VCo,, VCco, and
XCO; at 2022-06-10.

Figure 3.4.: Visualization and assessment of the timing error at the Karlsruhe TCCON site. In (a) the time
difference between bwd and fwd spectra as calculated by 12s is plotted. Starting from July 2021, there is an error
in calculating the times. This error is corrected resulting in the orange colored data. The reason for the two
outliers in late 2021 as well as for the outliers before the correction is unknown. The influence of this error to the
different products is plotted in (b) for an exemplary day.

resolution of 0.02cm™!, the line at ~192s to a resolution of 0.0075cm™!. After the update of
OPUS in July 2021, the time difference for a resolution of 0.0075cm™! is reduced to ~100s and
for 0.02cm™! to ~40s. This issue was fixed by manually adding and subtracting a time offset to
the fwd- and bwd-spectra in the GGG processing chain at the stage of the “sunrun” product!.

The timing error leads to an error of the calculated the solar position in the forward model which
in turn distorts the retrieved XGas products. The larger the SZA, the larger the influence on
the retrieved values. This is because the change in the airmas is larger with a varying the SZA
by ASZA, for larger absolute values of the SZA. This influences directly the retrieved vertical
columns, as can be seen at the upper two panels in Figure 3.4b. The relative difference of the
corrected and the uncorrected data is plotted for the total columns of O, and CO,. For large
SZA, i.e. in the morning and in the late afternoon, this introduces an error of up to ~0.25 %.
It is interesting to see that the influence on the DMF product of CO,, which is plotted in the
lowermost panel, is rather small with a maximum of 0.025 %o.

There are two very interesting aspects to this error and its solution. First, it demonstrates the
advantage of the way the DMFs are calculated (using Equation (3.2)) which cancels out the
error occurring on both the VCo, and the VCco, data almost completely. This becomes clear by
comparing the two top panels with the lower panel of Figure 3.4b.

Second, the diagnostic capabilities of XAIR can also be demonstrated nicely. In Figure 3.5, XAIR
is plotted in dependency on the SZA. The panels at the left-hand side shows the uncorrected
data. On the regular quality control (QC) of the data, the SZA dependency of XAIR is checked.
A dependency of XAIR on the SZA occurring there leads to a further investigation. Only by

1 see https://tccon-wiki.caltech.edu/Main/SunRun, last access 2023-05-30
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Figure 3.5.: All panels show the SZA dependency of XAIR with and without the time correction. All panels
show XAIR plotted over the SZA. The two top panels show the forward-spectra, the two lower panels show the
backward-spectra. For the data shown in the left column no correction of the fwd/bwd measurements times
is applied, whereas it is applied for the data in the right-hand panels. The correction is able to remove the
dependency almost completely.

splitting the forward and backward spectra, different spectral patterns can be observed, enabling
the detection of the timing error.

XAIR Analysis As XAIR is a quantity to check the consistency of the data and for a coarse
misalignment spectrometer, it will be used in Chapter 5 to check the data of the sites visited
with the Travel Standard. In Chapter 5, the KA-TCCON site will be used as a reference. Hence,
to have a reference in which range a XAIR value can be considered as “valid” here, the XAIR
value of the Karlsruhe site is analyzed. For this, the mean value and the standard-deviation
over the whole time period is determined. Flagged data is not taken into account. The result is
XAIR = 0.99833 + 0.00105.

However, the XAIR values slightly vary from instrument to instrument. Therefore, here the XAIR
values of the Sodankyld TCCON site also are evaluated. This site is chosen, as it was extensively
tested against an EM27/SUN in the framework of the Fiducial Reference Measurements for
Ground-Based Infrared Greenhouse Gas Observations (FRM4GHG) project supported by the
European Space Agency (ESA) (Sha et al. 2020) and is also used in Section 3.2.2 as a reference
station. For Sodankylé the result is XAIR = 1.00120 + 0.00138.

The average of both sites is XAIR = 0.99977 + 0.00122. The 1o interval mean + 1o becomes
[0.999855, 1.00099] and the 20 interval [0.99733,1.00221].

As one can see, the mean XAIR values of Sodankyla and Karlsruhe are different by 0.0287 which
is larger than the calculated standard-deviations. Hence, the calculated intervals are not able to
provide a hard limit to classify the XAIR values as “good” or “bad”, but are rather intended to
provide a rough indication which values can be expected by a correctly operating spectrometer.
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(a) The EM27/SUN spectrometer.
(b) Current status of the COCCON in March 2023.

Figure 3.6.: In (a) a photograph of the EM27/SUN is shown. It is small and light enough to be carried by
one person. In (b) the current status of active and continuous FTIR measurements using the EM27/SUN
spectrometer as well as campaign measurements are shown.

3.2. The Collaborative Carbon Column Observing Network
(COCCON)

The COCCON is a network for measuring GHGs using FTIR spectroscopy based on the BRUKER
EM27/SUN spectrometer. The measured values (VCgas converted to XGas using VCo,) by
this network are the same as described in 3.1.1 for the TCCON. The EM27/SUN is a small,
portable, low-resolution FTIR spectrometer, which was developed by the KIT in cooperation
with BRUKER starting in 2011 (Gisi et al. 2012). In 2014, it became commercially available. This
leads to a strong increase in the number of spectrometers and a large dissemination worldwide.
In 2015, a second measurement channel was added covering the spectral range as used by the
TROPOspheric Monitoring Instrument (TROPOMI) (Hase et al. 2016).

The EM27/SUN spectrometer features a compact design with a total weight of 30kg, allowing
for its handling by a single person (see Figure 3.6a). Furthermore, it is simple to use because it
only needs a power supply and a laptop for controlling the instrument and reading the data.
Due to its low power consumption (approx. 50 W), it can even be battery powered, enabling
mobile operation during filed campaigns.

Studies proved the long-term and ensemble stability of the EM27/SUN (Frey et al. 2019; Alberti
et al. 2022a). As a measure of the stability, the given studies use the ILS of each spectrometer
and the comparison of the XGas values. Combined with its high flexibility, the EM27/SUN
allowed to perform several urban measurement campaigns to be conducted all over the world
during the last decade (Tu et al. 2022b; Alberti et al. 2022b; Hase et al. 2015). In addition
to city campaigns, also permanent monitoring stations are currently established in large cities
(Dietrich et al. 2021) using several EM27/SUN spectrometers distributed around the city to
derive GHG emissions. Moreover, installations on mobile platforms such as ships (Klappenbach
et al. 2015; Butz et al. 2022; Knapp et al. 2021; Butz et al. 2017) or trucks (Luther et al. 2019;
Butz et al. 2017) have been successfully demonstrated.

In addition, several sites collecting continuous measurements are established worldwide to
provide reference data for satellite validation. A graphical summary of all COCCON activities
is given in Figure 3.6Db).
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The high instrument stability allows for meaningful side-by-side comparisons of the EM27/SUN
spectrometers. This allows to quantify residual instrument specific imperfection in the framework
of campaign deployments (compare with Section 4.2).

The COCCON takes advantage of the stability of the EM27/SUN by performing a side-by-side
characterization of the individual spectrometers at KIT including ILS measurements. In this
way, all spectrometers used for COCCON are calibrated with respect to a common reference
(Alberti et al. 2022a; Frey et al. 2015; Frey et al. 2019).

Due to their high stability and mobility several EM27/SUN were also used for the comparison
of subsets of TCCON sites (Mostafavi Pak et al. 2023; Hedelius et al. 2016). In the framework
of this thesis, it is also aimed at comparing subsets of TCCON sites. However, a systematic
worldwide approach is used as in contrast to the previous studies.

The standard retrieval algorithm used within the COCCON is the PROFFAST? retrieval
algorithm. In 2022, PROFFAST version 2 was developed by Hase, F.

In the framework of this thesis, a novel interface, called the PROFFASTPYLOT, for the existing
PROFFAST?2 package was developed by the author in collaboration with Feld, L. (Feld et al.
2023b). The PYLOT is easy to use and hence, allows for easy data processing for any researcher
involved in the COCCON. PROFFAST and its interface are discussed in Section 3.2.1.

To tie the COCCON as a whole to the WMO scale (B. D. Hall et al. 2021), the PROFFAST
software is calibrated in a way that it XGas result matches with the Karlsruhe TCCON site. The
TCCON is calibrated to the WMO scale by an airplane overpass as explained in Section 3.1.3
(Messerschmidt et al. 2011). The calibration of the COCCON as a whole to the TCCON is
presented in Section 3.2.2.

3.2.1. The PROFFAST Retrieval Software and the PROFFASTpylot Interface

In this section the PROFFAST retrieval software and the PROFFASTPYLOT (in the following
abbreviated as PYLOT) are introduced. The processing chain is depicted in Figure 3.7. The steps
inside the blue-shaded area refer to the PROFFAST algorithm. Steps in the orange-shaded area
belong to the PYLoT. PROFFAST contains three different programs: PREPROCESS, PCXS and
INVERS. The PREPROCESS-program is used to convert the interferograms to spectra. Here, the
paths of the interferograms has to be added to the “PREPROCESS input file”, which is indicated
by the dashed line.

The atmospheric simulation, which is part of the forward-model, is generated by Pcxs. The path
of the a prioris must be added to the “PCXs configuration file”, again indicated by the dashed
line. The last step is the actual retrieval performed by “INVERS”. In the “INVERS configuration
file”, the path to the spectra and the atmospheric simulation data must be given. Furthermore,
the ground pressure at the site must be included. For each day, several output files are generated
by INVERS.

2 https://www.imk-asf.kit.edu/english/3225.php, last access 2023-05-31
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Figure 3.7.: Processing chain of PROFFAST (blue area) including the PROFFASTpylot (orange area and white
arrows). Input files are drawn in gray colors, data files with external data are drawn in red, data files produced by
PROFFAST are drawn in pink. Solid black arrows indicate that the files are read in by a program. Dashed black
arrows mean that only information about the files (e.g. the path or the filename) are read. The PROFFASTPYLOT
provides an easy-to-use interface for the processing chain. It manages the external data, creates the input files and
calls and monitors the programs of PROFFAST. The functions of the PROFFASTPYLOT are indicated by the
white arrows. All necessary settings for the PROFFASTPYLOT are given by a single input file (PROFFASTPYLOT
input file). The daily results generated by INVERS are collected by the PROFFASTPYLOT to a single result file.

PROFFASTpylot The PyLOT was developed by the author of this thesis as an interface to
simplify the usability of the PROFFAST software. It takes care of managing all the files, creates
the input files, and starts and monitors the programs of PROFFAST. It also collects the final
results of each day and combines them into a single results file. The settings of the PYLOT are
given in a single input file. As a result, instead of running several programs one after another
and creating the necessary input files manually, the PYLOT provides a user-friendly program that
further automates the data evaluation. The simple usage allows for efficient big-data processing
and therefore is an important contribution to the COCCON community and a future up-scaling
of the network. Currently, it is used by research groups worldwide as the standard tool for data
processing with PROFFAST.

The PyLOT is licensed under GPLv3 and hosted on a GITLAB server: https://gitlab.eudat.
eu/coccon-kit/proffastpylot.
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XAIR definition An important difference of the PROFFAST software compared to the GGG
software is the definition of XAIR. This is important to know for the correct interpretation and
comparison of the data processed with GGG and PROFFAST:

VCo, g- Mdry—air
0.2095 Ny - ps

XAIRproFRAST = +VCh,o - (3.7)

Here, VCo, and Vo are the total column values of O, and H;O molecules, respectively. my,o
and mgry_,ir are the mean molar masses of H,O and dry air, respectively, Na is AVOGADRO’s
constant and g is the column-averaged gravitational constant. Using the abbreviation XAIRggag:

and XAIRgggz defined in Equation (3.5) and Equation (3.6), it is possible to rewrite Equation
(3.7) as:

< 1 1
XAIRprorrasT = o + XAlRgge

_ 3.8
XAIRGgGa1 0.2095 - VCaj, (3.8)

As the first part of the equation is dominant, the inverse values of GGG or PROFFAST must
be considered when comparing the results.

3.2.2. Calibration of PROFFAST?2 to the TCCON Scale

In this section, the calibration of the PROFFAST2 gas products code to the TCCON scale is
presented. The TCCON network is chosen to serve as a reference because it is tied to the WMO
scale by airplane overflights (Wunch et al. 2010; Messerschmidt et al. 2011; Inoue et al. 2016)
or by ballon based air-core measurements (Karion et al. 2010; Sha et al. 2020; Mostafavi Pak
et al. 2023). The calibration of FTIR based remote-sensing measurements usually consists of
two different correction types. The first type are the so called Airmass Independend Correction
Factor (AICF) and the second type the Airmass Dependend Correction Factor (ADCF). The
ADCEFs correct for errors emerging from different airmasses and hence, depend on the SZA. The
AICFs are used to correct for a constant bias in the data. In 2022, a first, preliminary version of
the calibration was published together with the PYLOT using the tag 1.1 in GITLAB®. They are
denoted as the “old” calibration factors in the following.

For the PROFFAST?2 calibration, a third type of correction factor is introduced. The comparison
of the XGas values of the COCCON and the TCCON XGas shows a deviation in dependence
of the water vapor concentration in the atmosphere. To correct for this, a XH,O correction is
introduced. This is explained in more detail in Section 3.2.2.1.

For the calibration, data measured by three different instruments (SN037, SN039 and SN122)
is used. The instrument SNO037 is measuring continuously in Karlsruhe and serves as the
COCCON reference device. The data recorded in the time period of 2018 to 2022 is used for
the calibration.

The instruments SN039 and SN122 measured data in Sodankylé, Finland and hence are compared
to the Sodankyld TCCON site. This site is chosen as it was extensively compared against
an EM27/SUN in the framework of the FRM4GHG project funded by ESA (Sha et al. 2020).
For the SN039 instrument, the data recorded in the 2017 and 2018 is used and for the SN122
instrument the data recorded from the beginning of 2020 until end of March 2021 is used.

3 https://gitlab.eudat.eu/coccon-kit/proffastpylot/-/tree/vl.17ref_type=tags
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The “new” calibration factors are given in the following. They are released together with version
1.2 of the PROFFASTPYLOT?.

3.2.2.1. Airmass Dependent Correction Factors

The ADCFs are necessary since for lager airmasses (which occur at larger SZA, i.e. in the
morning and the evening) spectroscopic inaccuracies introduce errors to the measurements. As
a result, measurements taken during a day with large SZA values at the beginning and at the
end of the day typically have a parabolic shape.

To calculate the ADCEF it is necessary to isolate this effect within the data. For this, it is
assumed that the SZA dependency is low in an interval of 20° < 50°. Therefore, for each day,
the data points of each species are divided by the average of the species measured in the SZA
interval from 20° to 50°. The resulting data for the instrument SN037 (the COCCON reference),
is plotted in Figure 3.8 in the dependency of the SZA. In blue, the data processed without
SZA corrections are shown. The data in orange are processed using the final correction factors
as released with version 1.2 of the PROFFASTPYLOT (Feld et al. 2023a). A strong airmass
dependency results in a deviation of the gas contents from unity for larger SZA. To correct for
the airmass dependency, the total column (and not the XGas products as one might expect)
values of each gas VCg,s are corrected by the function c(x):

(x) = T ADCH x* + ADCF, - x'* + ADCF; - x* (3.9)
c(x) = _ .
1+ ADCF; - x;lef + ADCF - xl}ezf + ADCF; - Xyef2d

Here, x = 0.63661977 - SZA with the SZA in radiant and x..s = 0.66666666. The value of x.r is the
angle where the correction polynomial equals to unity. In degrees, the value of x.f corresponds
to 38.20°. The factor 2/x used to calculate x from the SZA is chosen in a way that x becomes
unity at SZA = 90°. Hence, due to Equation 3.2 all XGas values are influenced by the ADCFs of
the gas itself as well as of XAIR.

As a measure of the airmass dependency a quadratic function f(sza) = 1+a - sza? is fitted to the
data. The closer the fit parameter a, the better the correction.

The ADCF are determined using an iterative approach taking into account the results of all
three instruments. The resulting ADCFs are summed up in Table 3.1.

The ADCF; implements a strong correction for large SZA. Since the airmass dependency of a
single species is not this strong, ADCFj; is not used. However, it is implemented already for a
potential future use case. The reason why for some gases (e.g. XCHy) there is still a residual
airmass dependency is that the ADCFs are determined in a way that the average performance of
the three different instruments is optimal. Therefore, the airmass dependency for the instrument
SN39 shown here, still has a low bias for some gases, whereas the airmass dependency of the
other instruments show a small high bias. Hence, considering the instrument ensemble, the
average of the correction is satisfactory.(Compare with Figures B.1 and B.2).

4 https://gitlab.eudat.eu/coccon-kit/proffastpylot/-/tree/vl.27ref_type=tags
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Figure 3.8.: A comparison of the the airmass dependency of XGas values retrieved by PROFFAST2 with unity and
the “new” ADCFs. The data plotted here, is calculated by dividing the data of each day by an average of that
day. For the calculation of the average only data in a SZA interval from 20° to 50° is used. The data in blue is
retrieved using unity correction factors. By an iterative procedure the ADCFs are determined so to minimize
the airmass dependency (i.e. the bending of the data). This results in the data in orange. As a measure of the
airmass dependency, a quadratic function f/g(sza) = 1+ a/b - sza® is fitted to the uncorrected data and the data
processed using the final ADCFs, respectively. The reason for the data in orange not being aligned perfectly is,
that the ADCFs are chosen such that the overall data measured by three different instruments (SN037, SN039
and SN122) is optimized. The plots of the other instruments can be found in the appendix.

3.2.2.2. Airmass Independent Correction Factors

To determine the AICFSs, the time series recorded by the three EM27/SUN are compared with
the time series of the TCCON sites in Karlsruhe and Sodankyld. For this, the time series of
the XGas values are binned into intervals of [ = 10 min. The temporally corresponding bins of
the time series are compared by dividing values of the TCCON spectrometer by the values of
the EM27/SUN spectrometer. The average of the quotient over all bins gives the AICF of an
instrument. The approach is described in detail in Section 4.2.1.
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For the instruments SN39 and SN122, bias correction factors to align them with the COCCON
reference (SN37) instrument are applied before deriving the AICFs. For both instruments, the
bias correction factors are determined by side-by-side measurements with the reference SN037 in
Karlsruhe in 2015-04-14 and 2015-04-15 for the SN39 device and in 2019-11-24 and 2019-11-30
for the SN122 device. The data is processed using PROFFAST?2 with the calibration published
with the PYLOT version 1.1.

When comparing the “old” calibration with the TCCON sites, the PROFFAST2 data shows
systematically higher values during summer and lower values during winter compared to the
TCCON sites. This is illustrated in Figure 3.9 for XCO, as an example. For other gases, the
plots look similar and are shown in the appendix. Panel a) shows the XCO; time series of the
Karlsruhe TCCON data and the SN037 data processed with the old calibration factors. In panel
b) the difference AXCO, = TCCON-KA — SN37 is plotted. The deviation of the data processed
with the old calibration from the data processed with the “new” calibration can be seen from
the raw data (panel a) and more clearly from the differences (panel b).

To find the reasons for the deviations, AXCO, is checked for dependencies on the SZA, the
ground temperature and the DMF of H,O. The results are plotted in the panels ¢) to e) in
Figure 3.9. A dependency of AXCO; on all three parameters is visible. This is not surprising
since the parameters are influenced by each other (high SZA are often measured in the winter,
when cold temperatures are causing low XH,O values). With this information, an empirical
correction for XH,O can be deduced, and is included in the new calibration of PROFFAST2.
The reasons for choosing XH,O as a correction are the following:

e A correction for the SZA is not very reasonable since the PROFFAST?2 already is corrected
for the SZA as described in the previous section.

e Comparing the “compactness” of the correlation of the ground temperature and the XH,O
amount, the XH,O amount shows the clearest correlation. There, the relation is about to
be linear, which is not detectable as clearly for the ground temperature.

Empirical H,O correction The empirical H,O detection is applied to the XGas values. Therefore,
the correction is applied on top of the SZA correction. It is applied to all retrieved species
except for XAIR and XH,O itself. The correction is implemented using the following formula:

XGascorr = XGas - [1 + CFxu,o0 (XH,0 — 2500)] . (3.10)

Here, CFxy,0 is the new additional correction factor. By subtracting 2500, the correction is
designed to pivot at 2500 ppm.

The application of the corrections is illustrated for the example of XCO, and the instrument
SNO037 in Figure 3.10. In orange, the same data as in Figure 3.9 is plotted. In green, the results
of new calibration including the XH,0O correction is plotted. The reason causing the dependency
on XH,O0 is still unclear and a topic of current research. Also, it is not clear, if it is an error
in the GGG retrieval software or if it is an error in the PROFFAST2 algorithm or due to the
use of different spectroscopic data. A more thorough investigation of this issue can be found in
Section 3.2.3

For the remaining gases and the other instruments, the structure looks similar. They are not
described in the main part but can be found in the appendix B.

The final ADCFs and AICF for all species are listed in Table 3.1.
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Figure 3.9.: Comparing the old calibration of PROFFAST2 with the Karlsruhe TCCON site for the example of
XCO3. The used COCCON data is measured with the COCCON reference instrument SN37. In panel b) a large
seasonal variation is visible. The dependency of the SZA, the ground temperature and XH;O are shown in panel
¢), d) and e). For all of them a dependency is visible. However, the most compact correlation can be seen for
XH,0. Based on this observation, an additional correction for XHO is introduced. For more details, see in the

main text.

3.2.3. Analysis of the XH,0O Dependency

With the application of the empirical XH,;O correction in the calibration, it is possible to
reproduce the results of the TCCON with good agreement. However, such an ad-hoc correction
is only covering up some unknown source of miscalibration in the retrieval. The fact that the
correction is in a similar order for XCH, and XCO, indicates an systematic reason. Furthermore,
the comparison with the TCCON data only allows for relative comparisons but cannot tell if the
results of the PROFFAST retrieval are causing the deviation or if there is an XH,O dependency
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Figure 3.10.: The result of the XH2O correction for the example of XCO;. In orange the same data as in Figure
3.9 is plotted. For the data in green the XH,0 correction is applied. Panel e) shows the direct influence of the
correction, which corrects the slope in the XH,0 dependency of XCO,. Consequently, the seasonal variation
visible in panel b) for non-corrected data in orange is decreased significantly. As a measure of consistency, the
dependency of the SZA and the ground temperature is plotted in panel ¢) and d) respectively. For both the
dependency is reduced as well.

in the TCCON data, as well. Hence, here the reason for the XH,O dependency is investigated
in more detail.

As a first step, the retrieval code and the handling of the a prioris in the PROFFAST and
PROFFASTPYLOT is carefully checked for obvious errors. However, nothing obvious could be

found.

With the update from PROFFAST1 to PROFFAST2 the H,0 line list was also updated. To
check if the dependency results from this update, the Karlsruhe data is reprocessed by using the
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Table 3.1.: The ADCFs and AICFs for the PROFFAST?2 retrieval algorithm. The ADCF3; parameter is added in
the code for a potential later correction, however, it is not used currently.

XGas | ADCF; | ADCF, | ADCF; | AICF | CFxn,0

XH,O | 0.00000 | 0.0000 | 0.0000 | 1.0000 -
XAIR | —0.0075 | —0.0072 | 0.0000 | 0.9910 0.00
XCO, | 0.00040 | 0.0020 | 0.0000 | 0.9975 | —1.50
XCH; | 0.00275 | 0.0100 | 0.0000 | 0.9884 | —0.72
XCH3*® | —0.0008 | 0.0025 | 0.0000 | 0.9950 | —0.72
XCO | 0.07150 | 0.0060 | 0.0000 | 1.0000 | —0.30
2~ 0.51
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Figure 3.11.: Difference of the retrievals using the new and the old line list of H,O in PROFFAST2. The plots
show the differences of the XGas values of the Karlsruhe data retrieved with PROFFAST2 and the old line list
and with the new line list. The old line list is the one used by PROFFAST1 and the new line list the one used by
PROFFAST?2. For none of the differences a dependency on the XH20 value can be seen. This indicates clearly,
that the XH20 dependency was not introduced by the new H20 line list.

H,O line list of PROFFAST1 in the PROFFAST?2 version. The differences of this retrieval and a
standard retrieval for the different XGas values in dependency of XH;O are plotted in Figure 3.11.
From this figure it can be seen clearly that for none of the gases an XH,O dependency can be
found. This implies that the improved line list is not causing the problem.

As a next step, the results of the Karlsruhe dataset but processed with previous versions (i.e.
GGG2014 and PROFFAST1) are compared to each other. This allows to check, if the dependency
only occurs for the comparison with the current versions or maybe is detectable also for previous
versions. If it is detectable also for the new versions, this would help to narrow down the sources
of the dependency. The difference of GGG2020 and PROFFAST1 in dependency of XH20 is
shown in Figure 3.12. The Figure also contains the difference to PROFFAST2 as a comparison.
To increase the visibility of the trend in the data, a linear function f(XH,0) =a+b-XH20 is
fitted to the data. For XCO, and XCHisP, the same trend for the PROFFAST1 and PROFFAST?2
data is found. For XCHy, the data of PROFFAST1 shows the inverse trend as for PROFFAST?2.
This result also excludes a programming error which occurred when updating from PROFFAST2
to PROFFAST1.
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Figure 3.12.: Comparison of the XH,O dependency of the difference of PROFFAST1 and PROFFAST2 with
GGG2020. In orange, the differences of GGG2020 - PROFFAST?2 and in green, the difference of GGG2020 -
PROFFAST1 are plotted. To increase the visibility of the trend in the data the linear functions f and g are fitted
to the differences. For XCO, and XCstlSP the same dependency can be found for the PROFFAST1 data, but with
different strength. For XCHy it is interesting to see that the dependency of PROFFAST1 is the inverse of the
dependency of PROFFAST?2 and have a similar strength.

As a further analysis, the difference of GGG2020 - GGG2014 is examined and plotted in Figure
3.13. There, no XH,0 dependency is apparent for XCO, and XCO. However, the XCH, difference
shows a clear dependence on XH,O. The fit indicates that for a water vapor difference of
5500 ppm (6000 — 500 ppm), the XCH,4 difference is approximately 0.007 ppm. This is a little less
than for the difference of PROFFAST2 - GGG2020 which is 0.01 ppm but still significant.

These findings are very valuable since they allow one to draw the following conclusions:

1. The fact that the difference of PROFFAST1 - GGG2020 also shows dependencies in XH,O
shows clearly that this is not an issue of PROFFAST2 alone.

2. The update of the XH,O line list is not the reason for the behavior.
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Figure 3.13.: The difference GGG2020 - GGG2014 of different species plotted over the XH;0 value of GGG2020.
For XCO; and XCO, there is no apparent dependency visible. For XCHy, the dependency is clearly visible. The
increase is approximately 0.007 ppb from low to high water vapor concentration.

3. As the comparison of the XCH, differences of GGG2020 and GGG2014 also shows a XH,0
dependency, this indicates, that this is not only an issue of PROFFAST but also of GGG.

4. The question arises as to which of the programs is closer to the true value, since there is
an XH,0 dependency in some gases in both PROFFAST and GGG.

In general, the worst case would be that these differences are the upper limit of an potential bias
of the remote sensing data product. For XCO,, the difference is up to 3 ppm (0.7 %), 0.01 ppm
(0.55%) for XCH4 and 0.56 ppb (0.56 %) for XCO (they are calculated using the slope of the fit in
Figure 3.12 and a difference of XH,0 of 5500 ppm). For both XCO, and XCHy, the deviations
are larger than the TCCON error budget of GGG2014 and GGG2020.

It is of great importance to investigate the reasons for the deviation more closely and to verify the
XH,0 dependency of PROFFAST and GGG. For this a wide-ranging comparisons of PROFFAST
and GGG with XGas values retrieved from AirCores or airplane in-situ measurements at days
with different XH,O amounts are planned for clarifying this issue.

3.2.4. Performance Comparison of COCCON to TCCON

The calibrated data is used for a systematical analysis of the performance of the COCCON
relative to the TCCON data.

For this, the COCCON data is restricted to a maximum SZA value of 78°. The XGas values
of both TCCON and COCCON are binned into 10 min intervals. The i-th bin of the TCCON
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and COCCON data is denoted as XGasl-TC/CC, where TC and CC are used as abbreviations
for TCCON and COCCON respectively. For each timely corresponding bin, the difference

——TC ———=CC
AXGas; = XGasl-T — XGas; is calculated. Using these differences, the mean value,

N
AXGas = % ; AXGas; (3.11)
and the standard deviation,
1 2
OAXGas = N1 Z (AXGasi - AXGas) (3.12)

i=1

are calculated. Both values are divided by the temporal mean value XGastccon of the XGas

value of the TCCON data to get relative values AXGas * GaxGas:

o —

_ AXG
AXGas + oAXGas = @

OAXGas

(3.13)

XGastccon  XGastccon

The results are summarized in Table 3.2. By construction the AICF align the mean values of

Table 3.2.: Comparison of the performance of the single instruments compared to the TCCON data. In each column

the values of AXGas + GaxGas in percentage are given. The last column shows the average over the values of the
three instruments. For a discussion of the values see in the main text.

. Average of
Species SN37 (%) SN39 (%) SN122 (%) (SN37, SN39, SN122) (%)
XCO, —0.0429 + 0.0949 | 0.0464 + 0.0861 0.0817 £ 0.1591 0.02840 + 0.11337
XCHy4 0.0006 £ 0.1596 0.0184 £ 0.1536 | —0.0583 £ 0.2575 —0.01310 £+ 0.19023
XCHZSLSP 0.0342 + 0.2403 0.0110 £ 0.2252 —0.1628 + 0.3371 —0.03920 + 0.26753
XCO 0.9157 £ 2.3268 | —0.8551 £ 1.1736 | —0.8832 + 1.3094 —0.27420 + 1.60327
XH,0 —1.5683 + 2.5825 | —1.1757 £ 1.6904 | —0.8717 £+ 1.3903 —1.20523 + 1.88773
XAIR —0.1759 £ 0.1410 | 0.0823 + 0.3581 0.0942 + 0.2633 0.00020 + 0.25413

—

the compared datasets. Therefore, it is not surprising that the AXGas values are low. The more
significant number is the relative standard deviation OAXGas, Which describes the scattering of the
COCCON values over the TCCON measurements. Comparing the relative standard deviation
with the errors-budget for GGG2020, for XCO,, XCHy, XCHZSP and XCO they are all within
the error-bars, which is an excellent agreement.
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Chapter 4

Travel Standard: Technical Description

This chapter is mainly based on the following publication:

Herkommer, B., Alberti, C., Castracane, P., Chen, J., Dehn, A., Dietrich, F.,
Deutscher, N. M., Frey, M. M., Gro8, J., Gillespie, L., Hase, F., Morino, 1., Pak, N. M.,
Walker, B., and Wunch, D. (2024). “Using a portable FTIR spectrometer to evaluate
the consistency of TCCON measurements on a global scale: The COCCON Travel
Standard”. In: EGUsphere 2024, pp. 1-46. DOI: 10.5194/egusphere-2023-3089

It is published under the CREATIVE COMMONS ATTRIBUTION 4.0 license, which allows copying,
redistributing and adapting its content. For the contributions of the individual authors to the
cited work, see the “Author Contribution” section in the publication.

In the previous chapter, the TCCON and the COCCON were presented, which give the
background for the introduction of the Travel Standard (TS) in this chapter. The TS is an
EM27/SUN FTIR spectrometer operated to meet COCCON requirements which is deployed to
TCCON stations to perform side-by-side measurements and hence, serves as a common reference
the TCCON sites can be compared to. This chapter focuses on the technical description and
realization. The scientific discussion and results are given in Section 5.

The chapter starts with a technical description of the enclosure used to realize the TS. Next,
the instrumental characteristics of the EM27/SUN used as the TS unit are investigated and
presented. This is done by performing and evaluating side-by-side measurements with the
COCCON reference device to derive the instrument specific biases. To compensate those
biases and to tie the TS to the COCCON reference unit, for each species a bias compensation
factor is derived from those measurements. Furthermore, an error calculation for the bias
compensation factors is carried out. Finally, the pressure sensor included within the enclosure is
characterized.

4.1. The Enclosure

For the technical realization of the enclosure, two key demands are identified. First, there is a
need for some kind of enclosure which facilitates the deployment to the various sites by enabling
remote control of the spectrometer and the enclosure. This enables the TS to be shipped to a
site without the need of a person accompanying the device and therefore, helps to visit TCCON
sites in a high frequency.
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Figure 4.1: The enclosure of the Travel Standard. The
EM27/SUN used as Travel Standard inside of the en-
closure used at the rooftop of the institute building
in Karlsruhe, performing side-by-side measurements
with the COCCON reference unit. The enclosure is at
the right-hand side. The rotatable dome has a cut-out
which enables the Sun to illuminate the spectrometer.
The person at the picture is 1.8 m tall, giving a reference
for the size of the enclosure and the EM27/SUNs.

As a second key demand, it is desirable to have comparable ambient conditions when operating
the spectrometer at various sites. This helps to avoid systematic errors caused by extreme cold
or hot temperatures. Hence, the enclosure should provide a rain cover, a heater, and a cooling
mechanism.

These demands are solved by using an enclosure which is developed and build by the Technical
University Munich (TUM) (Dietrich et al. 2021; Heinle and Chen 2018) and purchased by
the Institute for Meteorology and Climate Reasearch - Atmospheric Trace Gases and Remote
Sensing (IMK-ASF). Figure 4.1 shows it alongside the COCCON reference unit and a further
EM27/SUN spectrometer collecting side-by-side measurements at the rooftop of the IMK-ASF
building in Karlsruhe.

The enclosure is equipped with a simple and reliable software running on a programmable logic
controller (PLC) for controlling the dome. An industrial computer is included to control the
EM27/SUN and for collecting the measurements. By a router which is able to connect to
the internet using LAN, WiFi or mobile data, the whole enclosure is connected to the internet
enabling remote access and control. At the top of the cover, a rain sensor is mounted to close
the dome immediately as soon as rain is detected. A small uninterruptible power supply (UPS)
is included to power the enclosure long enough to close the dome and protect the interior in
case of a blackout.

For using the enclosure in the context of the Travel Standard, several modifications have been
made when compared to its original status as assembled by Heinle and Chen 2018.

Power Supply In its original design by TUM, the enclosure is built to be used in Europe.
Hence, various electrical components inside the box were not able to deal with voltages and
frequencies other than the European power grid. To solve this problem, the electronics are
adapted to cope with a large range of voltages and power grid frequencies.

Temperature Management The enclosure is equipped with a fan and a heater for controlling
the temperature inside the enclosure. The task of the temperature management is to keep
the temperature in a range which is uncritical for the electronics inside the enclosure. Low
temperatures can become critical as soon as wet air starts to condensate. The water can cause
corrosion and also damage electrical circuits. Therefore, the temperatures should always be high
enough to prevent condensation. To ensure this, the heater is set to keep 25°C as the lowest
temperature. On the other hand, the electronics produce heat inside the enclosure. Furthermore,
the enclosure is irradiated directly by the Sun and hence, the temperature inside of the enclosure
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(a) Temperature management in Karlsruhe. (b) Temperature management in Wollongong.

Figure 4.2.: Temperature records inside and outside of the enclosure in Karlsruhe (a) and Wollongong (b). The
inside temperature is plotted in orange and the ambient air temperature as measured by the TCCON station
plotted in blue. The data in (a) was recorded in summer 2020 in Karlsruhe. The data in (b) was recorded during
the campaign in Wollongong, Australia. In (b) it is noticeable that the target temperature of 25°C is kept even
though the outside temperature falls to a lower temperature. When the temperature starts to rise, the fan starts
venting in order to cool down the enclosure. The reason the temperature inside the enclosure rises to higher
values than the ambient temperature is that a) the electric components inside the enclosure produce heat and
b) the radiation hitting the enclosure directly additionally heats up the enclosure. The cooling does not work
efficiently. However, even during hot summer days like shown in (a) the measurements worked fine.

is warmer than the ambient temperature. To cool the enclosure, a fan is used to transport the
hot air to the outside of the enclosure.

Figure 4.2 presents the ambient temperature and the temperature measured inside the enclosure
in summer 2020 in Karlsruhe and during the Wollongong campaign. The target temperature
inside the enclosure is set to be 25°C. The heating works well which is apparent as the
temperature never dropped below that level. However, the fan cannot circulate enough air to
compensate the heating caused by the electronics and the irradiating Sun. In Wollongong, the
inside temperature was up to 5°C warmer than the ambient temperature. The problem also
occurred in Heinle and Chen 2018 who used an improved cooling by using an thermoelectric
cooling. However, even when operating the enclosure on warmer days (tested to a maximum
ambient temperature of up to 33 °C, and a measured enclosure temperature of 45 °C in summer
2021 in Karlsruhe) the electronics as well as the measurement works fine. Hence, no further
improvement of the cooling was necessary.

Pressure Sensor An important auxiliary quantity for the retrieval of XGas values is the ground
pressure. According to a study by Tu 2019, conducted for low resolution spectra and using
the PROFFIT algorithm, for CO; a change of 1hPa results in an error of 0.035 ppm. To have
reliable pressure measurements available for all measurements, the enclosure is equipped with a
VaisaLA PTB330 meteorological pressure sensor. Furthermore, this enables to use the TS to
compare the pressure measurements of the visited TCCON sites to a common reference.

Guided by the data collected at the first campaign in Tsukuba an issue that has not been
considered was addressed: The pressure data of the first campaign in Tsukuba shows some
abrupt changes which are not recorded by co-located pressure sensors (as the sensor used for
the Tsukuba TCCON site). Figure 4.3 shows this phenomenon for 2021-04-10 as an example
using green color. For comparison, the pressure as recorded by the TCCON site is shown in
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Figure 4.3: Example of the dynamic pres-
sure created by the fan inside of the en-
closure. The figure shows pressure and
temperature measurements collected in
Tsukuba, Japan. In green is plotted the ,I'N""\
pressure data as recorded by the VAISALA

PTB330 inside the enclosure. In blue is
plotted the pressure data recorded by the
sensor of the TCCON station. In orange
the same data is plotted but corrected for
height and an offset (compare section 5.2) 1012 - -
to match the pressure level of the Travel . _/x./ h\"*i
Standard sensor. In red the temperature = TCCON, original = TS, Vaisala PTB330
inside the enclosure is plotted. It refers TCCON, corrected = Temp. in enclosure
to the axis at the right-hand side of the 1010 : : : : : : : : :
figure. The fan within the enclosure starts Q Q Q Q Q Q Q Q Q Q
vegnting a approximately 08:00 and stops QG'Q Q%"Q \G'Q ‘];-Q \M'Q \G'Q \%‘-Q S ‘b‘vg QQ"Q
at 18:00 causing the TS pressures sensor 2022-04-10, local time

measuring significantly higher values due

to the dynamic pressure.
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Figure 4.4: The pressure sensor inside of the TS enclo-
sure. The VaisaLA PTB330 sensor can be seen at the
left-hand side of the enclosure. It is connected to the
plastic cup mounted at the bottom of the enclosure via
the blue tube. The bottom under the cup is cut in a way
that the tube is directly sensing the outside pressure.
The tube is sealed with a pressure-permeable cover to
prevent insects or other dust particles to enter the tube
and the sensor. This solution enables the measurement
of the ambient pressure without being affected by the
dynamic pressure created by the venting fan inside the
enclosure.

blue. The data corrected for height and an offset between the two sensors (see Section 5.2)
is given in orange. In Figure 4.3, the abrupt changes in the pressure data recorded by the
TS at approximately 08:00 and 18:00 can be seen clearly. The reason for these jumps is a
dynamic pressure created by the venting fan which is used to control the temperature inside
of the enclosure. Since there is no log data giving an information when the fan starts to vent,
the temperature inside the enclosure is used as a proxy: As soon as the temperature starts to
rise, the fan starts venting, trying to keep the temperature in the enclosure below 35 °C. In the
evening, it stops again. The stopping point is perfectly visible since the decrease rate suddenly
slows down at approximately 18:00. At this point, the pressure offset stops as well and both
sensors measure the same pressure.

To solve this problem, after the Japan campaign, a pipe is used which connects the pressure
sensor to the outside of the enclosure. It ends in a 3D-printed cup mounted at the bottom of
the enclosure. Figure 4.4 shows the pipe and the cup inside the box.

Transport Logger When transporting goods on roads, ships or airplanes, mechanical shocks
can happen to the goods due to potholes, swells or turbulences. To avoid damages to the TS, it
is packed properly in foam. Even though the EM27/SUN has proven to be quite resistant to
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Table 4.1.: Records of the transport data-logger attached directly to the EM27/SUN. For the shock recording, it is
necessary to set up thresholds for the acceleration amin;max (as a multiple of the earth acceleration g = 9.81 ms™1),
the duration of the shock Ty, and the frequency rate frate with which the data is recorded. The temperature
and humidity records are both in an non-critical range. The maximal acceleration recorded by the logger is 16 g.
Hence, it is not clear if the actual acceleration was larger. However, no misalignment or any other errors could be
found when checking the instrument.

Site ‘Temperature Humidity ‘ Shock thresholds ‘ Shock records

Amin;max = [_3-0§3-0]g
Hpyax = 25% Tqur = 30 ms No events recorded
frate = 1600 Hz

Tsukuba, Tmax = 44.1°C
Japan Tin = 11.0°C

Amin;max = [_3-6§3~6]g
Hpax = 63% Tgur = 20 ms No events recorded
frate = 1600 Hz

ETL, Tinax = 46.4°C
Canada Tnin = 24.0°C

Wollongong | Ty = 31.2°C Amin:max = [—3.6;3.6]g EM27: 3 events
max — .

. Hpyax = 63.3% Tqur = 15ms max = 16 g
Austral Tnin = 13.1°C max ur max
ustralia min ﬁrate = 400 Hz TdTl;ix = 35ms

mechanical shocks, it is desirable to know about any impacts which happen when transporting.
In case of strong impacts, this is an indicator to check for misalignment.

Furthermore, very high temperatures or very low temperatures also can affect the alignment
due to thermal expansion. In addition, low temperatures combined with a high humidity of the
air can cause condensation of water and hence, may damage the electronics and the mirrors.

Especially for a Traveling Standard it is of utmost importance to keep track of shocks and check
for potential issues arising from this. For this purpose, the Travel Standard is equipped with two
ASPION G-LoaG2 transport-data logger. One is mounted at the inside of the enclosure, the other
one is mounted directly to the EM27/SUN which is transported in a separate box. The loggers
record mechanical shocks, the temperature, and the humidity over the entire transportation
period. The data recorded by the logger directly attached to the EM27/SUN is summarized
in Table 4.1. The data recorded by the logger mounted at the inside of the enclosure is given
in the appendix in Table A.1. The temperature and the relative humidity were both in an
non-critical range for all transports. During the transportation to Tsukuba and East Trout
Lake (ETL) no shock events were recorded. The shocks recorded during the transportation for
the Wollongong campaign lead to an intensive check of the EM27/SUN and the enclosure. For
the EM27/SUN no misalignment or other errors could be determined. However, the changes in
the side-by-side measurements with the COCCON reference unit are larger than the changes
found before and after of the other campaigns. This might be an impact of those shocks. In the
enclosure, several screws mounting the internal computer to the enclosure bottom were loose
or had even completely fallen off. Beside the mentioned damage, no other damages could be
detected.

4.2. Characterization and Monitoring of the Travel Standard in
Karlsruhe Between the Campaigns

To monitor the instrument between the campaigns, side-by-side measurements with the COCCON
reference spectrometer (SN37) are collected. The deviation to the COCCON reference unit is
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described by multiplicative factors K which are called bias compensation factors in this thesis.
In the first part of this section, the approach to derive these factors is explained and applied.
A further tool to monitor the stability of the TS unit is the measurement of the ILS, compare
with Section 2.3.4.4. Hence, between the campaigns, the ILS is measured and the results are
presented. Finally, the pressure sensor mounted in the Travel Standard enclosure is characterized
and compared to the data of a nearby weather station of the German weather service (Deutscher

Wetterdienst (DWD)).

4.2.1. Approach to Retrieve Bias Compensation Factors

For the comparison of different XGas data measured with two different instruments, empirical
bias compensation factors are established (Frey et al. 2015; Alberti et al. 2022a). In good
approximation, they are assumed to be airmass independent. This approach is used several
times within this thesis, therefore it is presented here in detail. The following notation will be
used:

To correct the bias of the species XGas of instrument xx to match with the reference instrument
yy, the bias compensation factor is denoted as K}y (XGas) such that:

XGasyy = Kyx (XGas) - XGasy - (4.1)

The derivation is described in detail below.

Before calculating the bias compensation factors, the following criteria are used to filter the
data:

1. As a first step, measurements with a large baseline variation are filtered out. The baseline
variation indicates clouds or a bad tracking of the sun. This is done automatically by the
preprocessor of PROFFAST?2. The sensitivity of the filter is set to the default settings as
delivered with the PROFFASTPyYLOT 1.2.

2. All measurements recorded at a SZA larger than 80° are deleted. This is done since with
larger SZAs, the airmass increases with approximately 1/cos(sza) (assuming a plane parallel
atmosphere). Hence, the measurement uncertainties increase faster due to the fact that the
airmass varies faster with the SZA. In addition, empirical airmass-dependent corrections
and the assumption of hydrostatic balance become less reliable.

3. Obvious outliers in XAIR are deleted. To detect them, the data for each day are smoothed
and the original data is subtracted by the smoothed version. The result of this division
scatters around zero. This is used to calculate the standard deviation oxamr of XAIR for
each day. All data points outside of +20xar are assumed to be outliers and thus deleted.

4. In case the XAIR filter was not able to detect an outlier, for each XGas, all remaining
obvious outliers are deleted. The upper-lower limits used for this are 1.6 - 1.95 ppm for
XCHy, 350 - 450 ppm for XCO,, and 40 to 200 ppb for XCO. This happens mostly for data
recorded with the second channel since the data used to calculate XAIR is only recorded
by the first channel. If e.g. the second channel is over-saturated this leads to bad XCO
and XCHESP values which are then removed from the evaluation.

To calculate the bias compensation factors the XGas values of both instruments, xx and yy, are
1

binned in intervals of I minutes, denoted as XGasyy/yy

here i enumerates the bins. Next, the
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bias compensation factors are calculated by dividing the coincident bins of instrument yy by the
ones of instrument xx and taking the average of it:

t;

N
Y - 1 Z XGasyy (4.2)
XX N _ti .
i=coincident bins XGasxx
1 .
=< 2, (@ (4.3)
i=coincident bins
. XGasti
Here, (¢ic)" = ——i

4.2.1.1. Error Analysis of the Bias Compensation Factors

For any measurement, the error can be split into a systematic and a random error. Assuming
constant conditions, a systematic error falsifies repeated measurements all by the same amount.
The known bias between the instruments is a systematic error and is described using the bias
compensation factors. For the TS instrument, a further systematic error for the XCO product is
detected and discussed in Section 4.2.3. Apart from this no other systematic errors are known.
The error of interest therefore is the random error, which randomly influences the results.

The random error is described by the standard error:
D
o_ %
s, = (4.4)
i \/n—iID

of the data. Here O'}D is the estimated standard deviation of the data of one instrument in the
i bin and n; the number of measurements in the bin. Note that for each bin of each instrument
the standard error is calculated.

To calculate the error of the quotient (g3)" of each bin, GAUSSIAN error propagation is used. In
the following, an error of a quantity x will be denoted as e(x). This notation is used to indicate
that the error is not a standard deviation and also to avoid confusion with the difference between
two values which is denoted with A. For a product x = x; - x, or for an quotient x = x1/x,, the

formula for the propagation of the relative error €(x)/x is the same (see e.g. Kaloyerou 2018):

1
e(x) _ [(G(X1))2+(€(X2))2 2 (45)
X X1 X2
Using Equation 4.5, the relative error for the quotient of the i*" bin is calculated by:
213
YYy. §XX S}’Y
UEJI [ A . (4.6)
(g0 XGas,, XGasy,

Using GAUSSIAN error propagation applied to Equation (4.3), the error of the final bias compen-
sation factor is calculated by:
1
1 N ) 2
(KY) = [N— > (@) ] . (1.7)
i=1

1
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Note that because Equation (4.3) is a sum, the absolute errors e(qyy); and not the relative errors

YYy. .
% need to be used. They can be calculated by multiplying Equation (4.6) with (giy)’. The
relative error of K can be calculated by e(lf—y’{yxy)

4.2.2. Characterization of the Travel Standard at the KIT for Empirical Bias
Monitoring

For the purpose of monitoring and characterizing the TS-spectrometer (serial number SN39),
before and after each campaign, side-by-side measurements with the COCCON reference
instrument (serial number SN37) are collected. Using these measurements, the instrument-

specific bias compensation factors Kssggg (XGas) for XCO,, XCH, and XCO are calculated. As a

complementary tool to monitor the Travel Standard instrument, open path measurements in
the laboratory are collected to retrieve the ILS of the spectrometer.

In Figure 4.5, the results of the side-by-side measurements are plotted. For the retrievals
with PROFFAST2, the calibration presented in Section 3.2.2 is used. It is released with the
PROFFASTpylot! version 1.2.

Table 4.2.: The bias compensation factors Kgggg for the TS spectrometer relative to the COCCON reference unit.

They are calculated using the data shown in Figure 4.5. For XCO, the correction described in 4.2.3 is applied.

AKS%\\QJ (%) denotes the deviation to the correction factor in the row above and AXGas the difference of the

temporal mean over each measurement period. A(AXGas) gives the change of the difference to the previous
encounter. The values of AKgll\\IIg’g and A(AXGas) are used to measure the stability of the instrument. The smaller,
the more stable are the instruments against each other. For all measurement periods (December 2021/January
2022; June 2022; October 2022; March 2023), the drift between two characterization measurements is less than

the TCCON error budget given in Section 3.1.2.

Species Date ‘ Kssll\\g’g? ‘ AKSS%\\g’g (%) ‘ AXGas ‘ A(AXGas)
January 2022 | 0.99887 + 0.00004 — | —0.4684 ppm -

XCO2 June 2022 0.99942 + 0.00007 0.06313 % | —0.2575 ppm 0.210 96 ppm
October 2022 | 0.99960 + 0.00003 0.01228% | —0.1626 ppm | 0.094 84 ppm

March 2023 | 1.00036 + 0.00005 0.070 60 % 0.1444 ppm 0.307 00 ppm

January 2022 | 1.00036 + 0.00004 - 0.0007 ppm -

XCH June 2022 0.99962 + 0.00006 —0.06684 % | —0.0006 ppm | —0.001 29 ppm
* | October 2022 | 1.00066 + 0.00002 0.09862% | 0.0013ppm | 0.00188 ppm
March 2023 | 1.00004 + 0.00005 | —0.07077 % | —0.0001 ppm | —0.001 35 ppm

January 2022 | 1.00159 + 0.00029 - 0.1608 ppb -

XCO June 2022 1.00071 £ 0.00075 —0.053 60 % 0.0831ppb | —0.077 67 ppb
October 2022 | 1.00052 + 0.00022 —0.047 68 % 0.0403 ppb | —0.042 82 ppb

March 2023 | 0.96076 + 0.00054 —0.58717% | —0.4636 ppb | —0.503 94 ppb

January 2022 | 1.00036 + 0.00003 - 0.0006 ppm -

XCHSSP June 2022 0.99834 + 0.00007 —0.19834 % | —0.0032 ppm | —0.003 84 ppm
4 October 2022 | 0.99962 + 0.00002 0.12525% | —0.0008 ppm 0.002 46 ppm
March 2023 | 0.99872 + 0.00011 —0.09563% | —0.0023 ppm | —0.001 54 ppm

I https://gitlab.eudat.eu/coccon-kit/proffastpylot
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Figure 4.5.: The results of the side-by-side measurements of the COCCON reference unit (SN37) and the TS
(SN39). The data of the reference unit is plotted in blue and the Travel Standard in orange. In the top panel,
XAIR is plotted, next XCO,, XCHy4, XCO and in the lowest panel XCH25P7 which is the column averaged DMF of
CH4 derived from a window covered by the second channel of the EM27/SUN. For each of species, empirical
bias compensation factors are calculated and summed up in Table 4.2. For XCO,; and XCHy, the difference of
the two instruments shows minor variability over time. However, for XCO, a significant variability is visible. To
correct this variability, an empirical SZA dependent function is used. The corrected data is plotted using the red
“x”-shaped markers. From the corrected XCO data, only every 12t marker is plotted to provide a clearer figure.

The measurements were collected on two days before and after each campaign. Before the Japan
campaign in December 2021 and January 2022, before the Canada campaign in June 2022,
before the Australia campaign in October 2022, and after the Australia campaign in March
2023.

A visual analysis reveals a good agreement for XAIR, XCO, and XCH, during all measurement
periods. The higher noise level on 2021-12-22 and 2022-06-01 and at the end of 2022-06-02
are most probably due to cloudy conditions on that day causing a higher DC variation of the
interferogram and reducing the accuracy of solar tracking. For XCO, there are larger differences
between the measurement campaigns. This is corrected using an empirical approach resulting in
the red crosses and investigated closer in Section 4.2.3.

Using the data given in the plot, the bias compensation factors Kgf\}lgg are calculated using the

approach explained in Section 4.2.1. They are given in Table 4.2, together with the errors
calculated as described in Section 4.2.1.1. Furthermore, the table shows the relative deviation

of each bias compensation factor to its precursor in the row above AKg’ggg in percentage. In
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addition, AXGas gives the difference of the temporal mean values of both instruments, considering
all values in a comparison period. To monitor the change of the instruments, the difference to
the previous value is given as A(AXGas).

For all gases, the changes of the differences (A(AXGas) are smaller than the estimated TCCON
site-to-site biases, given in Section 3.1.2. This shows that the EM27/SUN spectrometer unit
used as a Travel Standard is stable enough to serve as a common reference between the TCCON
stations.

However, for XCO, there is a larger deviation before and after the Australia Campaign (October
2022 and March 2023). The reason for this could be the high mechanical shocks of up to 16 g
recorded during the shipments to Australia and back, compare with Table 4.1. Due to these
shocks, the spectrometer was checked for loose screws and an obvious misalignment. However,
both tests were negative. Furthermore, the ILS measurement did not reveal a misalignment
(compare with Figure 4.6). However, the ILS measurements consider only the first channel of the
EM27/SUN, whereas the XCO window is measured with the second channel and hence can not
detect a misalignment in the second channel. Furthermore, the XCHi5P does not show a large
deviation during this period which also indicates that the second channel was not misaligned.

The changes of the differences A(AXGas) will be used later as an uncertainty when comparing
the different TCCON sites in Section 5.

XAIR Analysis XAIR is a quantity designed to check the consistency of the data and whether
there is any coarse misalignment of the spectrometer. This feature will be used in Chapter 5 to
verify that the TS works correctly.

The data used for the calibration of the COCCON (see Section 3.2.2) is collected with the
same EM27/SUN instrument as it is used now for the Travel Standard (Serial Number SN039).
Therefore, the datasets collected in Sodankyld in 2017 and 2018 are used to determine an
expected range for the XAIR value for the Travel Standard. Furthermore, the data measured
in 2021 in Karlsruhe (plotted in Figure A.1) is used. For both data-sets, the temporal mean
value and the standard deviation are calculated. As given in Section 3.2.1 the definitions of
XAIR are different in PROFFAST and GGG. Therefore, when comparing data processed with
PROFFAST2 and GGG2020, in the following for all PROFFAST?2 products 1/xAR is plotted.
Hence, here as well 1/xAR is used.

This gives values of XAIR = 0.99981 +0.00094 and XAIR = 0.99907 + 0.00078 for the data measured
in Sodankyld and Karlsruhe, respectively. The average of both is XAIR = 0.99944 + 0.00086. With
this, the 1o interval (mean +10) becomes [1.00030, 0.99858] and the 20 interval [0.99772,1.00116]
All values within the 1o range will be denoted as an excellent agreement and all values withing
the 20 range are still within the expected range.

ILS Measurements As described in Section 2.3.4.4, the ILS is an excellent tool to monitor the
performance of an FTIR spectrometer. Therefore, the ILS of the Travel Standard instrument is
measured before and after each campaign. The measured ILS values are plotted in Figure 4.6.
The measurements prior to 2020 are of no relevance to the T'S. However, they are listed in
the figure to provide a comparison of the new measure values to the previously collected ILS
values.
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0.99 - Figure 4.6: The instrumental line shape parameters of

W P the EM27/SUN spectrometer SN39 used as the Travel
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As a measure of the stability, the mean and the standard deviation of the ME and the PE are
calculated over all available ILS measurements. For the ME and PE, the result are:

ME = 0.98051 + 0.00272 ,
PE = —-0.00202 £ 0.00063 .

To provide a comparison, the values for ME and PE of the COCCON reference instrument
SN037 as published in (Alberti et al. 2022a) are:

ME = 0.98361 + 0.00267 ,
PE =0.00145 + 0.00122 .

These values are in the same order of magnitude, indicating that the TS instrument operates
within the normal range of an EM27/SUN spectrometer. For the evaluation of the measurements
of the TS data, always the latest available ILS measurement is used.

4.2.3. XCO-Correction

In Figure 4.5, the XCO product of the Travel Standard unit (SN39) and the COCCON reference
unit show seasonal variable differences. The reason for this is investigated in the following.

A known issue for the measurement of XCO is the so-called channeling at one of the optical
elements, as demonstrated by Frey 2018. Channeling describes the phenomenon of an optical
element in the optical path accidentally acting as a cavity, compare with Section 2.3.4.2. As
a consequence of this finding, all new EM27/SUN spectrometers are improved by adding an
anti-reflection coating of the long-pass filter causing the channeling. However, the instrument
SNO039 used as Travel Standard is the prototype version of the implementation of the second
channel (Hase et al. 2016). Therefore, this instrument is not coated with the anti-reflection layer.
To recheck this, laboratory measurements as described by Frey 2018 are collected. However,
they seem to be free of channeling which does not support the hypothesis of channeling being
the source of the deviation.

Another possible error source is a misalignment of the second channel. A direct way to test for
this is a second XCH4 product, called XCHiSP, which is retrieved from an alternative window
within the range of the second channel. In case of a misalignment, one would expect XCHZE‘P to
show the same or a similar deviation as well. It is plotted in Figure 4.5. As it does not show the
same behavior as XCO, this result does not support the misalignment hypothesis.
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Figure 4.7.: The SZA dependency of the differences of XCHy, XCHiSP and XCO between the COCCON reference

unit and the TS spectrometer. In Panels a) and b), the AXCH4 and AXCHiSP values are plotted respectively. In
panel c¢), the AXCO. In a) and b), no dependency of the SZA is visible. In contrast, AXCO shows a clear SZA
dependency. The reason for this is still under investigation. However, this dependency is used to derive a empirical
linear correction of the XCO values. The correction is applied to all measured data in this paper. In Figure 4.5,
the corrected XCO values are plotted using red "x"-shaped markers.

In 2021, a larger dataset of side-by-side measurements is recorded from 2021-02-24 until 2022-10-
17. The time series of this is plotted in Appendix A.1. From this dataset, it is possible to see a
dependency on the XCO difference at the solar zenith angle. In Figure 4.7 panel ¢), the difference
AXCO between the reference instrument and the TS instrument is plotted in dependency of the
solar zenith angle. The data shows a clear dependency on the SZA. Therefore, the data is used
to derive an empirical correction by fitting a linear regression line to the data. The resulting
correction function is:

kxco(SZA) = 7.36682 — 0.07077 - SZA . (4.8)

It is applied to all XCO measurements collected with the Travel Standard in this work. The
only exception is the data plotted in Figure 4.5 with the orange color to compare the non-
corrected XCO data to the corrected XCO. The corrected data is plotted using the red "x”-shaped
markers.

The reason for this behavior is still unclear and part of ongoing investigations. To exclude a
systematic issue of the second channel (for example a broken detector or over-saturation) of
the SN39 spectrometer as a reason, the SZA dependency of XCH, and XCHZSP are investigated.
They are plotted in the panels a) and b) in Figure 4.7. In case the second channel is misaligned,
XCHiSP would show a similar behavior as XCO. However, this is not the case. Hence, these
results indicate that the Travel Standard instrument is aligned correctly.

4.2.4. Calibration of the Pressure Sensor

The Travel Standard is equipped with a Vaisala PTB330 pressure sensor acquired in April 2021
which is also compared at KIT against the pressure data used for the Karlsruhe TCCON retrieval.
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Figure 4.8.: Comparison of the Vaisala PTB330 sensor deployed with the TS with the data of a co-located weather
station of the German weather service DWD. A further sensor is a second Vaisala PTB330 mounted permanently
on the institutes rooftop which is denoted as RT in the figure. The measurements in the left and right panels
are taken in October 2022 (between Canada and Australia) and March 2023 (after Australia), respectively. For
the two periods, bias compensation factors of KTDSWD(Can) =0.9998129 and K%WD (Aus) = 0.9999243 are found. The
pressure data of the Rheinstetten DWD station is corrected for altitude.

The data is retrieved at a nearby weather station (Rheinstetten, 15km south-south-west of the
TCCON station) of the German weather service (DWD) .

Unfortunately, there was an undetected problem with the software collecting the pressure
measurements of the T'S sensor before the Tsukuba and ETL campaigns, so there is no side-
by-side data for these periods. The only measurements available were taken after the Canada
and Australia campaigns. These measurements are plotted in Figure 4.8. The data shows a
very good agreement with the height-corrected data from the DWD-Rheinstetten site, resulting
in the bias compensation factors of KTDéN D(Can) = 0.9998129 and KTDQN D(Aus) = 0.9999243 for
the measurements before and after the Wollongong campaign. This gives a change of only

—0.1 %o. Due to this stability, for further calculations the average of both values is used, which is

DWD
KTSp ’
4.8 also shows the data of a further sensor which is mounted permanently at the rooftop of the
IMK-ASF building and is collecting data continuously. This sensor is denoted as “Rooftop (RT)

sensor”. This sensor also agrees very well with the TS sensor.

= 0.9998686. Assuming an pressure of 1000 hPa, the average deviation is 0.131 hPa. Figure

To investigate the stability of the Vaisala PTB330 sensors, the RT sensor is compared to the
DWD data. Figure 4.9 shows a scatter plot of the comparison. There, an excellent agreement is
found. A linear function prr(ppwp) = c - prr fitted to the data gives ¢ = 0.999986 + 3.061845 - 10~°
The average deviation over the whole period is 0.0138 hPa. This shows the high stability of the
PTB 330 sensors. Hence, it is justified to use it as a reference sensor for the T'S.
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Chapter 5

Results of the Travel Standard Campaigns

This chapter is mainly based on the following publication:

Herkommer, B., Alberti, C., Castracane, P., Chen, J., Dehn, A., Dietrich, F.,
Deutscher, N. M., Frey, M. M., Gro8, J., Gillespie, L., Hase, F., Morino, 1., Pak, N. M.,
Walker, B., and Wunch, D. (2024). “Using a portable FTIR spectrometer to evaluate
the consistency of TCCON measurements on a global scale: The COCCON Travel
Standard”. In: EGUsphere 2024, pp. 1-46. DOI: 10.5194/egusphere-2023-3089

It is published under the CREATIVE COMMONS ATTRIBUTION 4.0 license, which allows copying,
redistributing and adapting its content. For the contributions of the individual authors to the
cited work, see the “Author Contribution” section in the publication.

In the previous chapters, the COCCON and the TCCON were presented as the framework the
TS is embedded in. After the technical description in Chapter 4, in this chapter the scientific
results achieved the application of the TS are presented. In the framework of this thesis, the
Travel Standard visited three TCCON sites: Tsukuba (TK) in Japan, ETL in Canada and
Wollongong (WG) in Australia. Further, the results of each campaign are presented.

For the visits of the TS at the TCCON sites, three goals are identified.

1. The thorough comparison of the collected data with the TCCON and the TS spectrometer
are used to search for instrumental issues in the TCCON sites.

2. The comparison of the XGas measurements are used to compare the XGas values retrieved
by the TCCON sites to a common reference.

3. The comparison of the pressure measurement as an important auxiliary value of the
retrievals.

To realize these goals, it is important that the measurements at each site are comparable and
hence systematic biases are avoided. Therefore, the same measurement procedure is applied at
all stations. This procedure is described in 5.1.

Next, the data collected at each site is presented and analyzed in Sections 5.2 to 5.4. Two
of the sites show a high noise level in the XGas results. Therefore, the origin of the noise is
discussed in Section 5.5. The main idea of the TS is to compare the XGas results to the T'S as a
common reference. This analysis is covered by Section 5.6. Finally, in Section 5.7 the results of
the comparison are discussed.
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5.1. Evaluation Procedure of the Travel Standard Campaigns

At each of the TCCON sites visited, the same measurement procedure is performed to enable
comparable conditions across all sites. The TCCON instrument performs two different mea-
surements in an alternating manner: High-resolution standard TCCON measurements and
low-resolution measurements. With the TCCON standard setting, single-sided interferograms
with a OPDyax = 45 cm are collected. The low-resolution measurements are double-sided interfer-
ograms with a OPDy,ax = 1.8 cm and hence, mimic the spectral characteristics of the EM27/SUN
spectrometer. The low-resolution data is recorded for several reasons. First, it is known that
the resolution can affect the retrieved XGas values (Petri et al. 2012). This is mainly due to
different column sensitivities of the retrieval caused by the different resolutions which triggers
different XGas results if the a-priori deviates from the actual profile shape. When comparing
the low-resolution measurements with the TS measurements, this effect can be excluded. Fur-
thermore, the TCCON low resolution data can be processed using PROFFAST2, avoiding any
bias introduced by a different evaluation software.

The high-resolution data is supposed to be the same as the official TCCON data and therefore,
retrieved using GGG2020 by the PI of each station. Following, the low-resolution data of a site
will be denoted as ID-LR. Here, ID is the two-letter identification of the TCCON site. The
high-resolution data will be denoted as ID-HR.

In addition to the FTIR measurements, at each side the pressure is recorded using the sensor
included in the TS-enclosure and it is compared with the pressure measurements used for the
official TCCON evaluation.

The analysis of the data for each site comprises an analysis of the pressure data, of the XAIR
and of the XGas values. For the XAIR analysis, the data is compared with XAIR values derived
from reference intervals collected with the TS instrument in Sodankyld and Karlsruhe. Compare
with Section 4.2.2. For the TCCON measurements a reference interval is determined by using
the Karlsruhe and Sodankyld TCCON data. This is carried out in Section 3.1.4).

Finally, for all sites a quantitative comparison to the Karlsruhe TCCON site is conducted by
using bias compensation factors.

5.2. Tsukuba, Japan

In this section, the data collected in Tsukuba, Japan is analyzed. The Tsukuba TCCON station
is located 22 meters above sea level (masl), the TS at an altitude of 30 masl. The latitude and
longitude of both, the TS and the TCCON site are 36.0513 north, 140.1215 east. The TS stayed
in Tsukuba from 2022-03-24 until 2022-04-25. In this period, measurements at 8 days were
collected. The TCCON spectrometer collected high- and low-resolution data. The data will be
denoted as Tsukuba high-resolution (TK-HR) and Tsukuba low-resolution (TK-LR).

Pressure Analysis:  For the Tsukuba campaign, the pressure sensor was installed in a way
that the pressure inlet was within the enclosure. Therefore, the data shows an offset when the
cooling fan was venting. Compare with Section 4.1 and Figure 4.3.

Fortunately, a side-by-side measurement with the Tsukuba TCCON site pressure sensor was
collected, with the fan turned off. From this data, a factor could be computed to relate the data
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obtained with the pressure sensor at the Tsukuba site to the pressure sensor of the TS. Thus,
the pressure data from the official TCCON evaluation is used, though including a correction
for altitude and a second correction to match the pressure sensor of the TS. The data of the
side-by-side comparison is plotted in Figure 5.1. The overall mean difference is —0.105hPa. This
gives an bias compensation factor of K;r;i = 1.0001042.

The pressure offset is small enough that the effect on XGas retrieval is expected to be negligible.

To convert TCCON pressure data in order to be used for the evaluation of the TS data, it
is necessary to use in addition to the Kglii correction a height correction factor, considering
the different heights of the Tsukuba TCCON pressure sensor and the location of the TS when
calculating solar measurements. The height correction is calculated using Equation 2.5 with a
constant gravitational acceleration of g = 9.81 ms~2 and the ambient air temperature as measured

by TCCON station for each data point. This gives a height correction factor of 0.9991497.

XAIR Analysis: Figure 5.2 shows the retrieved data of XAIR, XCO;, XCHy, and XCO. The TS
data is shown in blue, the TK-LR data in orange, and the TK-HR data in green.

There is a clear airmass dependence on XAIR in the TK-LR and TK-HR data. Such an airmass
dependence is an indicator for an error in the recorded time stamp of the interferogram, which
leads to a wrong calculation of the solar position. Empirically, it has been found that correcting
the measurement times by —44s removes the airmass dependence. For further analysis, the
uncorrected data will be used. This is because the purpose of this scientific research is to analyze
the current status of the TCCON stations as it is and not the result of possible corrections.
However, in Section 5.2.1, the influence of the correction is investigated. The reason for this
offset is still under investigation by the principal investigator (PI) of the Tsukuba TCCON
site.

It is important to note that the airmass dependencies of TK-LR and TK-HR have the same
shape, although it is expected different due to the inverse definitions in GGG and PROFFAST,
as discussed in Section 3.2.1. This is because for the TK-LR and the TS data, the inverse of the
data as calculated by PROFFAST is plotted and used for all further analyzes.

The XAIR values of the TS are distributed around unity. They have a small dependence on the
solar zenith angle for almost all days. The exceptions are April 8", when XAIR shows fast
oscillations early in the day and March 25, as well as April 12*® when XAIR started low and

75



Chapter 5. Results of the Travel Standard Campaigns

2022-03-25 2022-04-06 2022-04-07 2022-04-08 2022-04-11 2022-04-12 2022-04-19 2022-04-22

NN

1.01

;ol-

A

& . &

< 1.00 ﬂ F 9 " B

LR R AR S A
0.99 —# =t ——tt # — # # —

= 4251 1 — A g‘

[=H Q ® . . % .

D e ik iy B

% 20T R ) TK-LR, GGG ] k. I

 lopJ * TCIRTPROFEAST . TS " —w yi : g .

g | :

E o ,Jg e !\’\’. N SN P Y] ﬁt I

RN g AT

~ 1501 P | | ! : ¥ - . I

5&125 LA W, wA AN U’ \ e ﬁ‘& p="r" gy

% o] Wy T Ny _

I SN IS SV (SN SN A Sy S S S I S S S -
O ® & ©® ©® & & © & & e
LS PSS S S S

NN G\ CHEN R\ AN SE\ PN NN N AN L N R\ AN o

Local datetime

Figure 5.2.: The XGas results for XCO,, XCH4 and XCO of the side-by-side measurements in Tsukuba, Japan. The
results of the TS measurements are plotted in blue, in orange the TK-LR measurements and in green the TK-HR
measurements. Overall the values are in good agreement for all species. The TCCON results are noisier than
the TS. The cause of this is the signal drop for higher wavenumbers in the interferogram. For XCO there are
significant day-to-day variations of the TK-HR relative to the TK-LR and TS data. To check if this is caused
by an issue with PROFFAST?2, the TK-LR data is also processed with the GGG software suite and plotted in
yellow. The fast oscillation of XAIR in the morning of 2022-04-08 occurs due to pressure oscillations measured
independently of the weather station of the Japan Meteorological Agency in Tsukuba, too.

raised during the course of the day. Such an increase normally indicates an timing error or an
issue with the tracker. However, apparently in the afternoon when the comparison starts, the
XAIR values stabilize close to unity. Therefore, the comparison is not influenced by this. Since
the phenomenon only occurred on those two days, it is not investigated further.

The reason for the oscillations on April 8" can be traced back to the pressure record which also
shows the same oscillations and directly affects XAIR (compare with Equation (3.7)).

The oscillations are also detected by a pressure station operated by the Japanese Meteorological
Agency in Tsukuba, Japan (Tateno) !, link in Japanese).

These rapid, quasi-periodic pressure variations may be the effect of mountain waves generated
by the surrounding peaks. The wave activity in this area can be extreme, as shown by the crash

1 https://www.data.jma.go.jp/obd/stats/etrn/view/10min_s1.php?prec_no=40&block_no=47646&year=
2022&month=4&day=8&view, last access 2023-05-12
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of flight BOAC9112. The heavy pressure oscillation ends before the TCCON measurements
start. Consequently, it does not affect the side-by-side evaluation.

As a quantified measure of the XAIR analysis, the following metric will be used: XAIR is designed
to be unity for a perfectly aligned instrument. Therefore, the mean and standard deviation
are calculated based on the time series of XAIR. The closer the first value is to unity, and the
second to zero, the better is the quality of the XAIR. For the TS data this is 0.99778 + 0.00130,
1.00224 = 0.00482 for the TK-HR, and 0.99774 = 0.00355 for the TK-LR data.

The mean value of the TK-HR XAIR value is slightly outside of the 20 interval derived from the
Karlsruhe and Sodankylda TCCON data (see Section 3.1.4). The standard deviation is larger
than for each, the Sodankyld and Karlsruhe data. This indicates the high noise level.

The mean XAIR value of the TS is little below the 1-0 interval defined in Section 4.2.2. The
reason for this might be the usage of the height corrected pressure value of the TCCON site
instead of the usage of the pressure data recorded by the TS. As the height used for the conversion
could only be estimated, this might result in slightly wrong pressure values for the TS. However,
the XAIR values are still within an non-critical range. The standard deviation is larger than
for the reference period discussed in Section 4.2.2. This is mainly due to the oscillations on
2022-04-08 and the low XAIR values in the morning of 2022-03-25. Excluding these two days
from the analysis changes the values of the T'S to 0.99786 + 0.00091. This reduces the standard
deviation by a factor of 0.7.

XGas Analysis: A first visual analysis of the data in Figure 5.2 shows a high noise level for
XAIR, XCO, and XCHy of the TK-LR and the TK-HR data. This can be explained by an
intensity drop in the spectra towards higher wavenumbers. This phenomenon is discussed in
detail in Section 5.5.1.

The comparison with the T'S data shows a good absolute agreement for XCO, and XCH, for both,
the TK-HR and the TK-LR data. As a quick quantitative comparison, the average difference
of the TS data to the TK-HR and TK-LR data over all measurement days are calculated. A
detailed quantitative analysis is given in Section 5.6. The differences are summarized in Table
5.1. For each, XCO, and XCHy, the average biases are within the error budged of the TCCON

Table 5.1.: The average bias of the TS and the TK TCCON data.
Species | TK-LR TK-HR

XCO; 0.25770 ppm | —0.016 26 ppm
XCHy | —0.00470ppm | 0.00277 ppm
XCO | —-1.56607ppb | —8.63595ppb

(given in Section 3.1.2) and hence, each are in good agreement. For XCO, the absolute agreement
for TK-LR data is good whereas a variable day to day offset can be found for the TK-HR data.
For example on 2022-04-08, the agreement is well, whereas it is worse for 2022-04-12. This
results in a much better agreement of the TK-LR data compared to the TK-HR data.

The reason for this is most probably an effect arising from the different resolution, combined
with a known issue of the CO a prioris: The column sensitivity describes the change of the

2 (https://en.wikipedia.org/wiki/BOAC_Flight_911, last access 2023-05-12)
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retrieved vertical column if x molecules are inserted at height h. Furthermore, it depends on the
resolution of the measurement. For both GGG and PROFFAST, the same a prioris are used.
They are generated using model data provided by Goddard Earth Observing System - Forward
Processing for Instrument Teams (GEOS-FPIT). It is known that this model uses outdated CO
emission inventories from 2008, causing an over-, or an underestimation (depending on the area)
of the CO a prioris in urban or energy intensive areas (Laughner et al. 2023; Laughner 2023).
By the end of 2023, the GEOS-FPIT model will be updated. This might solve this issue.

To ensure that the variable bias is no issue resulting from the PROFFAST retrieval software, the
TK-LR data is also processed using GGG2020. The result of this analysis is plotted with yellow
”x” shaped markers. The day-to-day variability is similar to that of the PROFFAST TK-LR
data processing. This indicates that it is not a problem with the PROFFAST code but supports
the aforementioned hypothesis.

5.2.1. Correction of the Timing Error

To test the influence of the timing error to the Tsukuba data, the TK-LR data is reprocessed
with an offset of —44s. To keep consistency, the high-resolution data is processed by the PI
of each TCCON site. Unfortunately, for the TK-HR data, a time-corrected dataset was not
available yet when finishing this thesis. The reprocessed XGas values are plotted in Figure 5.3.
The time correction removes the airmass dependency in XAIR almost completely. This gives
a mean value and a standard deviation of 1.00048 + 0.00186 for the XAIR values. Compared
to the uncorrected values, this is a significant improvement. The differences averaged over all
measurement days are —0.027 00 ppm for XCO,, 0.002 72 ppm for XCH, and —1.577 13 ppb for XCO.
Interestingly, the changes in these values are less significant than for the change in XAIR. The
reason for this is that an timing error influences the total column amounts of O, and of each
species in a very similar manner. Hence, when calculating the XGas value using Equation (3.4)
the error is mitigated almost completely. This can be seen nicely in Figure 5.9 were both the
total column values of O, and CO, show the same steep increase after approximately 14:00 local
time. A quantitative evaluation using bias compensation factors is given in Section 5.7.1.

5.3. East Trout Lake, Canada

The ETL TCCON site is located at 54.353 north, 104.987 west at an altitude of 502 masl. The
Travel Standard visited the ETL TCCON site from 2022-08-16 until 2022-08-21. Unfortunately,
shortly before the TS arrived, the reference laser which is needed to operate the IFS 125HR
TCCON spectrometer, broke down. Hence, no side-by-side measurements were possible. However,
there are several days of measurements with high-, and low-resolution (denoted as East Trout
Lake high-resolution (ETL-HR) and East Trout Lake low-resolution (ETL-LR)) measurements
recorded before the TS arrived. These measurements are used to perform an analysis of XAIR
and of the noise of the individual gases. Furthermore, it was possible to record pressure data for
a comparison.

Pressure Analysis: In the temporal interval from 2022-08-16 at 8:00 to 2022-08-17 at 20:00
local time, the side-by-side pressure measurements are collected. The data is plotted in Figure
5.4. The ETL pressure data has a high noise level. It is recorded with a frequency of 1Hz.
Hence to reduce the noise, a rolling mean over 60 s is calculated and plotted in orange. To make
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Figure 5.3.: XGas results of the Tsukuba data with —44s time correction. The correction removes the airmass
dependency of XAIR almost completely. For a more detailed evaluation see in the main text.
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calculating a rolling mean with a window size
of 60s, plotted in orange. To compare mea-
surements with those of the TS data, both,
the TS and the rolling mean data are resam-
pled to 60s bins. The deviation in average is
—0.004 19 hPa giving a bias compensation factor
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them comparable, both, the running average and the TS data are resampled to 60s bins. The

average deviation is —0.004 19 hPa giving a bias compensation factor of K¢

FTly _ 0.9999956. This

P
indicates an excellent agreement between the pressure sensors. For the TCCON evaluation, the
pressure values are smoothed. Therefore, no deviations to the XGas values are expected from
the pressure record.
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Figure 5.5.: XGas measurements in ETL, Canada. In blue the data of the TS, in green and orange the high- and
low-resolution data is plotted, respectively. The laser of the ETL TCCON side broke down shortly before the TS
arrived. Therefore, no side-by-side measurements are available. However, the data allows to analyze the noise
level and XAIR. For the analysis, see the main text.

XAIR Analysis In Figure 5.5, the XAIR and XGas values measured in ETL by the TCCON
and subsequently the TS are plotted. The visual analysis does not reveal any anomalies in the
measured data. For the XAIR data, the mean and the standard deviation of the time series of
XAIR is calculated for the TS and the ETL-HR and ETL-HR. This is 1.00043 + 0.00131 for the
ETL-HR data, 0.99976 + 0.00163 for the ETL-LR data, and 1.00095 + 0.00082 for the TS data.
The TS mean is within the expectations for the instrument (compare with Section 4.2.2). The
ETL-HR and ETL-LR are both within the 1o interval of the Karlsruhe and Sodankyld data,
compare with Section 3.1.4. Therefore, no instrumental problems are detectable from this. This
is remarkable as one might expect artifacts or a bad quality of data resulting from the dying
laser.

Noise Analysis: The ETL-HR and ETL-LR data can also be used to check for the noise level.
From a visual inspection, it is already apparent that the noise level is lower than it is for the
Tsukuba data. A quantitative analysis is provided in Section 5.5.
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5.4. Wollongong, Australia

Figure 5.6: Comparison of the pressure records

in Wollongong. In Wollongong both, the old

® WG, old, 30 masl| ° TS, corr. to 44 masl an the newTCCON sites are equipped with
WG, new, 44 masl ° TS, 48 masl pressure sensors. The old is at 30masl, the

new at 44 masl altitude. The data of the new
sensor is plotted in green and of the old ones in
2022-12-26 2022-12-27 orange. The T'S was located at 48 masl hence

1020 # - it is height corrected for an altitude of —4m
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site are in good agreement with the height

corrected TS pressure data. The new pres-
sure sensor is —0.025 17 hPa higher than the T'S
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days in the measurement period are used.

5.4. Wollongong, Australia

The Travel Standard visited Wollongong from 2022-12-06 until 2023-01-26. In this period 15,
days of side-by-side measurements could be collected. Currently a new TCCON station is set up
in Wollongong. The new one is still in a test phase and does not yet measure continuously. The
official TCCON data is still provided by the old instrument. The old TCCON site is located at
34.406 south, 150.879 east at an altitude of 35 masl. The new TCCON site is located in a building
nearby at 34.406 south, 150.880 east. The tracker altitude is at 49 masl. The TS was located at the
rooftop next to the new TCCON instrument but one meter below at an altitude of 48 masl. The
new TCCON instrument is still in the testing phase and therefore, not collecting measurements
regularly. Very little data is available during the period of the TS campaign. Therefore, the
following evaluation will only consider the data of the old instrument. The only exception to
this is the pressure analysis, as the pressure sensor is already measuring continuously. The
high-resolution data collected with the old TCCON spectrometer will be denoted as Wollongong
high-resolution (WG-HR), the low-resolution data as Wollongong low-resolution (WG-LR).

Pressure Analysis: Both, the old and the new TCCON sites are equipped with separate
pressure sensors. The one at the new site is located at 44 masl, the pressure sensor of the old site
is located at 30masl. To compare the pressure data of both sites with the TS measurements,
the TS records are corrected for an height difference of —4m and —19m, respectively, using
equation 2.5 with an average temperature of T = 22°C and g = 9.81 ms™2. The data is compared
over the whole time range the TS collected measurements in Wollongong. In Figure 5.6, two
exemplary days of the pressure comparison are plotted. The data of the new TCCON site and
the corrected TS data (orange dots and purple crosses) agree well, with a small high bias of the
WG sensor of 0.025 17 hPa.

The pressure data of the old TCCON and the corrected TS data to 30 masl are also in good
agreement. In average, the measurements of the old TCCON sensor is 0.037 70 hPa lower than
the TS data corrected to 30 masl. This gives a bias compensation factor of K\;SGPP = 1.0000373.
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It is important to note, that when writing this thesis the altitudes of the sensors and the trackers
are only known with a remaining uncertainty of around 1m. This is because due to the visit of
the TS an error in the altitude of the sensors and the trackers assumed so far was detected. The
now used altitudes are determined by pressure measurements of a smartphone.

Furthermore, since the tracker of the old TCCON site is at a height of 35masl, the pressure
data of the old TCCON site should be corrected for the pressure difference resulting from the
5m height difference. This accounts for an approximate pressure difference of ~0.58 hPa that
is significant for the retrieval. In the course of the data analysis of the TS, it was found that
this correction was not applied to the complete GGG2020 dataset. Luckily, this dataset is not
published yet and can be corrected now before publishing it. Furthermore, this error is also
present in the GGG2014 dataset. However, no reprocessing is planned, since the GGG2020 data
will be the official data product.

2022 2022 2022 2022 2022 2022 2022 2022 2023 2023 2023 2023 2023 2023 2023
12-14 12-15 12-21 12-23 12-24 12-25 12-26 12-27 01-03 01-09 01-10 01-13 01-15 01-24 01-26

10l T ——w——w——

s | leuh 438 ool (2l lgl vk d .| L. 2v ol o2

g 100 18 J‘i .‘;4'1 . ﬁal.ﬁssﬁ; vou uiiliﬁ':luéi : _iﬁ;:_‘;ié ;% g , il |
W e W REle et R Ris

. ‘iz HEF RO

g

& o. .

S s TR S !

< o |3

E 1.85 -

=

osf

S 1.80 -

= 80-

E .

8 60 —

SENIE” L X I
LAY Ll U Ll L L LY L) LI LAl LI L LI L) LI Ll LA Ll LY Ll LI Ll L Ll LY Ll LI Ll L

NN N N R N R N N I N N N N N N N N NI N NI S I I N S NN

ENEROEOEOEOTEOE NI ENENENIE NN NIRRT RN N RN N IR N TN NN

ADTRE AT NS AT RS AT AS AT AS AT RS AT RS AT AS AT S AN AS AT RS AT NS RS RS AT RS A RS
Localtime

Figure 5.7.: XGas measurements in Wollongong. The WG-HR data processed by the PI of the site is plotted in
green, the WG-LR data in orange and the TS data in blue. The overall agreement for all gases is good. Both
the WG-HR and WG-LR show a high noise level. This probably results from an intensity drop of the spectra at
the Oz window. It is remarkable that the WG-LR data has a significant lower noise level than the WG-HR data.
Furthermore, it is interesting to see that the XCO data does not show a day-to-day variability as the Tsukuba
data does. For a discussion of these phenomena, see main text.

XAIR Analysis: The WG-LR data was processed using the pressure data recorded at the old
WG-TCCON site with a correction of 5m to match with the tracker height of the old TCCON

site.
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The XAIR values measured in Wollongong are plotted in the uppermost panel of Figure 5.7.
For the XAIR values of the WG-LR and the TS, the inverse of the retrieved data is plotted to
consider the different definitions in GGG and PROFFAST (compare with Section 3.2.1).

For all three, the WG-LR, the WG-HR and the TS data, no severe airmass dependency can
be detected. A visual analysis of the WG-HR data reveals a high noise level but the values
are distributed evenly around unity. To quantify the XAIR measurements, the mean and the
standard deviation of XAIR are calculated. For the WG-HR data, this is 0.99957 + 0.00253,
0.99881 + 0.00105 for the WG-LR data, and 0.99885 + 0.00078 for the TS data. The data for the
TS is in excellent agreement with the expectations defined in Section 4.2.2.

The mean value of both the WG-HR and the WG-LR data is within the 20 interval of the
Karlsruhe and Sodankylé reference data (see Section 3.1.4). The standard deviation for the
WG-HR data is 3.2 times larger than for the TS data and 2.4 times larger than the WG-LR data
which confirms the visual impression of the high noise level. Except for this, no instrumental
issues are detected with the XAIR values of the TCCON site.

XGas Analysis: [t is interesting to see that the noise of the WG-HR data is significantly higher
than for the WG-LR data. In theory, it is expected that the low-resolution data has less noise
than the high-resolution data. However, for the Wollongong data the difference is more apparent
than for the other sites. This phenomenon is discussed in more detail in Section 5.5.

The overall agreement is good for all gases. The average difference of the (TS - TCCON) are
summarized in Table 5.2. For XCO, and XCHy, the average biases are within the error budget

Table 5.2.: The average bias of the TS and the TK TCCON data.
Species |  WG-LR | WG-HR

XCO; | 0.131631ppm | 0.137 408 ppm
XCHy | 0.000575ppm | —0.002 489 ppm
XCO 3.190191ppb | —1.248275ppb

(given in Section 3.1.2). For XCO, the visual analysis of Figure 5.7 does not show a distinct
day-to-day difference as it could be seen for the TK data. This is probably because Wollongong
is a less urban area than Tsukuba, which is located nearby the Tokyo mega city. Therefore, it is
expected that the CO a prioris are closer to reality for Wollongong than for Tsukuba.

However, it is interesting to see that the average bias is larger for the XCO WG-LR data than
for the WG-HR data. A reason for this is most probably an issue which can hardly be seen from
the Figure: The measurement frequency of the WG-LR data is much lower than for the WG-HR
or even the TS data. The temporal distance between two measurements is between 10 to 15 min.
Hence, sharp peaks like in XCO on 2022-12-23 are not sampled very well and consequently, when
comparing the data this can contribute to larger differences.

5.5. Noise Analysis

The visual analysis of the Tsukuba and the Wollongong data reveals for both datasets a
significantly higher noise level than for the ETL data. To quantify this, the noise is determined
by calculating the standard deviation of the de-trended data. The de-trended data is calculated
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Chapter 5. Results of the Travel Standard Campaigns

Table 5.3.: The noise of the different species at the different sites visited with the TS. The data is calculated by
first taking rolling mean of 15 data points and subtracting the smoothed data from the original values. The
standard deviation of the resulting data is used as a measure of the noise. The data is visualized in Figure 5.8.
For XAIR no unit is available, the numbers given here are the standard deviation of the actual measurements.

Species | TK-LR | TK-HR | ETL-LR | ETL-HR | WG-LR | WG-HR
XAIR 0.00145 | 0.00172 | 0.00054 | 0.00077 | 0.00072 | 0.00239
XCO; (ppm) | 0.57111 | 0.64637 | 0.27585 | 0.28125 | 0.35094 | 1.07527

XCHy (ppm) | 0.00279 | 0.00300 | 0.00108 | 0.00149 | 0.00235 | 0.00495
XCO (ppb) 1.21170 | 1.42212 | 0.44576 | 0.58671 | 2.22172 | 1.92952

B XAIR (left axis) I XCH, (left axis)
Figure 5.8: The noise analysis of the XGas I XCO; (right axis) I XCO (left axis)
values of the three TCCON sites visited 12
with the TS. Note that XCO, scale is on ’
the y-axis to the right and the scale of all . 0.005 7
other gases refer is on the y-axis to the g - 1.0
left. XCO is plotted in ppm to increase its = (o4 R
visibility. For XAIR no unit is available, O 0.8
the numbers given here are the standard % g
deviation of the actual measurements. The 3 0.003 06
data confirms the visual analysis that the 2"3 8
Tsukuba and Wollongong datasets is much = 0.002 o)
noisier than the ETL data. Furthermore, =] F 045
for all sites and almost all species (except ;5
XCO), the high-resolution (HR) data hasa & 0.001 7 - 0.2
higher noise level than the low-resolution

(LR) data. The numbers are also given in 0.000 - L 0.0
Table 5.3.
T\O‘?\ 1‘(,‘{&%@1‘;\}% 1\,?3‘ \NG,\,‘& \NGX\‘&

for each day by calculating the rolling mean of 15 data points and subtracting the smoothed
curve from the original values. Based on these values, the standard deviation is calculated as a
measure of the noise. The data is given in Table 5.3 and visualized in Figure 5.8. There, two
interesting features can be observed. First, the visual impression of a higher noise level of the
Tsukuba and Wollongong data is confirmed. Especially the high noise of the WG-HR data is
clearly visible. Second, for all instruments and all species, except XCO, the low-resolution data
is less noisy than the high-resolution data. This can be explained by the signal-to-noise ratios of
the interferograms. This is discussed in more detail in the following sections.

5.5.1. Intensity Drop in Spectra at the O, Window

According to Equation (3.4), the XGas products are calculated using the total column number
of O, (VCo,) and the respective species. In order to track down the source of the noise it is
necessary to check these two values. For both, Tsukuba and Wollongong, they are plotted
in Figure 5.9 These figures show clearly that for the TCCON data, the noise level of the O,
columns are significantly higher than for the CO, columns. For the TS data, the noise levels are
comparable. Furthermore, it can be seen clearly that the noise level of the high-resolution data
is higher than for the low-resolution data (compare with Section 5.5.2).
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Figure 5.9.: Total columns of O (top panel) and CO; (lower panel) measured in Tsukuba by the TS and the TCCON
site. The T'S data are plotted in blue, the TK-LR data in green and the TK-HR data in orange. The dates are
selected because these days the absolute values are similar such that the plots have to cover a limited y-range
and can show more details. Both dataset show clearly that for VCo, the noise level of the TCCON data is much
higher than for the TS data. Furthermore, it can be seen that the noise level of the low-resolution data is less
than for the high resolution data. For VCco, the noise level of the TCCON data is significantly smaller than for
the VCp, data. The TS data are comparable in noise for both gases.
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Figure 5.10.: Comparison of the spectra as recorded by TCCON spectrometer in Karlsruhe (blue and light blue)
and in Tsukuba (green and orange). The green spectrum is recorded in 2022, the orange in 2023. The Karlsruhe
data shows the same spectrum twice, recorded in 2022 but multiplied with different factors. The Tsukuba spectra
are normed to unity, the Karlsruhe spectra are normed to the intensity of the Tsukuba spectrum at 5680 cm™!.
The Karlsruhe spectrum in light blue is normed to the 2023 Tsukuba spectrum and the spectrum in dark blue
is normed to match with the 2022 Tsukuba spectrum. The reason for the Karlsruhe spectrum drops to zero at
5450 cm~! is the non-standard TCCON setup in Karlsruhe (compare with section 3.1.4). The spectral window
used to retrieve the Oz column is marked using the dashed black rectangle. The strong intensity decrease towards
higher wavenumbers is the reason for the high signal to noise level in the Tsukuba XGas values. After a realignment
of the Tsukuba spectrometer in early 2023 the intensity drop is less significant.

The reason for the higher noise level in the VCo, values can be found in the shape of the spectra.
In Figure 5.10, example spectra of Tsukuba and Karlsruhe are compared. The Tsukuba spectrum
is plotted in green and the Karlsruhe spectrum in dark blue. The TK spectrum is normed to
unity. Due to the different setup of the Karlsruhe TCCON site, the KA spectrum does not cover
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Figure 5.11: Comparison of the low-, and
high-resolution spectra of the Karlsruhe TC-
CON spectrometer. Both spectra are normed
to unity. The SNR of the Karlsruhe low-
resolution (KA-LR) spectrum is significantly
higher than for the Karlsruhe high-resolution
(KA-HR) spectrum. Furthermore, it can be
seen that the absorption lines of the LR spec-
trum are less pronounced than for the HR
spectrum. Both effects are in agreement with
theory.
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the same range as the TK spectrum. Therefore, the KA spectrum is multiplied with a factor
such that the intensities of the TK and the KA spectra at 5450 cm™! are equal. This makes the
spectra comparable at the O, window. The intensity of the TK spectrum drops fast towards
higher wavenumbers. Relative to the highest value in the TK spectrum, the intensity in the
spectral window used for the O, retrieval (marked by the dashed black rectangle) is only 13.43 %,
whereas it is 36.89 % for the KA spectrum. After a realignment of the Tsukuba instrument in
early 2023, the intensity drop became less severe. This is plotted using orange color for the
TK spectrum and light blue color for the KA spectrum. The KA spectrum is plotted again to
serve as an reference. It is multiplied with a different factor since it needs to be adapted to the
maximum intensity at 5450 cm™! of the Tsukuba spectrum to be comparable. The realignment
improved the shape of the spectrum so that the maximum intensity in the O, window increased
by more than 90 %. However, it is still worse than for the Karlsruhe spectrum. From this, one
still would expect a significant larger noise level in the TCCON data. The remaining issue is
probably due to the beam splitter or the detector element.

This is an important discovery because is is probably an issue several TCCON stations are having
and it influences the precision of the TCCON data. Therefore, this is examined systematically
in Section 5.5.3.2.

5.5.2. High vs. Low Resolution Spectra

The previous sections showed that for XCO, and XCH,, the low-resolution measurements are
less noisy compared to the high-resolution measurements. For XCO, this behavior is not as
pronounced.

While there are several parameters that can influence the precision of the retrieval of a XGas
value, here two key criteria are identified and put into focus:

1. The resolution of the spectrum must be high enough to resolve the absorption lines properly.
In general, for higher resolved spectra, the absorption lines are more pronounced than
for low-resolution spectra. This is because reducing the resolution has the same effect as
smoothing the spectrum using a sinc-kernel (compare with Section 2.3.4.1).

2. The SNR in the spectra should be high. Since the noise is a statistical quantity, it cannot
be reproduced by the forward model and is therefore causing higher fit residuals.
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5.5. Noise Analysis

To increase the resolution of a spectrum, the OPD,,,x must be increased. However, according to
theory, the SNR decreases with increased OPDy,.x (compare with Equation (2.95) in Section
2.3.4.5). This can be seen in Figure 5.11 which shows the Karlsruhe LR and HR spectra. The
high-resolution spectrum has a clearly higher noise level than the low-resolution measurement
(compare especially with the inset in the figure). Furthermore, it can be seen clearly that the
absorption lines in the low-resolution spectrum are less pronounced than in the high-resolution
spectrum.

Both CO, and CH,4 are strong absorbers in the NIR. Therefore, the criterion 1 given above is
less dominant. Consequently, the low SNR for the high-resolution spectra is dominant and thus,
the noise in the retrieved products is increased, too.

In contrast, CO is a weak absorber in the NIR. Therefore, the advantage of more pronounced
lines of the higher resolution is more dominant. Therefore, the noise level in the XCO retrieval is
similar for both, the HR and LR measurements or even larger for the low-resolution measurements
Both effects, the lower noise for the LR spectra and the more pronounced lines for the HR
spectra can be seen in Figure 5.8.

The noise level of XCO, and XCHy is significantly larger for the WG data than for the TK and
KA data. The reason for this is investigated in the following.

When recording spectra with a FTIR-spectrometer it is possible to average several fwd and bwd
measurements to a single interferogram and to select different scan speeds. Sampling time per
interferogram point and resulting statistical noise level depends on these choices. Therefore, as
a first step the selected scan speed and the number of averaged fwd and bwd interferograms for
the measurements at the different sites are looked up and are summarized in Table 5.4. From

Table 5.4.: The number of fwd (ngyq) and bwd (npyq) scans averaged for the HR and LR measurements at different
sites as well as the scan speed. The scan speed are the number of iterferogram points sampled per seconds.

. scan

Site Nfwd | Nhwd speed (kHz)
KA-LR 2 2 10
KA-HR 2 2 10
TK-LR 2 2 10
TK-HR 1 1 7.5
WG-LR 8 8 10
WG-HR | 1 1 10

theory it is known, that the averaging of n samples reduces the random noise and therefore also
the SNR by a factor of 4/n. This indicates that the reason for the larger difference of noise levels
in the WG-HR and WG-LR XGas time series are caused by the different amount of averaged
interferograms.

It would be desirable to have a way to test if the above assumption is true. That is, we want
to test if the large difference in noise level between the WG-HR and WG-LR XGas time series
is caused only by the different number of averaged interferograms, or if there are some other
cause as well. However, there is no unique law to propagate the noise level in the interferograms
to the noise level in the XGas time series. (Compare with Section 5.5.3.2, in which it is tried
to empirically derive a relationship between the local SNR in the spectrum and the XGas time
series.)
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Alternatively, the noise level of the spectra can be checked instead. Therefore, here a consistency
test is developed in the following which tests if the noise levels of HR and LR spectra are
comparable. This allows to check if e.g. for the HR measurement problems arise at larger
OPDs or for some unknown other issues. For this, the SNR of low-resolution spectra recorded
with the TCCON spectrometer are compared to the SNR of truncated high-resolution spectra
recorded with the same spectrometer. Truncated means that the interferograms of the spectra
are truncated at the OPDy,,x of the low-resolution interferograms.

Assuming that the HR and LR spectra are recorded using the same parameters (besides the
resolution), both, the truncated and the natively LR spectra should have a very similar SNR.
If this is not the case, this is a strong indicator that there is an undetected issue with the
instrument. The result of this comparison are summed up in Table 5.5. The spectra used for this
comparison are created from the interferograms and truncated using OPUS and are all apodized
with the OPUS build-in “Norton-Beer-Medium” function and used the OPUS build-in phase
correction method “Mertz”. OPUS automatically averages all fwd and bwd spectra. To take this
into account, the SNR listed in Table 5.5 are divided by y/npwd + npywd to make them comparable.
The method to calculate the SNR is the following: All of the examined spectra contain fully

Table 5.5.: Comparison of the SNR of LR and truncated HR spectra. The HR spectra are converted to the same
resolution as the LR spectra using OPUS. The maximum value O, window is the maximum value found in the
spectral window from 7800 cm™! to 7980 cm™! of a spectrum normed to unity. The SNR is determined by dividing
the maximum value within the Oy window by the noise. The noise is determine by taking the standard deviation
of the spectra in the range larger than 15000 cm™! and smaller than 3800 cm™! in which no signal is present. The
relative deviation of the SNRs of the LR and truncated HR spectra are calculated using the SNR corrected for
the number of averaged fwd and bwd spectra.

max. val.

. SNR . .
Site 0, window SNR W Deviation (%)
KA-HR 0.5558 2622.43 | 1311.22 2297
KA-LR, truncated 0.5543 2562.00 | 938.00 e
TK-LR 0.1487 1876.00 | 938.00 7 03%
TK-HR, truncated 0.1488 1234.02 | 872.59 R
WG-LR 0.1478 1618.85 | 404.35 347 %
WG-HR, truncated 0.1481 591.50 | 418.26 s

opaque regions beyond 15000 cm™! and below 3800 cm™!. The noise is then calculated by taking
the standard deviation of all data-points within these regions. As a measure of the signal
strength the maximal value within the O; window (7800 < ¥ < 7980) is used.

When considering the averaged forward and backward measurements the maximal relative
deviation of the LR and truncated HR spectra is 7.03 % for the TK data. For KA and WG the
deviation is only 2.29% and 3.47 % which is very small. The reason for the larger deviation of
the TK measurements is probably the different scan speed of the HR (7.5kHz) and LR (10kHz
measurements.

This results does not indicate any undetected problems and hence, underlines the assumption
that the high noise difference in the XGas WG-HR and WG-LR spectra are due to the different
number of averaged interferograms.
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Figure 5.12: Calculation of the SNR for the O3
window. The spectrum is measured at the Ny-
Alesund TCCON site. As the spectrum does
original not have a “tail” outside of the spectral sig-
nal which can be used to determine the noise,

1.0 A envelope < |Sy;n| ! ' ¢
. . self-written algorithm is used to calculated
= 0.8 ®  Used for noise calculation the SNR. This algorithm identifies spectral
g ranges which contain no signal (marked with
— 0.6 the green dots). The noise is calculated by
é taking the standard deviation of these data-
_,;\ 0.4 - points. The signal is calculated by taking the
2 local maximum in the Oz window (7800 cm™!
4“5’ 0.2 - - 7980 cm™!). The algorithm to find the spec-
= tral ranges without signal coarsely works as
0.0 - follows: First, it calculates the envelope of the

T T T T T T T spectrum. Second, all values larger than the
4000 5000 6000 7000 8000 9000 10000 absolute of the global minium |Sy;,|(which is
negative) are deleted. The result of this step
is marked with the orange line. Lastly, out-
liers from the remaining data are removed. A
detailed description is given in the main text.

Wavenumber 7 (cm™?1)

The analysis of comparing natively LR and truncated HR spectra may be a helpful method
for future investigation of TCCON sites. Especially, because it can be done without any other
equipment like gas-cells for ILS measurements or even the TS as an external reference.

5.5.3. Network-wide Data Analysis

Since the high noise level in WG and TK are both caused by an intensity drop in the spectra
towards higher wave numbers, it is reasonable to assume that the problem also occurs with
other stations in the network. This is investigated in this section. First by a direct approach
which analyzes spectra of different TCCON sites directly and second, by an indirect method
which uses the evaluated GGG data.

5.5.3.1. Direct Spectra Analysis

For the direct analysis, the Pls of the TCCON network were asked to send spectra of a clear,
sunny day at around local noon. Unfortunately, not all of the spectra send by the Pls have
enough data points before and after the spectrum which can be used to determine the noise, as
it is done in the previous section. This can be seen in Figure 5.12, which shows the spectra from
Ny—Alesund. There, no “tails” are available which can be used to determine the noise. Instead,
these spectra are analyzed by a self-written algorithm which determines the SNR ratio in the
0, window. The main idea of the algorithm is simple. It detects the spectral ranges in the
spectrum which do not contain any signal even though when no “tails” are available. These
data-points are used to calculated the standard-deviation which is used as a measure of the
noise. The signal strength is calculated by taking the global maximum within the O, window
(7800 cm™! - 7980 cm™1).

The working-principle of the algorithm is illustrated in Figure 5.12. It performs four steps:

1. Calculate the global minimum S,,;, of the spectrum. Since the noise scatters around zero,
this is a negative value.
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2. Calculate the envelope and delete all data points of the envelope which are larger than
|Smin| (orange line in Figure 5.12).

3. This line describes already approximately the wavenumber ranges without signal. However,
there it can still include some data-points with signal. To detect these, a further step
is needed. The remaining data-points which describe the envelope are clustered. All
data-points of the original spectrum which lie within such a cluster are used for the further
analysis: The mean m and the standard deviation o is of these data-points is calculated.
All points outside of m + ¢ are assumed to contain a signal and are deleted.

4. The remaining points are used to calculate the standard deviation which is used as a
measure of the noise. These points are highlighted with green color in the figure.

As one can see in Figure 5.12, the method reliably detects the correct wavenumbers which
contain no signal. As a measure of the signal strength, the maximal value in the O, window
(7800 cm™! - 7980 cm™!) is taken.

In Table 5.6 a comparison of the SNRs calculated by the presented algorithm and the “tail”
method used in Section 5.5.2 using the same spectra as in 5.5.2. It can be seen that the deviation

Table 5.6.: Comparison of different methods to calculate the SNR. The SNRs calculated by the algorithm presented
in Section 5.5.3.1 are compared to ones calculated with the “tail” method in Section 5.5.2. The used spectra
are the same as used in Section 5.5.2. The difference can be up to 25%. It is assumed that the “tail” method is
superior, however, not usable for all type of spectra.

. max. val. SNR b SNR b ..

Site 0, window | using algor}i,thm using “ta}i,ls” Deviation (%)
KA-LR 0.5558 3031.81 2622.43 15.6
KA-HR 0.5543 2766.22 2562.00 8.0
TK-LR 0.1487 1397.46 1876.00 25.5
TK-HR 0.1488 1080.04 1234.02 12.5
WG-LR 0.1478 1265.32 1618.85 21.81
WG-HR 0.1481 567.38 591.50 4.0

can be up to 25.5% which is a quite large deviation. However, when writing this work, it is
the best available option to determine the SNR of all spectra provided across the TCCON and
therefore still used.

The results of the analysis with this algorithm are given in Table 5.7. The results vary clearly
for the different sites. The high noise levels found for the TK and WG with the TS analysis can
also be found in this table. The sites which have recently installed a new spectrometer show,
that for the newer ones, the SNR is better. After a realignment of the Tsukuba instrument in
2023, the SNR and the maximal O, level increased significantly.

This analysis, however, shows clearly that there are other stations which suffer from a low SNR,
like Ny—Alesund, Zugspitze or Anmyeondo. As the example of Tsukuba shows, a realignment
of the spectrometers at those stations might already improve the SNR. As an interesting side
note, one can see that the Karlsruhe TCCON spectrometer by far has the highest SNR ratio.
The main reason for this is the different setting of the site as described in Section 3.1.4: The
spectral range needed for TCCON measurements is covered by two detectors instead of one.
Here, we are considering two effects contributing to this observation.
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Table 5.7.: SNR analysis of the O; window for various TCCON sites. All the spectra were recorded at around
noon on a clear, sunny day. The method to determine the SNR values is explained in the main text. It is clearly
visible that the SNRs vary strongly across the network. Furthermore, the sites in Tsukuba and Wollongong have
some of the lowest SNRs which is also found by the analysis of the TS. In Tsukuba, the instrument is realigned in
2023 which significantly increased the SNR.

Site max. value within | SNRs for spectral
0, window 0, window

Rikubetsu 0.3075 271.2298
Burgos 0.3395 392.7592
Izana 0.3052 212.2268
Wollongong, new 0.5692 274.7110
Wollongong, old 0.1510 49.8372
Lauder, old 0.3097 272.7060
Lauder, new 0.6145 306.8384
Ny-Alesund 0.2775 101.6041
Anmyeondo 0.2968 163.7335
Karlsruhe 0.5212 901.7539
Tsukuba 0.1348 95.6686
Tsukuba, realigned 0.2585 220.1736
Fast Trout Lake 0.2881 197.2654
Garmisch 0.5086 223.6055
Zugspitze 0.0963 63.1467

The first is that each detector has a maximum intensity it can measure without showing
unacceptable non-linearity effects (i.e. the measured voltage is not linearly correlated to the
number of incident photons). This means, the maximum amount of photon flux a detector
can measure is limited. Therefore, a smaller spectral bandwidth allows to reach a higher
spectral signal to noise ratio as more photons per spectral range can be collected. In Karlsruhe,
the spectral range a single sensor has to cover is less than for the standard TCCON setting.
Therefore, the amount of photons the detector can handle needs to be distributed to a smaller
spectral range. This allows to increase the diameter of the shutter of a FTIR-instrument such
that a higher amount of photons are falling onto the detector, hence there are more photons
wavenumber-interval. This increases the signal and hence, causes a higher SNR.

The second is caused by the so-called photon-noise. Due to the particle character of light, there
are statistical fluctuations in the number of photons per time interval (i.e. intensity). Let n be
the number of photons which are collected in the sampling time interval, than the noise scales
with y/n (Davis et al. 2001). Hence, by reducing the spectral range using e.g. an filter, the
number of photons is decreased and hence, also the noise level is decreased. When choosing the
filter such, that only the region of interest is covered, this reduced the noise in the interferogram
but not the signal strength in the desired interval. Therefore, the SNR increases as well.

5.5.3.2. Systematic Analysis Using Internal TCCON Engineering Data

The analysis of the SNR in the spectra as described above is an interesting tool for a quick
analysis of the spectrum quality. However, it has some disadvantages: First, it is based on a
single interferogram which may not be representative for the instrument since it can be affected
by e.g. cloudy conditions, a bad tracking or similar incidents. Furthermore, the spectra files are
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provided as OPUS files, a proprietary program by BRUKER. Therefore, it was not possible to
ensure that for all spectra the same settings (phase correction or apodization) were used for
the generation from the interferograms. In addition, it only can assess the SNR in the spectra,
but not the noise level in the final XGas product. Lastly, the organizational effort to get and
manage the spectra from the individual Pls is high.

Therefore, an alternative approach for investigating this is presented in this section. It uses
the TCCON-internal engineering files of the GGG2020 evaluation. These files contain more
diagnostic information than the public available TCCON results.

However, this data does not contain a direct measure of the SNR. Therefore, another quantity is
used, which can be used to approximate the SNR. This quantity is called the “root-mean-square-
over-continuum-level” (rmsocl). It is the root-mean-square of the residuum of the retrieval
divided by the continuum level of the window.

The residuum is the difference between the simulated and the measured spectrum. The
deviation of the simulated and measured data origins from systematic errors like inaccuracies
in the spectroscopic data or an inaccurate description of the FTIR-spectrometer. But also the
measured noise contributes to the residual. Here, it is assumed that the systematic contributions
are small and therefore, the residuum can be used as a measure of the noise level in the spectra.
The continuum level is a parameter which describes the envelope of the spectrum in the spectral
window used to retrieve a parameter. l.e. it describes the maximal signal which is measured
at wavenumbers at which no absorption lines are located and hence is a direct measure of the
signal strength. Therefore, the inverse of the rmsocl is assumed to be similar to the SNR.

To indicate that 1/msocl is only similar to the SNR it is denoted as “spectral signal quality” (SSQ)
in the following:

1

SSan—gas = .
gas_wn_rmsocl

gas_wn_rmsocl is the notation used in the engineering files, where gas is the chemical formula
of the species and wn is the central wavenumber of the spectral window.

Some gases like CO, or CHy are measured by the TCCON in several spectral windows. Hence,
the TCCON-engineering files contain rmsocl-values for each window. For those species the
SSQ is calculated by first taking the average of the rmsocl of all spectral windows and then
calculating the inverse of this average:

1
1/N Y ngas_wn_rmsocl

SSQgas =

Here, N is the number of spectral windows.

Comparison of the SSQ and the SNR  To assess if it is valid to use the SSQ as a proxy for the
SNR, the SSQ and the SNR values are compared in this section. For the comparison the SNR
values given in Table 5.7 are used. For the calculation of the SSQ, the TCCON-engineering
data after 2021-01-01 are used. Unfortunately, the overlap of sites which provided a spectrum
and which uploaded the GGG2020 data is only 10. The data is plotted in Figure 5.13. The
figure shows a clear correlation between the SNR and the SSQ. Interestingly, the data split up
in two groups: For the TCCON sites in Burgos, Rikubetsu and Karlsruhe (“bu”, “rj”, “ka”) the
SNR/ssq ratio is around 240 (orange fit line at the right panel in Figure 5.13). The remaining sites
have a SNR/ssg ratio of around 90. The reason why the data splits into two groups is still under
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Figure 5.13.: Comparison of the SSQ value derived from the engineering files and the SNR values given in Table
5.7. The left panel shows the ratio of the SNR over the SSQ for the Oz window. The right panel shows a scatter
plot of the SNR data over the SSQ data. The data show a clear correlation between the SSQ and the SNR values
of the sites. Interestingly, the sites can be divided into two groups: The first with a SNR/ssQ ratio of averaged 214
(sites “bu”, “rj” and “ka”) at the left panel correspond to the orange fit at the right panel. The second sites with a

I

SNR/ssQ ratio of around 90 at the left panel correspond to the purple fit at the right panel. The reason for the two
groups is still under investigation.

investigation. This shows that due to the clear correlation the SSQ value can be used as a proxy
for the SNR.

Note that for Tsukuba the average of the SNR values in 2022 and 2023 is used. This is because
the SSQ value is an average of the data since 2021 and it is assumed that the alignment
deteriorated over time. Hence, by using the average it is attempt to generate a value which is
similar to the timely average of the deterioration.

Correlate SSQ With the Noise of XGas A major advantage of the analysis using the internal
TCCON engineering files is the following. It allows to not only have a measure of the SNR. in
the spectrum but also to retrieve the noise level of the final XGas time series.

The noise levels of the XGas time series are derived in three steps: First, the time dependent
data is smoothed by an running average. Second, the original time series is divided by the
smoothed series. Third, the standard deviation of this data is calculated as a measure of the
noise of the XGas values. The so calculated noise will be denoted as oxgas.

Therefore, this method allows to check if there is a correlation between the SSQ (or the SNR,
respectively) in the spectra and the noise level in the XGas time series. From theory one would
expect that high SSQ values cause low noise levels in the XGas time series.

For the upcoming analysis the TCCON-engineering data beyond 2021-01-01 is used. Here, only
the correlation for CO, is examined. The examination for CHy is given in Appendix C.

According to Equation (3.4), for the calculation of XCO; the retrieved values from the O, window
and from the CO, windows are used. Therefore, the SSQ values of both, CO, and O, have to be
considered. It is assumed that the SSQ (and hence, the SNR) are mostly caused by a random
error. Therefore, the SSQ values are added quadratically before and the square-root is taken:
\/SSQéOZ + SSQ%Z. To verify the presumed correlation, the added SSQ values are plotted against

the noise level of the XCO, time series (oxcoz) in Figure 5.14.
This figure clearly shows that the XCO, noise level are related to the SSQs (and hence the
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Figure 5.14: The figure shows the correlation between
the quadratically added SSQs and the XCO; noise level
oco,- The calculated values are based on the internal
TCCON-engineering files starting from 2021-01-01. Not

all TCCON sites have uploaded data after this date.

Therefore, some sites are missing. The SSQ values are
added quadratically because it is assumed that they are
mostly caused by a random error. The plot indicates
that both values are correlated.
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SNRs) in the spectra. However, the correlation is not very clear, indicating that there are other
quantities that influence the noise level oxco, of the XCO, time series.

In order to be able to assign the points in the plot to the individual stations, oxco, the SSQ
values are shown as a bar chart in Figure 5.15. A list of the site abbreviations is given in
Appendix C.

B oxco, (ppm) W /SSQZ +SSQZ.
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Figure 5.15.: A bar chart of the noise levels of the XCO; time series (oxco,) and the SSQs for various TCCON
sites. The data is the same as given in Figure 5.14. The oaxco, values refers to the scale on the left ordinate, the
quadratically summed SSQs to the scale at the right ordinate. It can be seen that in general a higher SNR gives a
lower noise level. However, there are also some exceptions as e.g. “df”. The sites are sorted in descending order of
the oxco, values from left to right. A list of the TCCON site abbreviations (ID) is given in Appendix C.

It can be seen that all sites with a low noise level (below 0.3 ppm) in the XCO, time series also
show high SSQ values. This suggests that a high SSQ value is a prerequisite for a small noise
level oxco, in the XCO, time series.

However, the other way round no suggestion can be made. An example of this is the site in
Edwards, USA (“df”) which has the ninth highest XCO; noise level but also the fourth highest
SSQs. This indicates that at this site the reason for the high oxco, value are not the low SSQs
but something else which needs further investigations.

For the sites with the six highest oxco, values (“js” to “pr”) the low SSQ level is apparent. This
indicates that the low SSQs are the reason for the high noise level in XCO, time series. Hence,
it is worth to check these sites thoroughly. As indicated by the TK site, a realignment might
help to increase the SSQs.
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Figure 5.16: The plot shows the systematic noise analysis

presented in Section 5.5.3.2 applied to the TCCON data

SSQ2 + SSQ2 measured during the TS campaigns. The campaign data
0, €O, is marked by a “T'S” annotation. The results of the other
sites not visited by the TS are the same as in Figure
5.15. They are shown here to place the campaign data in
the context of Figure5.15. The results of the campaign
data in this plot are in very good agreement with the
spectra analysis in Section 5.5.3.1 and the other results
of the TS campaigns: The WG data is expected to show
the lowest SSQs in the network due to the low SNR in
Table 5.7. For WG no GGG2020 data was published at
the time writing the thesis. Therefore, only the campaign

oxco, (ppm) L

SSQZ02 + SSQéO2

0.00 - L o data can be shown. The spectrometer in TK was poorly

wg js ci tk xh tk et gm et iz aligned during the campaign causing the low SSQ values
TS TS TS and high oxco, values. For ETL, no major difference is

. expected between the campaign and non-campaign data,
TCCON site ID as no instrumental problems were found for the ETL
spectrometer.

For XCH, the analysis is carried out in Appendix C. It shows the same qualitatively behavior.

Application of the Method to the Travel Standard Data Figure 5.16 shows the results of the
noise analysis presented in this section applied to the TCCON data recorded during the TS
campaigns. The results of this analysis are in very good agreement with the results of the SNR
calculations in Section 5.5.3.1 and the results obtained from the time series recorded during the
TS campaigns:

e In Table 5.7, the WG spectrum had the lowest SNR ratio of all the spectra analyzed.

Therefore, the finding of the lowest network-wide SSQ values is consistent with the low
SNR. It is also interesting to note that the oxco, is the highest of all TCCON sites analyzed.
Note that for WG not GGG2020 data was published at the time writing this work. Hence,
only the campaign data can be shown.

The analysis of the SNRs in the TK spectra from 2022 (during the TS campaign) and
from 2023 (after the realignment) clearly showed that the spectrometer was badly aligned
in early 2022. This is in agreement with the SSQ analysis of the TK campaign data in
Figure 5.16.

The non-campaign data of TK shows higher SSQs and lower oxco, than the campaign
data. As the correlation between SNR and SSQ could be shown in this section, it can be
expected that the data measured after the realignment in 2023 will again show a much
lower noise level in the XGas time series. noise level in the XGas time series.

The XAIR analysis of the ETL data showed no instrumental problems. Therefore, for
the ETL data, similar values for SSQ and oxco, are expected for the campaign and the
previous data. This is confirmed in Figure 5.16.

Summary of the Method The method presented in this section successfully reproduces the
results obtained with other methods (see the analysis of the T'S campaign data). Furthermore,
it clearly shows that only sites with a high SSQ have a low noise level in the XGas time series.
Moreover, it can detect sites with high noise levels in the XGas products and simultaneously
allows to check if a low SSQ (and hence low SNR) is the reason for this. Thus, the analysis
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could be a valuable addition to the routine QA/QC procedure of the TCCON. There it can
help to improve the detection of high XGas noise levels and low SNRs in the spectra caused by
instrumental problems.

5.6. Quantitative Comparison of the Station Data

A main part of the TS analysis is to compare the XGas values of the TCCON sites against the
Karlsruhe TCCON site as a common reference. The choice of Karlsruhe as a reference was made
because the COCCON reference unit is regularly compared with the Karlsruhe TCCON station.
This does not mean that Karlsruhe TCCON is the absolute reference for the network. However,
it is an obvious choice to use it as a reference for relative comparisons.

To assess the quality of the compared data it is necessary to know the errors of the comparison.
Considering this, an error calculation is carried out for the results. Finally, the data will be
summed up and discussed.

5.6.1. Calculation of the Bias Compensation Factors

For each campaign, bias compensation factors between the TS and the TCCON spectrometer
are calculated using the method described in Section 4.2.1. These factors are denoted as K}Fg_ID
and are summed up in Table 5.8 including their random relative error.

Table 5.8.: The bias compensation factors of the TCCON site relative to the TS. They are denoted as K13

XX-LR
and K)Fg)s(_HR for the TCCON-LR, and HR data of the various sites to the Travel Standard including the random

relative errors as described in 4.2.1.1. The XX stands for the two letter TCCON ID.

Site ‘ Species ‘ Kglﬁ’gR K§§?%R
XCO, 1.00000 £ 0.00007 | 1.00085 + 0.00007

TK XCHy4 1.00153 £+ 0.00008 | 0.99767 + 0.00008
XCO 0.98674 + 0.00036 | 0.93233 + 0.00031
XCO, 1.00026 + 0.00007 | 1.00037 = 0.00010

WG | XCHy 1.00026 + 0.00008 | 0.99872 + 0.00009
XCO 1.05846 + 0.00258 | 0.98153 + 0.00105

Following, it is assumed that the bias compensation factors fully describe the systematic bias
between two instruments. Hence, in this ideal assumption the temporal mean XGasyy of an
instrument YY multiplied with a bias compensation factor is equal to the temporal mean XGasyyx
of an instrument XX which are both measuring side-by-side:

XGasxx = XGasyy - Kiy - (5.1)

Multiplying the bias compensation factors of different spectrometers allows calculating a resulting
factor which allows to compare the data of a remote station to the Karlsruhe TCCON-station:

KTC -KA

_ TS SN37 1 TC-KA
TC-ID —KTC—ID'KTS K

SN37 (5.2)

This scheme is illustrated in Figure 5.17. Note that Kg§3‘7KA is unity per definition because the

COCCON network as a whole is calibrated such that it matches with the Karlsruhe TCCON
station, compare with Section 3.2.2.
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TS
(SN39)
KSN37
s Figure 5.17: A graphical illustration on how to
COCCON-Ref TS calcullate.: .resulting bias compegsation factors.
(SN37) TC-ID The individual factors of each site are used to
compare the measurements of a visited TCCON
KSTI\%;KA site to the Karlsruhe TCCON site. Note that

the KSTI\%;KA is unity due to the calibration of the
w TCCON ID COCCON network to the Karlsruhe TCCON
k—/ site as described in 3.2.2.

TC-KA
KchlD

_ TS SN37 1 TC-KA
—Kchnj 'KTs 'KSN37

Table 5.9.: The bias compensation factors between the visited TCCON sites and the KA reference (SN37). All
values are given with a random error followed by a systematic error. The errors are described in Section 5.6.2.
Since the COCCON network as a whole is calibrated in a way that the reference spectrometer matches with the
TCCON Karlsruhe data, a comparison with the reference unit is equal to a comparison of the TCCON-Karlsruhe
site.

Site ‘ Species ‘ K)%EER KQI;(:_”ER
XCO, 0.99886 + 0.00008 + 0.00063 | 0.99970 + 0.00008 + 0.00063
TK XCHy4 1.00188 + 0.00009 — 0.00067 | 0.99802 + 0.00009 — 0.00067
XCO 0.98833 + 0.00047 — 0.00053 | 0.93383 + 0.00043 — 0.00050
XCO, 0.99987 + 0.00007 + 0.00071 | 0.99998 + 0.00010 + 0.00071
WG | XCHy 1.00093 + 0.00008 — 0.00071 | 0.99939 + 0.00010 — 0.00071
XCO 1.05909 + 0.00259 — 0.00622 | 0.98212 + 0.00108 — 0.00577

Table 5.10.: The deviations in percentage of the individual TCCON sites visited with the TS to the COCCON
reference unit. The first error given is the random error emerging from the noise of the measurements. The second
error is a calibration error which is calculated by considering a potential drift of the TS device relative to the

COCCON. A visualization of the data is given in Figure 5.18.

Site | Species ASNET - (%] AN (%)
XCO, 0.11368 + 0.00829 — 0.06314 | 0.02956 + 0.00839 — 0.06309
TK XCH,4 —0.18738 = 0.00871 + 0.06685 | 0.19875 £ 0.00906 + 0.06711
XCO 1.18111 £ 0.04798 + 0.05455 | 7.08623 £ 0.04909 + 0.05773
XCO, 0.01264 + 0.00744 — 0.07104 | 0.00163 + 0.01023 — 0.07103
WG | XCHy —0.09253 + 0.00840 + 0.07089 | 0.06115 £ 0.00956 + 0.07100
XCO —5.57937 £ 0.23080 + 0.55486 | 1.82105 + 0.11168 + 0.59835

The bias compensation factors are given in Table 5.9, together with a random error and a
calibration error. The errors are described in detail in Section 5.6.2.

These bias compensation factors contain already all the relevant information. However, to make
the comparison more intuitive, they are converted to a deviation in percentage. First, an offset
in units of a volume mixing ratio from a bias compensation factor is calculated. This is done by
multiplying the bias compensation factors with XGasxx, the temporal average of the XGas over
the comparison period:

AXGasyy = XGasyy(1 - Ky (5.3)
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Using Equation (5.3) a deviation in percentage relative to the site XX can be calculated using,

YY
AXGasXX o

Ay XGasyy = (5.4)
* XX XGasYY
1-KY
= KYYXX -100 . (5.5)
XX

To deduce Equation (5.5), it is used that XGasyy can be replaced by (5.1) causing XGasyy to
cancel out. The calculated values in percentage are given in Table 5.10.

5.6.2. Error Analysis

To assess the quality of the comparison of the TCCON sites, it is crucial to estimate the potential
error which is determined by two different contributions: A random error which is calculated
by considering the noise of the individual measurements as well as a calibration error which
is calculated by considering a potential drift of the T'S instrument relative to the COCCON
reference spectrometer.

Random Error: The random error describes the uncertainty arising from the precision of the
individual instruments. It is calculated by using the relative random errors of the individual bias
compensation factors as described in Section 4.2.1.1. When taking the product of two correction
factors, the random error of the resulting product is calculated by using the (GAUSSIAN error
propagation, as described in Equation (4.5):

1

2 272
SN37 TS SN37
€rand (K702 1p) _ E(KTC—ID)) e(Krs 4 (5.6)
SN37 - TS SN37 :
KTC—ID KTC—ID KTS

The errors described by Equation (5.6) are given in Table 5.9.

For the deviation in percentage, as given in Table 5.10, the relative error is also calculated by
the GAUSSIAN error propagation of Equation (5.5):

€rand (AzXGas) _ O (A XGasSN3T ).%r (5.7)
A-XGas GKANAT T TCAD T g7
_ 1 enmna (KT (5.8)
KR K |

Calibration Uncertainty: The second part is an uncertainty introduced by a potential drift of
the Travel Standard instrument relative to the COCCON reference. Its upper limit is estimated

by the change of the bias compensation factors AKssgg’g before and after each campaign as given

in Table 4.2. The uncertainty AKSSI{\%Z is given in percentage. Hence, the calibration uncertainties
SN37 .
of Kiy'T R /R Are calculated by:
1
SN37 _ ARSN37 SN37
ecal(KID-LR/HR) = AKgnsg 100 "KipLr/HR - (5.9)
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The relative errors calculated by this equation are given in Table 5.9.

For the deviation in percentage, the calibration uncertainty is calculated by applying linear error
propagation to Equation (5.5):

d
€cal(Ag) = W(A%XG&S%%?ED) '€ca1(KSN31D) (5.10)
9K
-1 KSN37
el (K . (5.11)
(1SN37 y2 AR TC-ID
(KTC )’

The result of this error analysis is given in table 5.10. There, the random error is given first and
the calibration uncertainty second.

5.6.3. Evaluation of the Time Corrected Tsukuba Data

In Tsukuba a timing error was detected. For the TK-LR data, the error could be corrected by
adding a time difference of —44 s as described in Section 5.2.1. The corrected data is evaluated
using the same procedure as for the uncorrected data. The results of the evaluation are given in
Table 5.11

Table 5.11.: Bias compensation factors for the time-corrected Tsukuba data. The correction is only applied to the
TK-LR data because the correction of the TK-HR data was not finished by the PI of the TK TCCON site when
this thesis was submitted. The left column shows the bias compensation factors of the time corrected TK-LR
data relative to the T'S. The middle column shows bias compensation factor comparing the TK-LR data to the
reference in Karlsruhe. The right columns shows the same comparison but with a deviation in percentage.

: SN39 SN37 SN37
Species Kl R KTPKIR At (%)

XCO, 1.00000 £ 0.00007 | 0.99836 + 0.00008 + 0.00063 0.16408 + 0.00830 — 0.06318
XCHy4 1.00149 + 0.00008 | 1.00111 + 0.00009 — 0.00067 | —0.11087 + 0.00873 + 0.06690
XCO 0.98689 + 0.00037 | 0.98556 + 0.00047 — 0.00053 1.46475 + 0.04874 + 0.05470

5.7. Discussion of the Results

For a more intuitive comparison of the results of the comparison, the data given in Table 5.10 is
visualized in Figure 5.18.

In gray, the estimated site-to-site bias of the TCCON for GGG2020 as given in Section 3.1.2 is
plotted. Note that the length of the bars are equal to the given bias, i.e. the 0.2 % precision of
XCO, results in a bar from —0.1% to 0.1 %. Plotting the bar in a way that it starts from 0 and r
at £0.2 % would double the error budget.

For each site, the results of the low-, and high-resolution data are given. The error of all
measurements is clearly dominated by the calibration error which considers a potential drift of
the T'S unit compared to the COCCON reference unit SN37 (compare with Section 4.2). As the
calibration errors are signed values, the error bars are asymmetrical.

For XCO,, all of the data, except the TK-LR is within the estimated TCCON site-to-site error.

For XCH,4 all data is withing the estimated TCCON site-to-site bias. However, considering
the calibration error, there is a uncertainty that the TK-HR data is outside of the estimated
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Figure 5.18.: Visualization of the deviations in percentage of the TCCON sites to the Karlsruhe reference. The
data of this figure are given in Table 5.10. The gray bars are the preliminary, estimated site-to-site biases of
the TCCON given in Section 3.1.2. Note that the length of the bars representing the bias is equal to the given
precision, i.e. the 0.2% precision of XCO results in a bar from —0.1% to 0.1%. The error markers include both
the random error and the calibration error. Since the calibration errors are signed values, the error markers are
asymmetric. The calibration error is clearly dominant. For XCO; and XCHy, the results are in or slightly outside
of the estimated TCCON bias. However, for XCO, both sides deviates clearly from each other. The main reason
for the deviation of the TK-HR data is assumed to be the outdated emission inventories in the a prioris. The
reason for the large WG-LR data is assumed to be the much lower data sampling rate compared to the TS data.
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Figure 5.19.: Comparison of the time corrected and the uncorrected TK data. The data is plotted in the same way
as described for Figure 5.18. It is interesting to see that for the different species the correction changes the values
in different directions.

site-to-site bias. Furthermore for XCHy, it is interesting that the deviations of the low-resolution
data are negative (i.e. the measurements are higher compared to the reference) and the high-
resolution data is positive. Future comparisons will show whether this is a general property of
different resolutions of XCH; measurements.

For XCO, the deviations are significantly larger than the TCCON error. However, for XCO there
are some issues which potentially can cause the large deviations. First, as already discussed, the
difference between TK-HR and TK-LR data is clearly visible. This is due to the poor quality
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of the a-priori, which causes a difference between the HR and TS measurements. In contrast,
the TK-LR results are almost within the error budget. For Wollongong, it is surprising that
the WG-LR data shows such a large deviation. However, the WG-LR data suffers from the low
sampling frequency, which probably causes the difference. This can be seen well in the data
recorded at 2022-12-23. There is a larger peak in the XCO data. When this data is binned into
30 minute bins, the difference in the data rate can lead to large differences.

The findings of the campaigns described in this thesis are comparable with the results presented
in Mostafavi Pak et al. 2023 which used a similar comparison method. The cited publication
gives absolute values, they are converted to relative values using 400 ppm for XCO,, 1800 ppb for
XCH4 and 100 ppb for XCO.

For high-resolution TCCON data the maximal biases of Mostafavi Pak et al. 2023 are 0.13%
(0.53 ppm) for XCO,, 0.24% (4.30 ppb) for XCH, and 6.10 % (6.10 ppb) for XCO. For XCO, and
XCHy, the values in this work are slightly lower whereas for XCO, the result of this work is with
0.9 percentage points slightly higher, which is still very similar.

For the low-resolution measurements, the maximal biases of Mostafavi Pak et al. 2023 are 0.21%
(0.83 ppm) for XCO,, 0.18 % (3.20 ppb) for XCH4 and 2.10% (2.10 ppb) for XCO. For XCO,, the
values in this work are lower. For XCHy, it is slightly and for XCO, it is significant higher. As
discussed earlier, the XCO for the LR data is dominated by the WG site which suffers from a
low measurement frequency for the LR data.

It is important to note, that the study by Mostafavi Pak et al. 2023 uses GGG2020 as a retrieval
software for both the TCCON and the EM27/SUN data. Furthermore, the low-resolution
data in this study was truncated and not natively measured. As presented in Section 5.5.2,
the truncated spectra are not necessarily comparable in terms of noise to natively recorded
low-resolution spectra.

5.7.1. Influence of the Timing Error in Tsukuba

As presented in 5.2, the XAIR values indicate an timing error of —44s. In Figure 5.19, the
deviation to the Karlsruhe reference is plotted for both the uncorrected and the corrected
TK-LR data. It is interesting to observe, that for the different species, the correction changes
the deviations in different directions: For the TK data, the timing error increases the relative
deviation to the Karlsruhe reference by 0.05 percentage points for XCO, and 0.28 for XCO. For
XCH4, the deviation decreased by 0.07 percentage points. For all species, the difference is
significant. Even though this data only shows the TK-LR measurements, it is expected that a
correction of the timing error influences the XGas values of the TK-HR data as well. Therefore,
it is of great importance to find the source of the timing error, and redo the analysis with the
corrected TK-HR data as soon as they are available.

5.7.2. Pressure Analysis

The pressure data collected at each site is summarized and compared to the DWD Rheinstetten
data. For this, the bias compensation factors of the pressure measurements are multiplied,
similar to the XGas values:

DWD, _  DWD, TS,

k . .
D, TS, D,

(5.12)
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Table 5.12.: The summary of the bias compensation factors for the pressure and the comparison to the level of the
DWD Rheinstetten weather station. The deviation in hPa is calculated by assuming a pressure of 1000 hPa.

: TS DWD. DWD
Site (ID) oy kTsp P kIDP P APYP (hPa)

TK 1.0001042 | 0.9998686 | 0.9999728 0.02721

ETL 0.9999956 | 0.9998686 | 0.9998642 0.13580
WG 1.0000373 | 0.9998686 | 0.9999059 0.09410

In Table 5.12; the results are summarized. The absolute differences are calculated by:

(5.13)

AP = 1000 - (1 - kDWDP)

D,

Tu 2019 found, by using PROFFIT as a retrieval software and low-resolution spectra, that a
change of 1hPa in the measured ground pressure causes an average increase of about 0.035% in
XCO,, 0.039% in XCH4 and 0.052% in XCO, respectively. These values can be used to estimate
the effect of the pressure error to the data. Hence, for none of the sites a large influence on the
XGas values due to the pressure measurements is expected.

5.8. Summary of the Chapter

In this section, the data collected with the Travel Standard during three different campaigns
in Tsukuba, East Trout Lake and Wollongong is presented and successfully compared to the
TCCON sites. The three goals identified at the beginning of the chapter are 1) the search for
instrumental issues, 2) the comparison of the XGas values, and 3) the comparison of the pressure
records. By means of these three goals, the chapter is summarized.

Instrumental Issues: For the Tsukuba data, a potential timing error could be identified:
Compared to the TS, the TCCON XAIR data shows a high airmass dependency which is
decreasing over the course of the day, indicating a timing error. For the TK-LR data, the
airmass dependency could be mitigated almost completely by a time correction of —44s.

Both, the TK and WG data-sets show a large noise level. The reason for this could be traced back
to the shape of the spectra which has a significant intensity drop towards higher wavenumbers.
Hence in the O, window, the SNR is low for both spectrometers.

As two spectrometers are affected by the same problem, it is suspected that other TCCON
sites may face the same issue. By an analysis of the signal-to-noise ratio in the O, window
of the spectra of various other sites, it could be shown that several instruments across the
network are facing this issue. A realignment of the TK TCCON spectrometer improved the
SNR significantly.

To simplify this task, a method to correlate the noise and the SNR in the O, window and in
spectral windows of another species is developed using the private GGG2020 engineering files.
This method allows showed that for most of the sites a large noise level is correlated with a high
SNR in the spectra.

The WG data shows an unusual large difference in the noise level between the low- and high-
resolution data. For investigating this more closely, a method which compares the natively and
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truncated low-resolution spectra was developed. Even though this method could not reveal the
reason for the difference, it confirms an unknown issue with the WG data.

In ETL, the laser of the TCCON site broke shortly before the arrival of the TS. Therefore, no
side-by-side measurements were possible. However, several days of HR and LR measurements
could still be collected before it broke down. This data was used for consistency checks which
did not reveal any instrumental problems.

Pressure Records: For all three sites, the pressure comparison revealed a good agreement
with the reference sensor. The largest deviation is found at the ETL site with a deviation of
0.135 80 hPa.

The analysis of the pressure data of the WG site was very important, as it revealed two important
issues. First, it turned out, that the wrong pressure data was used for the evaluation of the
pressure data so far: The pressure sensor is located 5m below the TCCON tracker and hence, it
is necessary to correct for this altitude difference. The altitude correction changes the pressure
of about 0.58 hPa which is a significant value. Furthermore, an error in the assumed altitude of
a new TCCON spectrometer currently being installed in Wollongong could be detected which is
also very important as it prevents a systematic error at a new TCCON site.

XGas Comparison: Finally, the XGas values measured by the TCCON sites are compared to
the Karlsruhe reference spectrometer. For XCO,, all datasets except the TK-LR are within the
estimated TCCON site-to-site bias.

For XCHy, all data are within the estimated TCCON site-to-site bias. However considering the
error, there is a probability that the TK-HR data is outside of this range.

For XCO, there are large deviations from the estimated TCCON site-to-site bias. However for
XCO, there is a known issue with the a prioris which probably causes the problems.

For the TK data, the impact of the timing error is investigated for the TK-LR data: The
correction increases the relative deviation to the Karlsruhe reference for XCO, and XCO but
decreases the deviation for XCHy.

These examples of three visited sites show impressively how valuable the EM27/SUN Travel
Standard is for the consistency of the TCCON as it successfully demonstrated the use of the data
to quantitatively compare the TCCON sites to a common reference. Furthermore, a timing error
in Tsukuba and pressure issues in Wollongong could be detected. Moreover, with the spectra
analysis and the GGG2020 engineering data analysis across the network and the analysis of
low-resolution and truncated high-resolution spectra three small tools to analyze the quality
of the spectrometers could be developed. They can be applied without the need of additional
hardware. Therefore, these might be additional tools for the TCCON QA /QC checks in the
future.
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Chapter 6

Summary and Outlook

This work successfully demonstrated the deployment of an EM27/SUN spectrometer as a Travel
Standard (TS) within the TCCON. The main idea of the TS is to serve as a common reference
for visited TCCON sites. Three campaigns, each on a different continent, were conducted. The
TS is based in Karlsruhe where it is compared to the COCCON reference unit before and after
each campaign in order to detect misalignment.

In the first part of this thesis the prerequisites for the TS are created. The first prerequisite
is the operation and the retrieval of the data of the Karlsruhe TCCON site which serves as
a reference for the COCCON network as a whole but in particular also for the TS. In 2020,
the retrieval software of the TCCON was updated to a new version called GGG2020. As the
Karlsruhe TCCON site is measuring continuously since 2014, the whole dataset was reprocessed.
During the operation of the Karlsruhe TCCON site, a few errors were detected and could be
solved.

The second prerequisite is the ability to process the data of the TS. In 2021/2022, PROFFAST?2,
a new version of the retrieval software of the COCCON, was developed at IMK-ASF. To simplify
the usage of this, the PROFFASTPYLOT, an easy-to-use interface for PROFFAST2, was
developed by the author in cooperation with Feld, L. Moreover, the new PROFFAST2 was
calibrated to agree with the GGG2020 results. The comparison to the TCCON data revealed
a so far undetected dependency of the XGas difference of PROFFAST2 and GGG2020 values
on XH,0. For XCO,, the difference between GGG2020 and PROFFAST?2 for a low and a high
water vapor amount (500 ppm and 6500 ppm) is up to 3ppm (0.7 %), 0.01 ppm (0.55 %) for XCH,
and 0.56 ppb (0.56 %) for XCO. The origin of this bias is still unknown. Furthermore, it is
not clear which of the retrieval software is closer to the truth. Hence, this requires further
investigations. However, as an intermediate solution, the GGG2020 values are considered as
a reference. An empirical XH,O correction was introduced for the PROFFAST2 to be in
agreement with GGG2020. A comparison of the so calibrated COCCON data with the TCCON
data yielded relative deviations of (0.002840 + 0.11337) % for XCO,, (—0.01310 + 0.19023) % for
XCHy and (—0.27420 + 1.60327) % for XCO. The first number is the relative average deviation of
the data binned in 10 minute intervals. The second number gives the relative standard deviation
of the differences of the 10 minute intervals.

The third prerequisite is the monitoring of the TS between the campaigns to ensure the stability
of the TS. For this, laboratory measurements to retrieve the ILS as well as solar side-by-side
measurements with the COCCON reference unit were conducted. All ILS measurements where
within the normal range expected for an EM27/SUN spectrometer. The maximum change found
between the campaigns is 0.31 ppm for XCO,, 0.0019 ppm for XCH4 and —0.51 ppb for XCO. For
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all gases, this is below the estimated TCCON site-to-site bias. For XCO, a SZA dependent
difference of the TS spectrometer relative to the reference unit was found and corrected by an
empirical linear correction. The reason for this difference is still unknown.

The TS is deployed in an enclosure developed by the TUM. To enable campaigns worldwide, the
hardware was adapted such, that it can be operated in any power grid available. Furthermore, a
reliable and accurate pressure sensors as well as transport loggers to monitor potential mechanical
impacts at the shipments were installed.

The second part of the thesis covers the deployment and the evaluation of the TS campaigns
in Tsukuba (Japan), East Trout Lake (ETL) (Canada), and Wollongong (Australia). Each
visited TCCON site was checked for 1) instrumental errors, 2) pressure consistency, and 3) the
deviation of the XGas values relative to the Karlsruhe reference. At each site, the TS performed
several days of side-by-side measurements with the TCCON spectrometer. For the campaigns,
the TCCON spectrometers collected standard TCCON measurements as well as low-resolution
spectra with the same resolution as the EM27/SUN (0.5cm™!) in an alternating manner. This
ensures that resolution-based effects were excluded and allowed to process the spectra with
the PROFFAST retrieval software. By this, systematic biases can be excluded. The standard
TCCON measurements were retrieved by the PI of the site with GGG2020 and therefore are
similar to the official TCCON data except that they are not reviewed by the TCCON QA/QC
management.

The following instrumental issues were found: For both, Tsukuba and Wollongong, high-noise
levels were revealed. The reason for both could be traced back to an intensity drop in the spectra
towards higher wavenumbers. This causes a low SNR in the O, spectral window which influences
all XGas values. The intensity drop is caused by bad alignment and most likely a characteristic
of the used beam-splitter. In addition, for the Tsukuba data, a timing error was found. For the
low-resolution data, an offset of —44s was found empirically. For the high-resolution data, the
issue is still under investigation.

The comparison of the raw pressure data did not encounter significant deviations. However
in Wollongong, the pressure analysis helped to detect that the altitudes used so far for the
evaluation were wrong: the tracker was assumed to be at 30 masl but actually it is at 35 masl.
Furthermore, the pressure sensor is mounted 5m below the tracker. In both, the GGG2014 and
the GGG2020 evaluations this is not considered. Luckily, the GGG2020 data analysis is not
released, yet. Hence, a correction was still possible.

In ETL, the reference laser in the TCCON-spectrometer broke down shortly before the arrival
of the TS. Hence, no side-by-side measurements could be performed. However, several days of
alternating low-, and high-resolution measurements were collected already which were used to
check for any instrumental issues like timing errors, misalignment or similar errors. However,
none were found.

A quantitative comparison of the XGas values relative to the COCCON reference unit which
is tied to the Karlsruhe TCCON site was made. For XCO, and XCHy, deviations for the low-
and high-resolution measurements are within the estimated TCCON site-to-site bias (+0.1 % for
XCO, and +0.215% for XCHy4). The only exception was the Tsukuba low-resolution XCO, data
with a deviation of 0.113%. For XCO, the TK-LR and the WG-HR are within the estimated
TCCON site-to-site bias (+2.7%). The TK-HR data showed large deviations of more than 7 %.
This deviation probably is caused by a known issue with the a priori. For WG-LR, a deviation
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of =5.6 % is found. As the WG-LR is measured with a low sampling rate, some sharp peaks
measured in XCO could not be resolved correctly.

For all species, a random error and a calibration error have been calculated. The errors of all
species are dominated by the calibration uncertainty, which is derived from a potential drift of
the TS device relative to the COCCON reference unit.

The high noise level in both, Tsukuba and Wollongong originated in the same reason. Therefore,
an evaluation of this issue in the whole network is performed. For this, the SNR ratio in the O,
window is examined for several other stations by analyzing spectra recorded at a bright day at
local noon. The results varied across the network. However, some sites with exceptional low
SNR could be identified. In addition to this, a systematic method to evaluate the correlation of
the SNR in the spectra and the noise in the different species was developed. This method is
based on the data which is provided by the TCCON-internal engineering files. The systematic
analysis revealed a correlation between the SNR and the noise level in the XGas retrievals. But
also cases were the high noise level is higher than indicated by the SNR. Hence, for those sites
further investigation are needed.

Furthermore, a new consistency test of data using the noise is developed: In theory, the noise
in a low-resolution spectrum and in a spectrum which is downsampled from a high resolution
measurement should be the same (assuming the same scan speed and number of scans). A large
deviation from this ideal behavior indicates an issue with the instrument. For none of the visited
sites large deviations were found.

In summary, this thesis successfully improved the consistency and the accuracy of ground-based
remote sensing FTIR measurements by various contributions.

The first is the successful application of an EM27/SUN as an international operating Travel
Standard. The analysis of its data showed that for the two major products XCO, and XCH,4
the site-to-site estimations are mainly within the expected range. Second, site specific issues
(timing error and altitude error) could be revealed and partly corrected. Third, the network-
wide noise analysis helped to find an issue which occurs at several sites, hence contributing to
improve the accuracy within the TCCON. This is especially valuable since the SNR analysis
and the low-resolution consistency test can be evaluated without further hardware and therefore,
might be used for the regular QA /QC of the TCCON data. The fourth is the detection of the
dependency of GGG and PROFFAST on the XH,O value. It is of great importance to pin down
this dependency, which is up to 0.7 %, in order to continue to provide precise reference data.
The fifth is the development of the PROFFASTPyYLOT. This is a very important tool as it
significantly simplifies the usage of the PROFFAST?2 software and is used as a standard interface
for PROFFAST?2 by groups worldwide. It is a valuable contribution to the COCCON community
because due to its simplicity helps to reduce errors when operating PROFFAST. Furthermore,
it allows the processing of the spectra by people less experienced with FTIR-spectroscopy and
hence, helps to further extend the measurement network.

For further testing and improving the consistency of the TCCON, a continuation of the TS
activities is planed. The next scheduled campaigns are in Izafa (Spain) and in Paris (France).
In the data collected so far, there are still some open issues: In Tsukuba, the timing error needs
to be corrected for the high-resolution TCCON data and the deviation compared to Karlsruhe
needs to be recalculated. In Wollongong, the reason of the significant larger noise for the HR
compared to the LR data is still unclear. It would be interesting to test, if an realignment of
the instrument solves this issue.

The comparison of the low-resolution and high-resolution data gives different values. Especially
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for XCHy, for both sites the LR data is lower. There, a larger data-set is needed to find
systematics in the comparison and to better assess the evaluation when comparing different
resolutions.

For the data measured in ETL, there are the following possibilities to evaluate them. At ETL,
the TS collected side-by-side measurements with other EM27/SUN which are stationed in
Canada. When the broken laser is replaced, one of the Canadian EM27/SUN could serve as a
proxy for the TS linked by the aforementioned side-by-side measurements. Else, simulation data
like CAMS could be used to extrapolate the ETL-TCCON measurements to the period of the
TS collected measurements.

A further very important point for future research is to validate the retrieval software of both
the TCCON and the COCCON in order to find the reason for the observed XH,O dependency.
The most direct and promising approach is to use column-averaged DMFs derived from air-cores
collected at days with a different water vapor amount in the atmosphere.
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Appendix A

Appendix to the Technical Details of the Travel
Standard

In summer 2021 a long-term side-by-side measurement of the Travel Standard instrument (SN39)
with the COCCON reference instrument (SN37) was collected. The results, including the
side-by-side measurements used for calibrating the TS, are plotted in Figure A.1 There, the
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Figure A.l.: Long term side-by-side measurement of the Travel Standard (SN39) in orange and the COCCON
reference (SN37) in blue. For all gases except for XCO the differences between the two instruments over time keeps
constant. For XCO, however, the difference varies in the course of the year. The reason for this is found in a SZA
dependency of XCO. The origin of this dependency is not known. However, an empirical correction is used to
correct for this. The corrected XCO data is plotted using red crosses.
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Table A.1.: Records of the transport data-logger mounted inside of the enclosure.

Site ‘ Temperature Humidity ‘ Shock thresholds ‘ Shock records
T —42.4°C Amin;max = [—40,4O]g
Tsukuba H,}ax B 7'0 c Hypax = 66 % Tiur = 40 ms No events recorded
i frate = 400 Hz
T ~62.9°C Amin;max = [_4; 4]g
ETL ijax _ 23'5 o Hyppox = 58.3% Tiur = 25ms No events recorded
o T e frate = 400 Hz
T 303°C Amin;max = [—4.0;4.0]g 5 events
Wollongong Tm%“x _ 13'1 °C Hypox =61.2% Ty = 15ms Amax = 16
i ' frate = 400 Hz T = 40 ms

all gases except XCO are in good agreement. For XCO a dependency on the SZA is found and
discussed in Section 4.2.3. Using the XCO data shown in Figure A.1 an empirical correction is

derived. Compare with Figure 4.7.

In Table A.1 a overview of the data recorded by the transport logger mounted inside the
enclosure is given. Compare with Section 4.1. For all three campaigns the temperatures and the
humidity are in a non-critical range. The shocks recorded when doing the transportation for the
Wollongong campaigns are quite large. However, no misalignment in the instruments could be

detected.
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Appendix B

Results of the Calibration of the PROFFAST?2
Algorithm

To calibrate the PROFFAST 2 retrieval algorithm, the data measured by several instruments
(SNO037, SN039 and SN122) are evaluated. The calibration procedure is described in detail in
Section 3.2.2. There, only plots of XCO, measured by the SN037 instrument are shown. Here,
the remaining plots of the other gases and instruments are shown.

B.1. Airmass Dependent Correction Factors

The Figure B.1 and B.2 show the same data as Figure 3.8 but measured with the instruments
SN39 and SN122 respectively.

B.2. Airmass Independent Calibration

The figures B.1 to B.16 show the same data as given in Figure 3.10 in the main part but for the
gases XCO,, XCH,, XCH4%F, XCO, XH,0 for the instruments SN037, SN039, SN122. The order
of the plots is the same as the order of the gases and the instruments given above. For all plots,
no time series of are given (missing panel a)). This is because, no relevant information can be
read derived from it.
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Appendix B. Results of the Calibration of the PROFFAST2 Algorithm
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Figure B.1.: Results of the air mas dependent correction for the data measured by the instrument SN039.
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B.2. Airmass Independent Calibration
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Figure B.2.: Results of the air mas dependent correction for the data measured by the instrument SN122.
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Appendix B. Results of the Calibration of the PROFFAST2 Algorithm
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Figure B.3.: Results of the new calibration including the XH,0 correction for XCH4 and instrument SN037.
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Figure B.4.: Results of the new calibration including the XH20 correction for XCHiSP and instrument SN037.
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B.2. Airmass Independent Calibration
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B.5.: Results of the new calibration including the XH,O correction for XCO and instrument SN0O37.

3000
XH,0 (ppm)

Karlsruhe - SN037 - XH,O (ppm)

2020
Local Time

2021

10
ground Temperature (°C)
|

20

3000
XH,0 (ppm)

Figure B.6.: Results of the new calibration including the XH,0 correction for XH20 and instrument SN037.
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Figure B.7.: Results of the new calibration including the XH,0 correction for XCO2 and instrument SN039.
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Figure B.8.: Results of the new calibration including the XH,O correction for XCHs and instrument SN039.
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B.2. Airmass Independent Calibration
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Figure B.9.: Results of the new calibration including the XH,0 correction for XCHESP and instrument SN039.
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Figure B.10.: Results of the new calibration including the XH,O correction for XCO and instrument SN039.
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Figure B.11.: Results of the new calibration including the XH2O correction for XH20 and instrument SN039.
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Figure B.12.: Results of the new calibration including the XH;O correction for XCO2 and instrument SN122.
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B.2. Airmass Independent Calibration
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Figure B.13.: Results of the new calibration including the XH20 correction for XCH4 and instrument SN122.
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Figure B.14.: Results of the new calibration including the XH2O correction for XCHiSP and instrument SN122.
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Figure B.15.: Results of the new calibration including the XH,O correction for XCO and instrument SN122.
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Figure B.16.: Results of the new calibration including the XH20 correction for XH;O and instrument SN0122.
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Appendix C

Systematic Noise Analysis for XCHy4

In this section the network-wide noise analysis for CHy is carried out using the method presented
in Section 5.5.3.2. Furthermore, Table C.1 gives the mapping of the two letter TCCON site IDs
to the location of the sites.

Figure C.1 shows the correlation of the oxcn, values and the quadratically added SSQ values.
Similar as for CO, in the main part, the data shows clearly that the XCH,4 noise levels are related
to the SSQs.
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Figure C.1.: The figure shows the correlation between the quadratically added SSQs and the XCH4 noise level oxcp,-
The calculated values are based on the internal TCCON-engineering files starting from 2021-01-01. As for XCO,
in the main part, a correlation between both quantities is visible.

To assign the data-points in Figure C.1 to the sites, a bar chart is given in Figure C.2. The
result is qualitatively the same as for CO, in the main part. The same six sites as for CO, (“js”,
“rj”) “xh”, “ni”, “ci”, “pr”) have the highest noise values in the XGas time series. However, they
are ordered differently. Equally as for CO,, the sites with low noise levels in the XCH, time

series (below 1.4 ppb) show high SSQs.

Hence, the conclusion derived in Section 5.5.3.2 for CO, are also valid for CHy.
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Figure C.2.: A bar chart of the noise levels of the XCHy4 time series (oxcp4,) and the SSQs for various TCCON
sites. The data is the same as given in Figure C.1. The oaxco, values refers to the scale on the left ordinate,
the quadratically summed SSQs to the scale at the right ordinate. Similar as for XCO; in the main part it can
be seen that in general a higher SNR gives a lower noise level. However, there are also some exceptions as e.g.
“df”. The sites are sorted in descending order of the oxcp, values from left to right. A list of the TCCON site
abbreviations (ID) is given in Table C.1.

Table C.1.: The two letter site ID of a various TCCON sites used in this work.

122

ID | City country
br | Bremen Germany
bu | Burgos Philippines
ci | Pasadena;California  USA
df | AFRC; Edwards USA
et | East Trout Lake Canada
fc | Four Corners;NM USA
gm | Garmisch Germany
if | Indianapolis; Indiana USA
iz | Izana; Tenerife Spain
js | Saga Japan
ka | Karlsruhe Germany
Ir | Lauder New Zealand
ni | Nicosia Cyprus
ny | Ny-Alesund;Svalbard Norway
oc | Lamont; Oklahoma USA
or | Orleans France
pr | Sorbonne Universite  Paris
so | Sodanky& Finland
tk | Tsukuba; Ibaraki Japan
wg | Wollongong Australia
xh | Xianghe China
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