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#### Abstract

The thermal radiative transfer equations model temperature evolution through a background medium as a result of radiation. When a large number of particles are absorbed in a short time scale, the dynamics tend to a non-linear diffusion-type equation called the Rosseland approximation. The main challenges for constructing numerical schemes that exhibit the correct limiting behavior are posed by the solution's high-dimensional phase space and multi-scale effects. In this work, we propose an asymptotic-preserving and rank-adaptive dynamical low-rank approximation scheme based on the macro-micro decomposition of the particle density and a modified augmented basis-update \& Galerkin integrator. We show that this scheme, for linear particle emission by the material, dissipates energy over time under a step size restriction that captures the hyperbolic and parabolic CFL conditions. We demonstrate the efficacy of the proposed method in a series of numerical experiments.
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## 1 Introduction

The radiation of particles from a hot source into a cold medium and the corresponding formation of a thermal heat front, known as a Marshak wave, is well modeled by the thermal radiative transfer equations. They consist of a coupled system of partial differential equations governing the transport of particles (represented by the particle density $f$ ) and the temperature evolution of the medium ( $T$ ) [1] given by

$$
\begin{gathered}
\frac{1}{c} \partial_{t} f+\boldsymbol{\Omega} \cdot \nabla_{\mathbf{x}} f=\sigma^{a}(B(T)-f), \\
c_{\nu} \partial_{t} T=\int_{\mathbb{S}^{2}} \sigma^{a}(f-B(T)) \mathrm{d} \boldsymbol{\Omega} .
\end{gathered}
$$

The particle density $f$ depends on time $t$, position $\mathbf{x}$ and direction of flight $\boldsymbol{\Omega} \in \mathbb{S}^{2}$ and the temperature $T$ on time and position. $c$ and $c_{\nu}$ represent the speed of light and the specific heat of the material, respectively. These two equations are coupled through the absorption and emission of particles by the background material. Numerically simulating the thermal radiative transfer equations poses several challenges. First, to evolve and store the particle density, high memory, and computational resources are required. This is due to its high-dimensional phase space, consisting of temporal, spatial, and angular variables, which can be up to six-dimensional for a three-dimensional

[^0]spatial domain. Second, when a large number of these particles are absorbed in small time scales, the dynamics of the system asymptotically converge to a diffusion-type non-linear partial differential equation known as the Rosseland approximation [2] which reads
$$
\left(c_{\nu}+4 a T^{3}\right) \partial_{t} T=\nabla_{\mathbf{x}} \cdot\left(\frac{4 a c}{3 \sigma^{a}} T^{3} \nabla_{\mathbf{x}} T\right)
$$
where $a$ is the radiation constant. Since the dynamics tend to a diffusion problem, the numerical scheme should also capture this behavior without having to resolve prohibitively small time scales. Numerical methods that do so while efficiently treating the stiffness arising from large absorption terms are called asymptotic-preserving (AP) schemes [3]. Work on asymptotic-preserving schemes for kinetic equations can, for example, be found in [3]-[6].

To address the computational challenges posed by a high-dimensional phase space, we use dynamical low-rank approximation (DLRA) [7], which is a model-order reduction strategy that has recently gained popularity in solving kinetic equations. The fundamental idea behind dynamical low-rank approximation is to evolve the solution on the manifold of rank $r$ functions $\mathcal{M}_{r}$ by projecting the dynamics to the tangent space of $\mathcal{M}_{r}$. The evolution equations thus obtained can be interpreted as a Galerkin system, with $2 r$ basis functions for the phase space variables, which evolves the coefficients and basis functions according to the dynamics of the problem. Using standard time integrators to evolve the coefficient and basis functions leads to unstable numerical schemes and thus robust integrators, like the projector-splitting integrator (PSI) [8], and the basis-update \& Galerkin (BUG) integrators [9]-[12], have been developed.

DLRA has, for example, been shown to reduce computational costs in dose computation in radiation therapy planning [13], in high-scattering problems [14] and neutron criticality problems [15]. In recent works, DLRA was used for the thermal radiative transfer equations [16], [17] where it was shown to significantly reduce computational time. The work in [17] proposes a low-rank scheme based on the augmented BUG integrator of [10] for thermal radiative transfer. Though this scheme is energy-stable and preserves mass locally, it does not include multiscale effects frequently arising in thermal radiative transfer.

Since the thermal radiative transfer equations tend to a diffusion equation, for small time scales, the dynamics are restricted to the manifold of low-rank functions [2] and thus can be accurately represented by a low-rank approximation. Thus, a DLRA scheme combined with techniques to preserve asymptotic behavior can be highly beneficial in tackling both numerical challenges simultaneously. This was investigated for the related problem of radiation transport in [18], where the PSI, along with a macro-micro decomposition to construct an asymptotic-preserving scheme, is used. A key challenge for such schemes is to prove stability and provide a CFL condition that takes into account effects at long time scales (kinetic regime) and small time scales (diffusive regime). In contrast to [18], the scheme constructed in [19] uses the fixed-rank BUG integrator and is energy stable under a CFL restriction, which captures both the kinetic and diffusive regimes. In the kinetic regime, a large number of particles stream in all directions, increasing the rank required to resolve the solution. In contrast, in the diffusive regime, a large number of streaming particles are absorbed and diffused, thus lowering the required rank of the solution [2]. This is well demonstrated in the experiments from [18], [19]. Thus, using a fixed-rank integrator without prior knowledge of the required rank in the regime results in either higher computational costs (due to over-approximation) or a poorly resolved solution (due to under-approximation). One of the ways to address this is by using a DLRA scheme that appropriately chooses and evolves the rank of the solution according to the regime.

This work proposes an asymptotic-preserving and rank-adaptive DLRA scheme for the thermal radiative transfer equations in slab geometry and analyzes its properties. The novelty of this work can be summarized in the following:

- An asymptotic-preserving, mass conservative and rank-adaptive DLRA integrator: We propose a new asymptotic-preserving BUG integrator for the thermal radiative transfer equations, based on the macro-micro decomposition [6], [20] of the particle density, the basis
augmentation step from [10] and conservative truncation [21], [22], to capture the underlying dynamics of the system. The proposed algorithm is locally mass conservative.
- A stability analysis for the proposed asymptotic-preserving DLRA scheme: We show that the proposed integrator is stable in the energy norm under a CFL restriction that captures both the kinetic and the diffusive regime under linear emission of particles by the background material.

This paper is structured as follows: Following the introduction in Section 1, in Section 2 we review background concepts that are used in this paper and build the modal macro-micro equations for the thermal radiative transfer equations. In Section 3, we present a spatio-temporal discretization for the modal macro-micro equations, which is asymptotic-preserving and stable under a CFL restriction that captures the kinetic and diffusive regime. In Section 4 we present dynamical lowrank integrators for the thermal radiative transfer equations and the stability results. Specifically, in Section 4.1, we present the evolution equations for the modal macro-micro equations using the fixed-rank BUG integrator [9] and prove its stability property. In Section 4.2, we present the asymptotic-preserving BUG integrator and prove the stability of the scheme. Finally, numerical experiments are presented in Section 5.

## 2 Background

In this section, we review the basic ideas and concepts that are used in this work. The first subsection describes the thermal radiative transfer equations in slab geometry for the gray approximation, its asymptotic limit, and the macro-micro decomposition [6] of the particle density and its angular discretization. In the second subsection, we look at dynamical low-rank approximation [7], the fixed-rank BUG integrator [9] and the augmented BUG integrator [10].

### 2.1 Thermal radiative transfer equations

In this paper, we consider the dimensionless form of the gray (i.e., frequency-averaged) thermal radiative transfer equations in slab geometry,

$$
\begin{align*}
& \frac{\varepsilon^{2}}{c} \partial_{t} f+\varepsilon \mu \partial_{x} f=\sigma^{a}(B(T)-f)  \tag{2.1a}\\
& \varepsilon^{2} c_{\nu} \partial_{t} T=\int_{-1}^{1} \sigma^{a}(f-B(T)) \mathrm{d} \mu \tag{2.1b}
\end{align*}
$$

In the above equations, $f(t, x, \mu)$ represents the particle density (or angular flux) at time $t \in \mathbb{R}^{+}$, position $x \in D \subset \mathbb{R}$ and direction of flight $\mu \in[-1,1]$. The temperature of the material is given by $T(t, x)$ and depends on time and position. These are supplemented with initial and boundary conditions, which are later specified according to the problem. $B(T)$ describes the emission of particles by the background material due to blackbody radiation at its current temperature. It is given by the Stefan-Boltzmann law,

$$
B(T)=a c T^{4}
$$

where $a$ is the radiation constant and $c$ is the speed of light. The rate of absorption and emission of particles by the background material is specified by the absorption cross-section $\sigma^{a}(x)$, where we assume that $\sigma^{a}(x) \geq \sigma_{0}>0$. We denote the integral over $\mu$ as $\langle\cdot\rangle_{\mu}=\int_{-1}^{1} \cdot \mathrm{~d} \mu$ and thus the scalar flux of the particle density is defined as, $\phi(t, x)=\frac{1}{2}\langle f\rangle_{\mu}$.

In (2.1) as $\varepsilon$ tends to zero, absorption effects dominate the dynamics. A Hilbert expansion of the particle density $f$ yields that, as $\varepsilon \rightarrow 0$, the particles are distributed as $B(T)$, i.e., $f=B(T)$,
while the evolution of temperature is given by a diffusion-type non-linear equation known as the Rosseland approximation [2]:

$$
\begin{equation*}
c_{\nu} \partial_{t} T=\frac{2}{3} \partial_{x}\left(\frac{1}{\sigma^{a}} B^{\prime}(T) \partial_{x} T\right)-\frac{2}{c} B^{\prime}(T) \partial_{t} T \tag{2.2}
\end{equation*}
$$

where $B^{\prime}(T)=\frac{d}{d T} B(T)$.

### 2.1.1 Macro-micro decomposition

The asymptotic analysis of the thermal radiative equations (2.1) shows that multiple time scales are involved in the evolution of temperature and particles. In particular, effects occur at times scales of order $\mathcal{O}(1), \mathcal{O}(\varepsilon)$, and $\mathcal{O}\left(\varepsilon^{2}\right)$ and must be correctly resolved to capture the underlying dynamics of the system. One way to do this is by decomposing the particle density into variables that describe the macroscopic and microscopic effects. This type of decomposition of the particle density is called a macro-micro decomposition and was first proposed in [6]. Since the thermal radiative transfer equations involve three time scales, the particle density is decomposed into macroscopic $(B)$, microscopic $(g)$, and mesoscopic $(h)$ variables. For the thermal radiative transfer equations, this macro-micro ansatz was first proposed in [20]. To be precise, we make the following ansatz for the particle density

$$
\begin{equation*}
f(t, x, \mu)=B(T(t, x))+\varepsilon g(t, x, \mu)+\varepsilon^{2} h(t, x) \tag{2.3}
\end{equation*}
$$

where $\langle g\rangle_{\mu}=0$. Note that since $\langle g\rangle_{\mu}=0$, the total mass of the system is conserved and was used in [23] to construct a numerical scheme that conserves mass in shallow water equations.
Remark 1. The rationale behind calling $h$ the mesoscopic variable instead of the microscopic variable, despite scaling as $\varepsilon^{2}$ is that it arises as the leading scaled quantity in the decomposition of the macroscopic quantity of radiation transport equation, the scalar flux, and does not depend on the angular variable.

To obtain evolution equations for $h, g$ and $T$ we substitute the macro-micro ansatz (2.3) in the radiative transfer equations (2.1) yielding the following evolution equations

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c} \partial_{t} h+\frac{\kappa}{c} \sigma^{a} B^{\prime}(T) h+\frac{1}{2} \partial_{x}\langle\mu g\rangle_{\mu}=-\sigma^{a} h,  \tag{2.4a}\\
\frac{\varepsilon^{2}}{c} \partial_{t} g+\varepsilon\left(\mathcal{I}-\frac{1}{2}\langle\cdot\rangle_{\mu}\right)\left(\mu \partial_{x} g\right)+B^{\prime}(T) \mu \partial_{x} T+\varepsilon^{2} \mu \partial_{x} h=-\sigma^{a} g,  \tag{2.4b}\\
\partial_{t} T=\kappa \sigma^{a} h, \tag{2.4c}
\end{gather*}
$$

where we set $\kappa=\frac{2}{c_{\nu}}$ for ease of presentation. Note that by comparing the $\mathcal{O}\left(\varepsilon^{0}\right)$ terms in all three equations of (2.4) we obtain the Rosseland approximation (2.2) [2], [20].

Initial and boundary conditions It remains to describe the initial and boundary conditions for the macro-micro equations (2.4). Note that we can write the microscopic variable $g$ and mesoscopic variable $h$ as

$$
\begin{align*}
& g(t, x, \mu)=\frac{1}{\varepsilon}\left(f(t, x, \mu)-\frac{1}{2}\langle f(t, x, \mu)\rangle_{\mu}\right)  \tag{2.5a}\\
& h(t, x)=\frac{1}{\varepsilon^{2}}\left(\frac{1}{2}\langle f(t, x, \mu)\rangle_{\mu}-B(T)(t, x)\right) . \tag{2.5b}
\end{align*}
$$

Thus, for given initial and boundary conditions of the radiative transfer equations (2.1), we use the above relations to derive the initial and boundary conditions for the macro-micro equations (2.4).

### 2.1.2 Angular discretization of microscopic variable

The microscopic variable $g$ depends on the direction of flight, $\mu$, and must be discretized in the angular domain. In this work, we use the method of moments or the $\mathrm{P}_{N}$ method [24] to discretize in $\mu$. To obtain the moment equations, let $\left\{\widetilde{P}_{k}\right\}_{k \in \mathbb{N} \cup\{0\}}$ be orthogonal Legendre polynomials with standard $L^{2}([-1,1])$ norms $\gamma_{k}$, given by $\gamma_{k}^{2}=\frac{2}{2 k+1}$. Let $P_{k}=\widetilde{P}_{k} / \gamma_{k}$ denote the $k^{\text {th }}$ orthonormal Legendre polynomial satisfying the recurrence relation

$$
\mu P_{k}=a_{k-1} P_{k-1}+a_{k} P_{k+1}, \quad a_{k}=\frac{k+1}{\sqrt{(2 k+1)(2 k+3)}}
$$

The $\mathrm{P}_{N}$ ansatz for $g$ then reads

$$
g(t, x, \mu) \approx g_{\mathrm{P}_{N}}(t, x, \mu)=\sum_{k=0}^{N} g_{k}(t, x) P_{k}(\mu),
$$

where $g_{k}$ is called the $\mathrm{k}^{t h}$ moment of the system. Since $P_{k}$ is orthonormal the $\mathrm{k}^{\text {th }}$ moment is given by $g_{k}=\left\langle g P_{k}\right\rangle_{\mu}$. To obtain evolution equations for the moments $g_{k}, k=0,1, \ldots, N$, we multiply (2.4b) by $P_{k}$ and integrate over $\mu \in[-1,1]$. The evolution equation for the $\mathrm{k}^{\text {th }}$ moment is then given by

$$
\frac{\varepsilon^{2}}{c} \partial_{t} g_{k}+\varepsilon \partial_{x}\left(a_{k-1} g_{k-1}+a_{k} g_{k+1}\right)-\varepsilon \frac{\gamma_{0} \gamma_{1}}{2} \partial_{x} g_{1} \delta_{k 0}+\gamma_{1}\left(B^{\prime}(T) \partial_{x} T+\varepsilon^{2} \partial_{x} h\right) \delta_{k 1}=-\sigma^{a} g_{k}
$$

Note that since $\langle g\rangle_{\mu}=0$, we get $g_{0}=0$ and we obtain the following system of modal macro-micro equations

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c} \partial_{t} h+\frac{\kappa}{c} \sigma^{a} B^{\prime}(T) h+\frac{\gamma_{1}}{2} \partial_{x} g_{1}=-\sigma^{a} h  \tag{2.6a}\\
\frac{\varepsilon^{2}}{c} \partial_{t} \boldsymbol{g}+\varepsilon \mathbf{A} \partial_{x} \boldsymbol{g}+\boldsymbol{b}\left(B^{\prime}(T) \partial_{x} T+\varepsilon^{2} \partial_{x} h\right)=-\sigma^{a} \boldsymbol{g}  \tag{2.6b}\\
\partial_{t} T=\kappa \sigma^{a} h \tag{2.6c}
\end{gather*}
$$

where
$\boldsymbol{g}=\left(g_{1}, \ldots, g_{N}\right)^{\top} \in \mathbb{R}^{N}, \quad \mathbf{A}=\left[\begin{array}{cccc}0 & a_{1} & & \\ a_{1} & 0 & \ddots & \\ & \ddots & \ddots & \\ & & & a_{N-1} \\ & & a_{N-1} & 0\end{array}\right] \in \mathbb{R}^{N \times N}$ and $\boldsymbol{b}=\left(\gamma_{1}, 0, \ldots, 0\right)^{\top} \in \mathbb{R}^{N}$.

### 2.2 Dynamical low-rank approximation

In this subsection, we give an overview of the DLRA put forth in [7]. The fundamental motivation behind DLRA is to evolve a solution on a low-rank manifold of a given rank. To make this more concrete, let $g_{i k}=g_{k}\left(t, x_{i}\right)$ be the evaluation of the $\mathrm{k}^{\mathrm{th}}$ moment of the microscopic variable $g_{k}$ at spatial point $x_{i}$. The goal is then to evolve $\mathbf{g}$ such that it stays on the manifold of rank $r$ matrices, $\mathcal{M}_{r}$. In DLRA, a low-rank approximation is computed by projecting the dynamics of the problem onto the tangent space of the manifold [7].

For any matrix $\mathbf{g}_{r} \in \mathcal{M}_{r} \subset \mathbb{R}^{N_{x} \times N}$ we have the factorization

$$
\begin{equation*}
\mathbf{g}_{r}(t)=\mathbf{X}(t) \mathbf{S}(t) \mathbf{V}(t)^{\top} \tag{2.7}
\end{equation*}
$$

This means that the solution matrix is spanned by the spatial basis $\mathbf{X}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{N_{x} \times r}$, the moment basis $\mathbf{V}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{N \times r}$, and the coefficient matrix $\mathbf{S}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{r \times r}$. In DLRA, the basis and
coefficient matrices are evolved on the low-rank manifold such that, for $\mathbf{g}_{r}(t) \in \mathcal{M}_{r}$ and a given right-hand side $\mathbf{F}: \mathbb{R}^{N_{x} \times N} \rightarrow \mathbb{R}^{N_{x} \times N}$, the following minimization problem is satisfied at all times $t$

$$
\min _{\dot{\mathbf{g}}_{r}(t) \in \mathcal{T}_{\mathbf{g}_{r}(t)} \mathcal{M}_{r}}\left\|\dot{\mathbf{g}}_{r}(t)-\mathbf{F}\left(\mathbf{g}_{r}(t)\right)\right\|_{F}
$$

Here $\mathcal{T}_{\mathbf{g}_{r}(t)} \mathcal{M}_{r}$ denotes the tangent space of $\mathcal{M}_{r}$ at $\mathbf{g}_{r}$. A reformulation of this minimization problem [7, Lemma 4.1] projects the right-hand side onto the tangent space and requires solving

$$
\dot{\mathbf{g}}_{r}(t)=\mathbf{P}\left(\mathbf{g}_{r}(t)\right) \mathbf{F}\left(\mathbf{g}_{r}(t)\right)
$$

where

$$
\mathbf{P}\left(\mathbf{g}_{r}\right) \mathbf{Z}=\mathbf{X} \mathbf{X}^{\top} \mathbf{Z}-\mathbf{X} \mathbf{X}^{\top} \mathbf{Z} \mathbf{V} \mathbf{V}^{\top}+\mathbf{Z} \mathbf{V} \mathbf{V}^{\top}
$$

is the projection onto the tangent space $\mathcal{T}_{\mathbf{g}_{r}(t)} \mathcal{M}_{r}$.
Following [7], evolution equations can be derived for the factorized solution from the above equations as

$$
\begin{gathered}
\dot{\mathbf{S}}(t)=\mathbf{X}(t)^{\top} \mathbf{F}\left(\mathbf{g}_{r}(t)\right) \mathbf{V}(t) \\
\dot{\mathbf{X}}(t)=\left(\mathbf{I}-\mathbf{X}(t) \mathbf{X}(t)^{\top}\right) \mathbf{F}\left(\mathbf{g}_{r}(t)\right) \mathbf{V}(t) \mathbf{S}(t)^{-1} \\
\dot{\mathbf{V}}(t)=\left(\mathbf{I}-\mathbf{V}(t) \mathbf{V}(t)^{\top}\right) \mathbf{F}\left(\mathbf{g}_{r}(t)\right)^{\top} \mathbf{X}(t) \mathbf{S}(t)^{-\top}
\end{gathered}
$$

In case of over-approximation of the rank, the coefficient matrix $\mathbf{S}$ becomes nearly singular which is a source of instabilities. Thus, robust integrators that do not invert the coefficient matrix have been developed [8]-[11]. In this work, we use the fixed-rank BUG [9] and the augmented BUG integrator [10], which we describe here in brief.

For a given factorized initial solution, $\mathbf{g}_{r}^{0}=\mathbf{X}^{0} \mathbf{S}^{0} \mathbf{V}^{0, \top}$, one step of the fixed-rank BUG integrator updates the factors $\mathbf{X}, \mathbf{S}, \mathbf{V}$ from time $t_{0}$ to $t_{1}$ by the following sub-steps
K-step Update $\mathbf{X}^{0}$ to $\mathbf{X}^{1}$ by solving

$$
\dot{\mathbf{K}}(t)=\mathbf{F}\left(\mathbf{K}(t) \mathbf{V}^{0, \top}\right) \mathbf{V}^{0}, \quad \mathbf{K}\left(t_{0}\right)=\mathbf{X}^{0} \mathbf{S}^{0}
$$

Compute $\mathbf{K}\left(t_{1}\right)=\mathbf{X}^{1} \mathbf{S}^{K}$, e.g. by using QR decomposition, and store $\mathbf{M}=\mathbf{X}^{1, \top} \mathbf{X}^{0}$.
L-step Update $\mathbf{V}^{0}$ to $\mathbf{V}^{1}$ by solving

$$
\dot{\mathbf{L}}(t)=\mathbf{X}^{0, \top} \mathbf{F}\left(\mathbf{X}^{0} \mathbf{L}(t)\right), \quad \mathbf{L}\left(t_{0}\right)=\mathbf{S}^{0} \mathbf{V}^{0, \top}
$$

Compute $\mathbf{L}\left(t_{1}\right)^{\top}=\mathbf{V}^{1} \mathbf{S}^{L, \top}$, e.g. by using QR decomposition, and store $\mathbf{N}=\mathbf{V}^{1, \top} \mathbf{V}^{0}$.
S-step Update the coefficient matrix $\mathbf{S}^{0}$ to $\mathbf{S}^{1}$ by performing Galerkin step in the updated basis

$$
\dot{\mathbf{S}}(t)=\mathbf{X}^{1, \top} \mathbf{F}\left(\mathbf{X}^{1} \mathbf{S}(t) \mathbf{V}^{1, \top}\right) \mathbf{V}^{1}, \quad \mathbf{S}\left(t_{0}\right)=\mathbf{M} \mathbf{S}^{0} \mathbf{N}^{\top}
$$

and set $\mathbf{S}^{1}=\mathbf{S}\left(t_{1}\right)$.
Then the approximation at the next time step is set as $\mathbf{g}_{r}\left(t_{1}\right)=\mathbf{X}^{1} \mathbf{S}^{1} \mathbf{V}^{1, \top}$.
Using a fixed-rank integrator comes with several challenges. First, since the rank of the solution is not known beforehand, it is usually over-approximated, which leads to increased computational costs. Second, the rank of the solution may vary over time [10], [13], [17]; thus, a fixed-rank integrator may not capture the solution correctly. Moreover, the fixed-rank BUG integrator does not preserve solution invariances. To overcome these, a rank-adaptive extension of the fixed-rank BUG integrator, known as the augmented BUG integrator, was presented in [10] that appends extra spatial and angular basis vectors by reusing the old basis and truncates the rank to a prescribed tolerance $\vartheta$.

To present the algorithm, we denote all quantities of rank $2 r$ with hats and those of rank $r$ without. Then, one step of the augmented BUG integrator updates the solution, $\mathbf{g}_{r}^{0}=\mathbf{X}^{0} \mathbf{S}^{0} \mathbf{V}^{0, \top}$ of rank $r$ (note that $\mathbf{g}_{r}$ represents low-rank approximation and not an approximation of rank $r$ ), from time $t_{0}$ to $t_{1}$ through the following steps

1. Update and expand the spatial and angular basis in parallel.

K-step Solve

$$
\dot{\mathbf{K}}(t)=\mathbf{F}\left(\mathbf{K}(t) \mathbf{V}^{0, \top}\right) \mathbf{V}^{0}, \quad \mathbf{K}\left(t_{0}\right)=\mathbf{X}^{0} \mathbf{S}^{0}
$$

and compute the updated basis matrix $\widehat{\mathbf{X}} \in \mathbb{R}^{N_{x} \times 2 r}$ as an orthonormal basis of $\left[\mathbf{K}\left(t_{1}\right), \mathbf{X}^{0}\right]$ and store $\widehat{\mathbf{M}}=\widehat{\mathbf{X}}^{\top} \mathbf{X}^{0} \in \mathbb{R}^{2 r \times r}$.
L-step Solve

$$
\dot{\mathbf{L}}(t)=\mathbf{X}^{0, \top} \mathbf{F}\left(\mathbf{X}^{0} \mathbf{L}(t)\right), \quad \mathbf{L}\left(t_{0}\right)=\mathbf{S}^{0} \mathbf{V}^{0, \top}
$$

and compute the updated basis matrix $\widehat{\mathbf{V}} \in \mathbb{R}^{\mathbb{N} \times 2 r}$ as an orthonormal basis of $\left[\mathbf{L}\left(t_{1}\right)^{\top}, \mathbf{V}^{0}\right]$ and store $\widehat{\mathbf{N}}=\widehat{\mathbf{V}}^{\top} \mathbf{V}^{0} \in \mathbb{R}^{2 r \times r}$.
2. Update the coefficient matrix $\mathbf{S}^{0}$ to $\widehat{\mathbf{S}}$ by performing Galerkin step in the updated and expanded basis

$$
\dot{\hat{\mathbf{S}}}(t)=\widehat{\mathbf{X}}^{1, \top} \mathbf{F}\left(\widehat{\mathbf{X}} \widehat{\mathbf{S}}(t) \widehat{\mathbf{V}}^{\top}\right) \widehat{\mathbf{V}}, \quad \widehat{\mathbf{S}}\left(t_{0}\right)=\widehat{\mathbf{M}} \mathbf{S}^{0} \widehat{\mathbf{N}}^{\top}
$$

3. Truncation to new rank $r_{1}$.

Compute the SVD decomposition of $\widehat{\mathbf{S}}$

$$
\widehat{\mathbf{S}}=\mathbf{P} \boldsymbol{\Sigma} \mathbf{Q}^{\top}
$$

where $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{2 r \times 2 r}$ are orthogonal matrices and $\boldsymbol{\Sigma} \in \mathbb{R}^{2 r \times 2 r}$ is a diagonal matrix with singular values, $\hat{\sigma}_{1}, \ldots, \hat{\sigma}_{2 r}$. The new rank $r_{1}$ is chosen as $1 \leq r_{1} \leq 2 r$ such that, for some user-defined $\vartheta$, the following is satisfied:

$$
\left(\sum_{i=r_{1}+1}^{2 r} \hat{\sigma}_{i}^{2}\right)^{1 / 2} \leq \vartheta
$$

To set the updated factors, we define $\mathbf{P}_{r_{1}}$ and $\mathbf{Q}_{r_{1}}$ to be the matrices containing the first $r_{1}$ columns of $\mathbf{P}$ and $\mathbf{Q}$, respectively. $\boldsymbol{\Sigma}_{r_{1} \times r_{1}}$ is set as the diagonal matrix containing the first $r_{1}$ singular values of $\widehat{\mathbf{S}}$. Then the updated factors are set as $\mathbf{X}^{1}=\widehat{\mathbf{X}} \mathbf{P}_{r_{1}}, \mathbf{V}^{1}=\widehat{\mathbf{V}} \mathbf{Q}_{r_{1}}$ and $\mathbf{S}^{1}=\boldsymbol{\Sigma}_{r_{1} \times r_{1}}$ and, the approximation at time $t_{1}$ is then $\mathbf{g}_{r}^{1}=\mathbf{X}^{1} \mathbf{S}^{1} \mathbf{V}^{1, \top}$.
Remark 2. Note that often in practice, to truncate the rank, a relative tolerance of the form $\vartheta \cdot\|\boldsymbol{\Sigma}\|_{2}$ is used.

## 3 Energy stability of modal macro-micro equations

Having discretized the macro-micro equations in angle (2.6), in this section, we present an asymptoticpreserving spatio-temporal discretization and investigate its energy stability.

### 3.1 Spatio-temporal discretization

We start by noting that for $i, j \in\{1, \ldots, N\}$, we can represent the $(i, j)^{\text {th }}$ term of the flux matrix A by a quadrature rule. That is,

$$
\mathrm{A}_{i j}=\left\langle\mu P_{i} P_{j}\right\rangle_{\mu}=\int_{-1}^{1} \mu P_{i}(\mu) P_{j}(\mu) \mathrm{d} \mu \approx \sum_{k=1}^{N+1} w_{k} \mu_{k} P_{i}\left(\mu_{k}\right) P_{j}\left(\mu_{k}\right)
$$

where $\left(\mu_{k}\right)_{k=1, \ldots, N+1}$ and $\left(w_{k}\right)_{k=1, \ldots, N+1}$ are quadrature points and weights given by the GaussLegendre quadrature rule. If we define the matrices $\mathbf{T} \in \mathbb{R}^{N \times(N+1)}$, with $T_{i k}=\sqrt{w_{k}} P_{i}\left(\mu_{k}\right)$,
and $\mathbf{M} \in \mathbb{R}^{(N+1) \times(N+1)}$, with $\mathrm{M}_{i j}=\mu_{i} \delta_{i j}$, then we can write the flux matrix as $\mathbf{A}=\mathbf{T M} \mathbf{T}^{\top}$. Given $(|\mathbf{M}|)_{i j}=\left|\mathbf{M}_{i j}\right|$ we can define a stabilization matrix for a finite volume discretization as $|\mathbf{A}|=\mathbf{T}|\mathbf{M}| \mathbf{T}^{\top}$ and $\mathbf{A}^{ \pm}=\frac{1}{2} \mathbf{T}(\mathbf{M} \pm|\mathbf{M}|) \mathbf{T}^{\top}$.
Remark 3. The choice of the stabilization matrix used here is not the standard Roe matrix $\widetilde{\mathbf{T}}|\widetilde{\mathbf{M}}| \widetilde{\mathbf{T}}^{\top}$ where $\mathbf{A}=\widetilde{\mathbf{T}} \widetilde{\mathbf{M}} \widetilde{\mathbf{T}}^{\top}$ is the eigendecomposition of the flux matrix. That is, the columns of $\widetilde{\mathbf{T}} \in \mathbb{R}^{N \times N}$ consist of orthogonal eigenvectors of $\mathbf{A}$ and $\widetilde{\mathbf{M}} \in \mathbb{R}^{N \times N}$ has the corresponding eigenvalues on the diagonal. The factorization of the flux matrix used, consisting of transformation matrices in $\mathbb{R}^{N \times(N+1)}$, is needed for the diagonalization of the modal scheme for showing stability in the energy norm. This choice of stabilization matrix was first presented in [19] for the radiative transport equation.

We discretize in space using an equidistant staggered grid, with $\Delta x=1 / N_{x}$, for a given number of $N_{x} \in \mathbb{N}$ spatial cells. The cell interfaces are given by $x_{1 / 2}, \ldots, x_{N_{x}+1 / 2}$ and the midpoints by $x_{i}$ for $i \in\left\{1, \ldots, N_{x}\right\}$. The temperature $(T)$ and mesoscopic variable $(h)$ are resolved at the full grid points $x_{i}$ whereas the microscopic variable $(\boldsymbol{g})$ is evaluated at the cell interfaces $x_{i+1 / 2}$.
Since $B(T)=a c T^{4}$ we get $B^{\prime}(T)=4 a c T^{3}$ and thus, to simplify the presentation of the algorithm, we define

$$
\Psi(t, x)=4(T(t, x))^{3}
$$

The values of $\Psi$ at $x_{i}$ and $x_{i+1 / 2}$ are given by $\Psi_{i}^{n}=\Psi\left(t^{n}, x_{i}\right)$ and $\Psi_{i+1 / 2}^{n}=\frac{\Psi_{i+1}^{n}+\Psi_{i}^{n}}{2}$, respectively. Finally, to discretize in time we employ a forward-backward Euler scheme and obtain the following modal macro-micro scheme

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c}\left(\frac{h_{i}^{n+1}-h_{i}^{n}}{\Delta t}\right)+a \kappa \sigma_{i}^{a} \Psi_{i}^{n} h_{i}^{n+1}+\frac{\gamma_{1}}{2} \mathcal{D}^{0} g_{1, i}^{n+1}=-\sigma_{i}^{a} h_{i}^{n+1},  \tag{3.1a}\\
\frac{\varepsilon^{2}}{c}\left(\frac{\boldsymbol{g}_{i+1 / 2}^{n+1}-\boldsymbol{g}_{i+1 / 2}^{n}}{\Delta t}\right)+\varepsilon \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n}+\boldsymbol{b} \delta^{0}\left(a c \Psi_{i+1 / 2}^{n} T_{i+1 / 2}^{n}+\varepsilon^{2} h_{i+1 / 2}^{n}\right)=-\sigma_{i+1 / 2}^{a} \boldsymbol{g}_{i+1 / 2}^{n+1},  \tag{3.1b}\\
\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=\kappa \sigma_{i}^{a} h_{i}^{n+1} \tag{3.1c}
\end{gather*}
$$

where,

$$
\begin{array}{rlrl}
\mathcal{D}^{-} \boldsymbol{g}_{i+1 / 2} & =\frac{\boldsymbol{g}_{i+1 / 2}-\boldsymbol{g}_{i-1 / 2}}{\Delta x}, & \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}=\frac{\boldsymbol{g}_{i+3 / 2}-\boldsymbol{g}_{i+1 / 2}}{\Delta x} \\
\mathcal{D}^{0} \boldsymbol{g}_{i} & =\frac{\boldsymbol{g}_{i+1 / 2}-\boldsymbol{g}_{i-1 / 2}}{\Delta x}\left(=\mathcal{D}^{-} \boldsymbol{g}_{i+1 / 2}\right), & \delta^{0} T_{i+1 / 2}=\frac{T_{i+1}-T_{i}}{\Delta x} \\
\mathcal{L} \boldsymbol{g}_{i+1 / 2} & =\left(\mathbf{A}^{+} \mathcal{D}^{-}+\mathbf{A}^{-} \mathcal{D}^{+}\right) \boldsymbol{g}_{i+1 / 2}
\end{array}
$$

Theorem 1. In the limit $\varepsilon \rightarrow 0$, the modal macro-micro scheme (3.1) gives a consistent discretization of the diffusion equation

$$
\left(1+\frac{2 a \Psi}{c_{\nu}}\right) \partial_{t} T=\frac{2 a c}{3 c_{\nu}} \partial_{x}\left(\frac{1}{\sigma^{a}} \Psi \partial_{x} T\right)
$$

Proof. The $\mathcal{O}\left(\varepsilon^{0}\right)$ term in (3.1b) is given by

$$
\begin{equation*}
-\sigma_{i+1 / 2}^{a} g_{1, i+1 / 2}^{n+1}=\gamma_{1} a c \Psi_{i+1 / 2}^{n} \delta^{0} T_{i+1 / 2}^{n} \tag{3.2}
\end{equation*}
$$

Similarly, the $\mathcal{O}\left(\varepsilon^{0}\right)$ term in (3.1a) is

$$
-\sigma_{i}^{a} h_{i}^{n+1}=a \kappa \sigma_{i}^{a} \Psi_{i}^{n} h_{i}^{n+1}+\frac{\gamma_{1}}{2} \mathcal{D}^{0} g_{1, i}^{n+1}
$$

which on substituting $g_{1, i+1 / 2}^{n+1}$ from (3.2) and collecting $h_{i}^{n+1}$ terms on the left hand side yields

$$
\left(1+a \kappa \Psi_{i}^{n}\right) \sigma_{i}^{a} h_{i}^{n+1}=\frac{\gamma_{1}^{2}}{2} a c\left[\frac{\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}}\left(T_{i+1}^{n}-T_{i}^{n}\right)-\frac{\Psi_{i-1 / 2}^{n}}{\sigma_{i-1 / 2}^{a}}\left(T_{i}^{n}-T_{i-1}^{n}\right)}{(\Delta x)^{2}}\right]
$$

Thus, substituting $\sigma_{i}^{a} h_{i}^{n+1}$ in (3.1c)

$$
\left(1+\frac{2 a \Psi_{i}^{n}}{c_{\nu}}\right)\left(\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}\right)=\frac{2 a c}{3 c_{\nu}}\left[\frac{\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}}\left(T_{i+1}^{n}-T_{i}^{n}\right)-\frac{\Psi_{i-1 / 2}^{n}}{\sigma_{i-1 / 2}^{a}}\left(T_{i}^{n}-T_{i-1}^{n}\right)}{(\Delta x)^{2}}\right]
$$

where we re-substitute $\kappa=\frac{2}{c_{\nu}}$. This is a discretization of the limiting diffusion equation with an explicit Euler discretization in time and centered differences for spatial derivatives.

### 3.2 Stability analysis

Next, we investigate the stability of the modal macro-micro scheme (3.1) in energy norm for a linearized version of the problem as described in [25]. The linearization assumes that the particles are emitted from the background material proportional to the temperature (instead of the $4^{\text {th }}$ power of temperature as given by the Stefan-Boltzmann law). That is, we set $B(T)=a c T$ and thus $\Psi=1$. Other strategies to linearize the problem include the Su-Olsen closure [26] in which the specific heat, $c_{\nu}$, is assumed to be proportional to $T^{3}$.

Substituting the value of $\Psi$ in (3.1) we get the following modal macro-micro scheme with linear emission of particles:

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c}\left(\frac{h_{i}^{n+1}-h_{i}^{n}}{\Delta t}\right)+a \kappa \sigma_{i}^{a} h_{i}^{n+1}+\frac{\gamma_{1}}{2} \mathcal{D}^{0} g_{1, i}^{n+1}=-\sigma_{i}^{a} h_{i}^{n+1}  \tag{3.3a}\\
\frac{\varepsilon^{2}}{c}\left(\frac{\boldsymbol{g}_{i+1 / 2}^{n+1}-\boldsymbol{g}_{i+1 / 2}^{n}}{\Delta t}\right)+\varepsilon \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n}+\boldsymbol{b} \delta^{0}\left(a c T_{i+1 / 2}^{n}+\varepsilon^{2} h_{i+1 / 2}^{n}\right)=-\sigma_{i+1 / 2}^{a} \boldsymbol{g}_{i+1 / 2}^{n+1},  \tag{3.3b}\\
\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=\kappa \sigma_{i}^{a} h_{i}^{n+1} \tag{3.3c}
\end{gather*}
$$

The following norms are defined for the scalar- and vector-valued functions

$$
\|u\|^{2}=\sum_{i} u_{i}^{2} \Delta x, \quad\|\phi\|^{2}=\sum_{i}\left(\boldsymbol{\phi}_{i+1 / 2}^{\top} \boldsymbol{\phi}_{i+1 / 2}\right) \Delta x
$$

Then, for the linearized modal macro-micro scheme, we have the following stability result:
Theorem 2. Assume that the time step $\Delta t$ fulfills the CFL condition for all $k$, such that $\mu_{k} \neq 0$,

$$
\begin{equation*}
\Delta t \leq \frac{1}{5 c \beta_{N}}\left(\frac{2 \varepsilon \Delta x}{\left|\mu_{k}\right|}+\frac{\sigma_{0} \Delta x^{2}}{\mu_{k}^{2}}\right) \tag{3.4}
\end{equation*}
$$

where $\beta_{N}=\max _{k} w_{k}(N+1)$ and $c$ is the speed of light. Then, the scheme (3.3) is energy stable, that is,

$$
e^{n+1} \leq e^{n}
$$

where the energy is defined as

$$
e^{n}=\left\|a T^{n}+\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}+\left\|\sqrt{\frac{a c_{\nu}}{2}} T^{n}\right\|^{2}
$$

Remark 4. For the sake of compactness, the proof of this theorem, along with all the required lemmas, are presented in Appendix A. The proof follows the energy stability result in [25] and combines it with the results obtained for the modal macro-micro scheme for radiation transport from [19]. It is roughly divided into three parts; the first part bounds $\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}\right\|^{2}$ from above using (3.3a) and (3.3b). In the second part we derive an upper bound for $\left\|\sqrt{\frac{a c_{\nu}}{2}} T^{n+1}\right\|^{2}$ from (3.3c). Combining the bounds obtained in the first and the second part, we show energy stability subject to step size restriction given by the CFL condition (3.4) in the third part of the proof.

## 4 Dynamical low-rank approximation for the modal macro-micro equations

The macro-micro decomposition [6], [20] allows us to construct an asymptotic-preserving and energy-stable numerical algorithm for the thermal radiative transfer equations. However, the microscopic variable $g$ is still a high-dimensional quantity since it depends on time, space, and direction of flight. Thus, to reduce computational costs, we use dynamical low-rank approximation [7] to approximate the solution of $g$ by a low-rank factorization. This section is divided into two subsections; in the first subsection, we derive evolution equations for the low-rank factorization of $g$ for the fixed-rank BUG integrator [9]. We present an asymptotic-preserving spatio-temporal discretization and show that the numerical scheme is energy stable for the linearization presented in Section 3. In the second subsection, we extend the scheme to the augmented BUG integrator [10].

Consider the microscopic equation (2.6b) given by

$$
\begin{equation*}
\frac{\varepsilon^{2}}{c} \partial_{t} \boldsymbol{g}+\varepsilon \mathbf{A} \partial_{x} \boldsymbol{g}+\boldsymbol{b}\left(a c \Psi \partial_{x} T+\varepsilon^{2} \partial_{x} h\right)=-\sigma^{a} \boldsymbol{g} \tag{4.1}
\end{equation*}
$$

The low-rank ansatz for the microscopic variable $\boldsymbol{g}$ reads:

$$
\boldsymbol{g}(t, x) \approx \sum_{p, q=1}^{r} X_{p}(t, x) S_{p q}(t) \mathbf{V}_{q}(t)^{\top}
$$

where $r \in \mathbb{N}$ is some given rank and $\mathbf{V}_{q}=\left(V_{1, q}, \ldots, V_{N, q}\right)^{\top} \in \mathbb{R}^{N}$. Thus, we can write the above sum as

$$
\boldsymbol{g}(t, x)=\boldsymbol{X}(t, x)^{\top} \mathbf{S}(t) \mathbf{V}(t)^{\top}
$$

where

$$
\boldsymbol{X}=\left(X_{1}, \ldots, X_{r}\right)^{\top} \in \mathbb{R}^{r}, \quad \mathbf{S}=\left(S_{p q}\right)_{p, q=1}^{r} \in \mathbb{R}^{r \times r}, \quad \mathbf{V}=\left[\begin{array}{lll}
\mathbf{V}_{1} & \ldots & \mathbf{V}_{r}
\end{array}\right] \in \mathbb{R}^{N \times r}
$$

### 4.1 Fixed-rank modal macro-micro BUG integrator

With this low-rank ansatz for $\boldsymbol{g}$ we can now write down the individual steps of the fixed-rank BUG integrator [9] for updating the microscopic variable. To this end let the solution at time $t_{n}$ be given by $\boldsymbol{g}^{n}(x)=\boldsymbol{X}^{n}(x)^{\top} \mathbf{S}^{n} \mathbf{V}^{n, \top}$, then the evolution equations for updating $\boldsymbol{X}, \mathbf{S}, \mathbf{V}$ are as follows:
K-step For $\boldsymbol{K}(t, x)^{\top}=\boldsymbol{X}(t, x)^{\top} \mathbf{S}(t)$ solve

$$
\frac{\varepsilon^{2}}{c} \partial_{t} \boldsymbol{K}(t, x)=-\varepsilon\left[\mathbf{V}^{n, \top} \mathbf{A} \mathbf{V}^{n}\right] \partial_{x} \boldsymbol{K}(t, x)-\mathbf{V}^{n, \top} \boldsymbol{b}\left(a c \Psi \partial_{x} T+\varepsilon^{2} \partial_{x} h\right)-\sigma^{a} \boldsymbol{K}(t, x)
$$

with the initial condition $\boldsymbol{K}\left(t_{n}, x\right)=\boldsymbol{X}^{n}(x)^{\top} \mathbf{S}^{n}$. We denote the updated spatial basis vectors by $\boldsymbol{X}^{n+1}(x)$ which is obtained as the orthonormal basis of $\boldsymbol{K}\left(t_{n+1}, x\right)$.

L-step For $\mathbf{L}(t)=\mathbf{V}(t) \mathbf{S}(t)^{\top}$ solve

$$
\frac{\varepsilon^{2}}{c} \dot{\mathbf{L}}(t)=-\varepsilon \mathbf{A}^{\top} \mathbf{L}(t)\left\langle\partial_{x} \boldsymbol{X}^{n}, \boldsymbol{X}^{n, \top}\right\rangle_{x}-\boldsymbol{b}\left\langle a c \Psi \partial_{x} T+\varepsilon^{2} \partial_{x} h, \boldsymbol{X}^{n, \top}\right\rangle_{x}
$$

where $\langle\cdot, \cdot\rangle_{x}$ denotes the $L^{2}$ - inner product over the spatial domain, and we have the initial condition given by $\mathbf{L}\left(t_{n}\right)=\mathbf{V}^{n} \mathbf{S}^{n, T}$. We denote the updated angular basis matrix by $\mathbf{V}^{n+1}$, which is obtained as the orthonormal basis of $\mathbf{L}\left(t_{n+1}\right)$.

S-step Perform a Galerkin step in the updated spatial and angular basis according to

$$
\begin{aligned}
\frac{\varepsilon^{2}}{c} \dot{\mathbf{S}}(t)=- & \varepsilon\left\langle\boldsymbol{X}^{n+1}, \partial_{x} \boldsymbol{X}^{n+1, \top}\right\rangle_{x} \mathbf{S}(t) \mathbf{V}^{n+1, \top} \mathbf{A} \mathbf{V}^{n+1}-\left\langle\boldsymbol{X}^{n+1}, a c \Psi \partial_{x} T+\varepsilon^{2} \partial_{x} h\right\rangle_{x} \boldsymbol{b}^{\top} \mathbf{V}^{n+1} \\
& -\left\langle\sigma^{a} \boldsymbol{X}^{n+1}, \boldsymbol{X}^{n+1, \top}\right\rangle_{x} \mathbf{S}(t)
\end{aligned}
$$

with the initial condition $\mathbf{S}\left(t_{n}\right)=\left\langle\boldsymbol{X}^{n+1}, \boldsymbol{X}^{n, \top}\right\rangle_{x} \mathbf{S}^{n} \mathbf{V}^{n, \top} \mathbf{V}^{n+1}$.

### 4.1.1 Spatio-temporal discretization

The update equations for $T$ and $h$ from Section 2.1.2 along with the evolution equations for the lowrank factors of $\boldsymbol{g}$ give the fixed-rank modal macro-micro BUG equations for the thermal radiative transfer equations. Similar to Section 3, we discretize the fixed-rank modal macro-micro BUG equations in space and time. First, we define

$$
\boldsymbol{X}_{i+1 / 2}^{n}=\frac{1}{\Delta x} \int_{x_{i}}^{x_{i+1}} \boldsymbol{X}\left(t_{n}, x\right) \mathrm{d} x
$$

and $\boldsymbol{K}_{i+1 / 2}(t)=\boldsymbol{X}_{i+1 / 2}(t)^{\top} \mathbf{S}(t) \in \mathbb{R}^{r}$. Then, for the prescribed data $\boldsymbol{X}^{n}, \mathbf{V}^{n}, \mathbf{S}^{n}, h^{n}, T^{n}$ at time $t_{n}$ the fixed-rank modal macro-micro BUG scheme updates the solution at time $t_{n}$ through the following steps,

## K-step Update

$$
\begin{equation*}
\frac{\varepsilon^{2}}{c}\left[\frac{\boldsymbol{K}_{i+1 / 2}^{n+1}-\boldsymbol{K}_{i+1 / 2}^{n}}{\Delta t}\right]=-\varepsilon \mathcal{L}_{K} \boldsymbol{K}_{i+1 / 2}^{n}-\mathbf{V}^{n, \top} \boldsymbol{b} \delta^{0}\left(a c \Psi_{i+1 / 2}^{n} T_{i+1 / 2}^{n}+\varepsilon^{2} h_{i+1 / 2}^{n}\right)-\sigma_{i+1 / 2}^{a} \boldsymbol{K}_{i+1 / 2}^{n+1} \tag{4.2}
\end{equation*}
$$

where $\boldsymbol{K}_{i+1 / 2}^{n, \top}=\boldsymbol{X}_{i+1 / 2}^{n, \top} \mathbf{S}^{n}$ and

$$
\mathcal{L}_{K} \boldsymbol{K}_{i+1 / 2}^{n}=\left[\mathbf{V}^{n, \top} \mathbf{A}^{+} \mathbf{V}^{n}\right] \mathcal{D}^{-} \boldsymbol{K}_{i+1 / 2}^{n}+\left[\mathbf{V}^{n, \top} \mathbf{A}^{-} \mathbf{V}^{n}\right] \mathcal{D}^{+} \boldsymbol{K}_{i+1 / 2}^{n}
$$

Compute $\boldsymbol{X}_{i+1 / 2}^{n+1}$ as the orthonormal basis of $\boldsymbol{K}_{i+1 / 2}^{n+1}$.
L-step Update

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c}\left[\frac{\mathbf{L}^{n+1}-\mathbf{L}^{n}}{\Delta t}\right]=-\varepsilon \mathcal{L}_{L} \mathbf{L}^{n}-\boldsymbol{b} \sum_{i} \boldsymbol{X}_{i+1 / 2}^{n, \top} \delta^{0}\left(a c \Psi_{i+1 / 2}^{n} T_{i+1 / 2}^{n}+\varepsilon^{2} h_{i+1 / 2}^{n}\right)  \tag{4.3}\\
-\mathbf{L}^{n+1} \sum_{i} \sigma_{i+1 / 2}^{a} \boldsymbol{X}_{i+1 / 2}^{n} \boldsymbol{X}_{i+1 / 2}^{n, \top}
\end{gather*}
$$

where $\mathbf{L}^{n}=\mathbf{V}^{n} \mathbf{S}^{n, \top}$ and

$$
\mathcal{L}_{L} \mathbf{L}^{n}=\mathbf{A}^{+} \mathbf{L}^{n} \sum_{i} \mathcal{D}^{-} \boldsymbol{X}_{i+1 / 2}^{n} \boldsymbol{X}_{i+1 / 2}^{n, \top}+\mathbf{A}^{-} \mathbf{L}^{n} \sum_{i} \mathcal{D}^{+} \boldsymbol{X}_{i+1 / 2}^{n} \boldsymbol{X}_{i+1 / 2}^{n, \top} .
$$

Compute $\mathbf{V}^{n+1}$ as the orthonormal basis of $\mathbf{L}^{n+1}$.

S-step Update

$$
\begin{align*}
\frac{\varepsilon^{2}}{c}\left[\frac{\mathbf{S}^{n+1}-\widetilde{\mathbf{S}}^{n}}{\Delta t}\right]=- & \varepsilon \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n}-\sum_{i} \boldsymbol{X}_{i+1 / 2}^{n+1} \delta^{0}\left(a c \Psi_{i+1 / 2}^{n} T_{i+1 / 2}^{n}+\varepsilon^{2} h_{i+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \mathbf{V}^{n+1}  \tag{4.4}\\
& -\sum_{i} \sigma_{i+1 / 2}^{a} \boldsymbol{X}_{i+1 / 2}^{n+1} \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathbf{S}^{n+1}
\end{align*}
$$

where $\widetilde{\mathbf{S}}^{n}=\sum_{j} \boldsymbol{X}_{j+1 / 2}^{n+1} \boldsymbol{X}_{j+1 / 2}^{n, \top} \mathbf{S}^{n} \mathbf{V}^{n, \top} \mathbf{V}^{n+1}$ and

$$
\begin{aligned}
\mathcal{L}_{S} \mathbf{S}^{n}= & \sum_{i} \boldsymbol{X}_{i+1 / 2}^{n+1} \mathcal{D}^{-} \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathbf{S}^{n} \mathbf{V}^{n+1, \top} \mathbf{A}^{+} \mathbf{V}^{n+1} \\
& +\sum_{i} \boldsymbol{X}_{i+1 / 2}^{n+1} \mathcal{D}^{+} \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathbf{S}^{n} \mathbf{V}^{n+1, \top} \mathbf{A}^{-} \mathbf{V}^{n+1}
\end{aligned}
$$

Update $T, h$ :

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c}\left(\frac{h_{i}^{n+1}-h_{i}^{n}}{\Delta t}\right)+a \kappa \sigma_{i}^{a} \Psi_{i}^{n} h_{i}^{n+1}+\frac{\gamma_{1}}{2} \mathcal{D}^{0} \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathbf{S}^{n+1} \mathbf{V}^{n+1, \top} \boldsymbol{e}_{1}=-\sigma_{i}^{a} h_{i}^{n+1}  \tag{4.5}\\
\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=\kappa \sigma_{i}^{a} h_{i}^{n+1} \tag{4.6}
\end{gather*}
$$

Theorem 3. In the limit $\varepsilon \rightarrow 0$, the fixed-rank modal macro-micro BUG scheme given by eqs. (4.2) to (4.6) gives a consistent discretization of the diffusion equation

$$
\left(1+\frac{2 a \Psi}{c_{\nu}}\right) \partial_{t} T=\frac{2 a c}{3 c_{\nu}} \partial_{x}\left(\frac{1}{\sigma^{a}} \partial_{x} T\right)
$$

Proof. As $\varepsilon \rightarrow 0$, from the K-step (4.2) and L-step (4.3) we obtain

$$
\mathbf{V}^{n, \top} \boldsymbol{b} \Psi_{i+1 / 2}^{n} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right)=-\sigma_{i+1 / 2}^{a} \boldsymbol{K}_{i+1 / 2}^{n+1}
$$

and

$$
\mathbf{L}^{n+1} \sum_{i} \sigma_{i+1 / 2}^{a} \boldsymbol{X}_{i+1 / 2}^{n} \boldsymbol{X}_{i+1 / 2}^{n, \top}=-\boldsymbol{b} \sum_{i} \boldsymbol{X}_{i+1 / 2}^{n, \top} \Psi_{i+1 / 2}^{n} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right)
$$

If $\boldsymbol{K}_{i+1 / 2}^{n+1}$ is factorized as $\boldsymbol{K}_{i+1 / 2}^{n+1, \top}=\boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathbf{S}_{K}$ then $\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right)$ lies in the range space of $\boldsymbol{X}_{i+1 / 2}^{n+1}$. Similarly, if $\mathbf{L}^{n+1}=\mathbf{V}^{n+1} \mathbf{S}_{L}^{\top}$ and $\left(\mathbf{S}_{L}^{\top} \sum_{i} \sigma_{i+1 / 2}^{a} \boldsymbol{X}_{i+1 / 2}^{n} \boldsymbol{X}_{i+1 / 2}^{n, \top}\right)$ is invertible, then $\boldsymbol{b}$ lies in the range space of $\mathbf{V}^{n+1}$.

Now as $\varepsilon \rightarrow 0$, from the S -step we obtain

$$
\begin{equation*}
-\left(\sum_{i} \Psi_{i+1 / 2}^{n} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right) \boldsymbol{X}_{i+1 / 2}^{n+1}\right)\left(\boldsymbol{b}^{\top} \mathbf{V}^{n+1}\right)=\left(\sum_{i} \sigma_{i+1 / 2}^{a} \boldsymbol{X}_{i+1 / 2}^{n+1} \boldsymbol{X}_{i+1 / 2}^{n+1, \top}\right) \mathbf{S}^{n+1} \tag{4.7}
\end{equation*}
$$

Note that since $\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right)=\left[\sum_{j} \frac{\Psi_{j+1 / 2}^{n}}{\sigma_{j+1 / 2}^{a}} \delta^{0}\left(a c T_{j+1 / 2}^{n}\right) \boldsymbol{X}_{j+1 / 2}^{n+1, \top}\right] \boldsymbol{X}_{i+1 / 2}^{n+1}$ we have

$$
\begin{aligned}
\sum_{i} \delta^{0}\left(a c \Psi_{i+1 / 2}^{n} T_{i+1 / 2}^{n}\right) \boldsymbol{X}_{i+1 / 2}^{n+1} & =\sum_{i} \sigma_{i+1 / 2}^{a}\left(\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right) \boldsymbol{X}_{i+1 / 2}^{n+1}\right) \\
& =\left(\sum_{i} \sigma_{i+1 / 2}^{a} \boldsymbol{X}_{i+1 / 2}^{n+1} \boldsymbol{X}_{i+1 / 2}^{n+1, \top}\right)\left(\sum_{j} \frac{\Psi_{j+1 / 2}^{n}}{\sigma_{j+1 / 2}^{a}} \delta^{0}\left(a c T_{j+1 / 2}^{n}\right) \boldsymbol{X}_{j+1 / 2}^{n+1}\right)
\end{aligned}
$$

Hence, (4.7) becomes

$$
\mathbf{S}^{n+1}=-\left(\sum_{j} \frac{\Psi_{j+1 / 2}^{n}}{\sigma_{j+1 / 2}^{a}} \delta^{0}\left(a c T_{j+1 / 2}^{n}\right) \boldsymbol{X}_{j+1 / 2}^{n+1}\right)\left(\boldsymbol{b}^{\top} \mathbf{V}^{n+1}\right)
$$

and since $\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right)$ and $\boldsymbol{b}$ lie in the range of the updated spatial and angular basis, scalar multiplication with $\boldsymbol{X}_{i+1 / 2}^{n+1, \top}$ and $\mathbf{V}^{n+1, \top}$ from the left and right implies

$$
\begin{equation*}
\boldsymbol{g}_{i+1 / 2}^{n+1}=-\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \tag{4.8}
\end{equation*}
$$

The rest of the proof follows along the lines of Theorem 1.

### 4.1.2 Energy stability

Next, we investigate the stability of the fixed-rank modal macro-micro BUG scheme in energy norm for the linearized problem (3.3). For the following decomposition of the micro variable

$$
\mathbf{g}^{n}=\left[\begin{array}{c}
\boldsymbol{g}_{1 / 2}^{n} \\
\vdots \\
\boldsymbol{g}_{N_{x}+1 / 2}^{n}
\end{array}\right]=\mathbf{X}^{n} \mathbf{S}^{n} \mathbf{V}^{n, \top}
$$

the norm is defined as

$$
\left\|\mathbf{g}^{n}\right\|^{2}=\left\|\mathbf{X}^{n} \mathbf{S}^{n} \mathbf{V}^{n, \top}\right\|_{F}^{2} \Delta x
$$

Additionally, we state the following property that we use in the proof of energy stability:
Property 1. For any $\left\{c_{i}\right\}_{i=1, \ldots, N_{x}} \in \mathbb{R}$ and $\left\{d_{i}\right\}_{i=1, \ldots, N_{x}} \in \mathbb{R}$ we have

$$
\sum_{i} c_{i} d_{i}=\frac{1}{2} \sum_{i} c_{i}^{2}+\frac{1}{2} \sum_{i} d_{i}^{2}-\frac{1}{2} \sum_{i}\left(c_{i}-d_{i}\right)^{2}
$$

Theorem 4. Assume that the time step $\Delta t$ fulfills the CFL condition (3.4) from Theorem 2. Then, the fixed-rank modal macro-micro BUG scheme given by eqs. (4.2) to (4.6) is energy stable for the linearised problem (3.3), that is,

$$
e^{n+1} \leq e^{n}
$$

where the energy is defined as

$$
e^{n}=\left\|a T^{n}+\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{X}^{n} \mathbf{S}^{n} \mathbf{V}^{n, \top}\right\|^{2}+\left\|\sqrt{\frac{a c_{\nu}}{2}} T^{n}\right\|^{2}
$$

Proof. Since the proof of the theorem follows along the lines of Theorem 2, to shorten the presentation, we only present the parts of the proof that differ from Theorem 2. That is, we show that the inequalities (A.6) and (A.5) hold for the low-rank scheme. We begin by rewriting the S-step (4.4) of the fixed-rank modal macro-micro BUG scheme as

$$
\begin{aligned}
& \frac{\varepsilon^{2}}{c \Delta t} \mathbf{S}^{n+1}=\frac{\varepsilon^{2}}{c \Delta t} \widetilde{\mathbf{S}}^{n}-\varepsilon \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n}-\sum_{j} \boldsymbol{X}_{j+1 / 2}^{n+1} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \mathbf{V}^{n+1} \\
&-\sum_{j} \sigma_{j+1 / 2}^{a} \boldsymbol{X}_{j+1 / 2}^{n+1} \boldsymbol{X}_{j+1 / 2}^{n+1, \top} \mathbf{S}^{n+1}
\end{aligned}
$$

and multiply $\boldsymbol{X}_{i+1 / 2}^{n+1, \top}$ and $\mathbf{V}^{n+1, \top}$ from the left and the right, respectively. If we define $\widetilde{\boldsymbol{g}}_{i+1 / 2}^{n}=$ $\boldsymbol{X}_{i+1 / 2}^{n+1, \top} \widetilde{\mathbf{S}}^{n} \mathbf{V}^{n+1, \top}$ and $\boldsymbol{g}_{i+1 / 2}^{n+1}=\boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathbf{S}^{n+1} \mathbf{V}^{n+1, \top}$, we obtain

$$
\begin{align*}
\frac{\varepsilon^{2}}{c \Delta t} \boldsymbol{g}_{i+1 / 2}^{n+1}= & \frac{\varepsilon^{2}}{c \Delta t} \widetilde{\boldsymbol{g}}_{i+1 / 2}^{n}-\varepsilon \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n} \mathbf{V}^{n+1, \top} \\
& -\sum_{j} \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \boldsymbol{X}_{j+1 / 2}^{n+1} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \mathbf{V}^{n+1} \mathbf{V}^{n+1, \top}  \tag{4.9}\\
& -\sum_{j} \sigma_{j+1 / 2}^{a} \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \boldsymbol{X}_{j+1 / 2}^{n+1} \boldsymbol{g}_{j+1 / 2}^{n+1} \mathbf{V}^{n+1} \mathbf{V}^{n+1, \top}
\end{align*}
$$

Defining the projection matrix onto the spatial basis as $\mathbf{P}^{X} \in \mathbb{R}^{N x \times N_{x}}$ with entries

$$
P_{i j}^{X}=\boldsymbol{X}_{i+1 / 2}^{n+1, \top} \boldsymbol{X}_{j+1 / 2}^{n+1}=\sum_{q} X_{i+1 / 2, q}^{n+1} X_{j+1 / 2, q}^{n+1}
$$

and the projection matrix onto the angular basis as $\mathbf{P}^{V}=\mathbf{V}^{n+1} \mathbf{V}^{n+1, \top} \in \mathbb{R}^{N \times N}$, (4.9) reads

$$
\begin{aligned}
\frac{\varepsilon^{2}}{c \Delta t} \boldsymbol{g}_{i+1 / 2}^{n+1}= & \frac{\varepsilon^{2}}{c \Delta t} \widetilde{\boldsymbol{g}}_{i+1 / 2}^{n}-\varepsilon \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n} \mathbf{V}^{n+1, \top} \\
& -\sum_{j} P_{i j}^{X} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \mathbf{P}^{V}-\sum_{j} \sigma_{j+1 / 2}^{a} P_{i j}^{X} \boldsymbol{g}_{j+1 / 2}^{n+1} \mathbf{P}^{V}
\end{aligned}
$$

Thus, if $1 \leq k \leq N$, the evolution equation for the $k^{\text {th }}$ moment, $g_{i+1 / 2, k}^{n+1}$, is given by

$$
\begin{align*}
\frac{\varepsilon^{2}}{c \Delta t} g_{i+1 / 2, k}^{n+1}= & \frac{\varepsilon^{2}}{c \Delta t} \widetilde{g}_{i+1 / 2, k}^{n}-\varepsilon \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n} \mathbf{V}^{n+1, \top} \boldsymbol{e}_{k} \\
& -\sum_{j} P_{i j}^{X} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \mathbf{P}^{V} \boldsymbol{e}_{k}-\sum_{j} \sigma_{j+1 / 2}^{a} P_{i j}^{X} \boldsymbol{g}_{j+1 / 2}^{n+1} \mathbf{P}^{V} \boldsymbol{e}_{k}, \tag{4.10}
\end{align*}
$$

where $\boldsymbol{e}_{k}=\left(\delta_{i k}\right)_{i=1, \ldots, N}$. First, we consider the second term on the right-hand side of (4.10) and split it into two sub-equations

$$
\begin{aligned}
\boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n} \mathbf{V}^{n+1, \top} \boldsymbol{e}_{k}= & \boldsymbol{X}_{i+1 / 2}^{n+1, \top}\left[\sum_{j} \boldsymbol{X}_{j+1 / 2}^{n+1} \mathcal{D}^{-} \boldsymbol{X}_{j+1 / 2}^{n+1, \top} \widetilde{\mathbf{S}}^{n} \mathbf{V}^{n+1, \top} \mathbf{A}^{+} \mathbf{V}^{n+1}\right. \\
& \left.+\sum_{j} \boldsymbol{X}_{j+1 / 2}^{n+1} \mathcal{D}^{+} \boldsymbol{X}_{j+1 / 2}^{n+1, \top} \widetilde{\mathbf{S}}^{n} \mathbf{V}^{n+1, \top} \mathbf{A}^{-} \mathbf{V}^{n+1}\right] \mathbf{V}^{n+1, \top} \boldsymbol{e}_{k} \\
= & \sum_{j, \ell, q} P_{i j}^{X} \mathcal{D}^{-} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{+} P_{q k}^{V}+\sum_{j, \ell, q} P_{i j}^{X} \mathcal{D}^{+} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{-} P_{q k}^{V}
\end{aligned}
$$

Similarly, expanding the third and the fourth term on the right-hand side of (4.10) we get

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c \Delta t} g_{i+1 / 2, k}^{n+1}=\frac{\varepsilon^{2}}{c \Delta t} \widetilde{g}_{i+1 / 2, k}^{n}-\varepsilon \sum_{j, \ell, q} P_{i j}^{X} \mathcal{D}^{-} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{+} P_{q k}^{V}-\varepsilon \sum_{j, \ell, q} P_{i j}^{X} \mathcal{D}^{+} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{-} P_{q k}^{V}  \tag{4.11}\\
-\sum_{j, q} P_{i j}^{X} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) b_{q} P_{q k}^{V}-\sum_{j, q} P_{i j}^{X} \sigma_{j+1 / 2}^{a} g_{j+1 / 2, q}^{n+1} P_{q k}^{V}
\end{gather*}
$$

Multiplying (4.11) by $g_{i+1 / 2, k}^{n+1} \Delta x$ and summing over $i, k$ we get

$$
\begin{align*}
\frac{\varepsilon^{2}}{c \Delta t} \sum_{i, k}\left(g_{i+1 / 2, k}^{n+1}\right)^{2} \Delta x=\frac{\varepsilon^{2}}{c \Delta t} & \sum_{i, k} \widetilde{g}_{i+1 / 2, k}^{n} g_{i+1 / 2, k}^{n+1} \Delta x-\varepsilon \sum_{j, \ell, q} \mathcal{D}^{-} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{+} \sum_{i, k} P_{q k}^{V} P_{i j}^{X} g_{i+1 / 2, k}^{n+1} \Delta x \\
& -\varepsilon \sum_{j, \ell, q} \mathcal{D}^{+} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{-} \sum_{i, k} P_{q k}^{V} P_{i j}^{X} g_{i+1 / 2, k}^{n+1} \Delta x \\
& -\sum_{j, q} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) b_{q} \sum_{i, k} P_{q k}^{V} P_{i j}^{X} g_{i+1 / 2, k}^{n+1} \Delta x \\
& -\sum_{j, q} \sigma_{j+1 / 2}^{a} g_{j+1 / 2, q}^{n+1} \sum_{i, k} P_{q k}^{V} P_{i j}^{X} g_{i+1 / 2, k}^{n+1} \Delta x \tag{4.12}
\end{align*}
$$

Using

$$
\begin{equation*}
\sum_{i} P_{i j}^{X} g_{i+1 / 2, k}^{n+1}=g_{j+1 / 2, k}^{n+1}, \quad \sum_{k} P_{q k}^{V} g_{j+1 / 2, k}^{n+1}=g_{j+1 / 2, q}^{n+1} \tag{4.13}
\end{equation*}
$$

and Property 1, (4.12) reduces to

$$
\begin{aligned}
\frac{\varepsilon^{2}}{2 c \Delta t}\left(\left\|\mathbf{g}^{n+1}\right\|^{2}-\left\|\widetilde{\mathbf{g}}^{n}\right\|^{2}+\left\|\mathbf{g}^{n+1}-\widetilde{\mathbf{g}}^{n}\right\|^{2}\right)= & -\varepsilon \sum_{j, \ell, q} \mathcal{D}^{-} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{+} g_{j+1 / 2, q}^{n+1} \Delta x \\
& -\varepsilon \sum_{j, \ell, q} \mathcal{D}^{+} \widetilde{g}_{j+1 / 2, \ell}^{n} A_{\ell q}^{-} g_{j+1 / 2, q}^{n+1} \Delta x \\
& -\sum_{j, q} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) b_{q} g_{j+1 / 2, q}^{n+1} \Delta x \\
& -\sum_{j, q} \sigma_{j+1 / 2}^{a} \widetilde{g}_{j+1 / 2, q}^{n+1} g_{j+1 / 2, q}^{n+1} \Delta x
\end{aligned}
$$

Collecting into a vector, we get

$$
\begin{aligned}
\frac{\varepsilon^{2}}{2 c \Delta t}\left(\left\|\mathbf{g}^{n+1}\right\|^{2}-\left\|\widetilde{\mathbf{g}}^{n}\right\|^{2}+\left\|\mathbf{g}^{n+1}-\widetilde{\mathbf{g}}^{n}\right\|^{2}\right)= & -\varepsilon \sum_{j}\left(\mathcal{L}^{\top} \widetilde{\boldsymbol{g}}_{j+1 / 2}^{n}\right) \boldsymbol{g}_{j+1 / 2}^{n+1, \top} \Delta x \\
& -\sum_{j} \boldsymbol{b}^{\top} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) \boldsymbol{g}_{j+1 / 2}^{n+1, \top} \Delta x \\
& -\sum_{j} \sigma_{j+1 / 2}^{a} \boldsymbol{g}_{j+1 / 2}^{n+1} \boldsymbol{g}_{j+1 / 2}^{n+1, \top} \Delta x .
\end{aligned}
$$

The above equation is equivalent to (A.6). Similarly, substituting the temperature update (4.6) in (4.5) we get

$$
\begin{equation*}
\left(\frac{a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}-a T_{i}^{n}-\frac{\varepsilon^{2}}{c} h_{i}^{n+1}}{\Delta t}\right)+\frac{\gamma_{1}}{2} \mathcal{D}^{0} \boldsymbol{X}_{i}^{n+1, \top} \mathbf{S}^{n+1} \mathbf{V}^{n+1, \top} \boldsymbol{e}_{1}=-\sigma_{i}^{a} h_{i}^{n+1} \tag{4.14}
\end{equation*}
$$

Multiplying (4.14) by $a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}$, summing over $i$ and using Property 1 yields

$$
\begin{gather*}
\frac{1}{2 \Delta t}\left(\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|-\left\|a T^{n}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|+\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}-a T^{n}-\frac{\varepsilon^{2}}{c} h^{n+1}\right\|\right) \\
+\frac{\gamma_{1}}{2} \sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \mathcal{D}^{0} g_{i, 1}^{n+1}=-\sum_{i} \sigma_{i}^{a}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) h_{i}^{n+1} \tag{4.15}
\end{gather*}
$$

which is the same as (A.5). The rest of the proof follows along the lines of Theorem 2 (see Appendix A).

### 4.1.3 Local mass conservation

Theorem 5. The fixed-rank modal macro-micro BUG scheme is locally conservative. I.e., if the scalar flux at time $t_{n}$ is denoted by $\Phi_{i}^{n}=a c T_{i}^{n}+\varepsilon^{2} h_{i}^{n}$, where $n \in\{0,1\}$ and $g_{i+1 / 2, k}^{n+1}=$ $\sum_{\ell, m} X_{i+1 / 2, \ell}^{n+1} S_{\ell m}^{n+1} V_{k m}^{n+1}$ the scheme fulfills the discrete conservation law

$$
\begin{gather*}
\frac{\Phi_{i}^{n+1}-\Phi_{i}^{n}}{\Delta t}+c \frac{\gamma_{1}}{2} \mathcal{D}^{0} g_{1, i}^{n+1}=-c \sigma_{i}^{a} h_{i}^{n+1}  \tag{4.16a}\\
\frac{c_{\nu}}{2}\left(\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}\right)=\sigma_{i}^{a} h_{i}^{n+1} \tag{4.16b}
\end{gather*}
$$

Proof. Since, for zero or periodic boundary conditions, $\sum_{i} c \frac{\gamma_{1}}{2} \mathcal{D}^{0} g_{1, i}^{n+1}=0$, this means that the total mass $\sum_{i}\left(\frac{1}{c} \Phi_{i}^{n}+\frac{c_{\nu}}{2} T_{i}^{n}\right)$ is conserved over all time steps $n$. This result is a direct consequence of the macro-micro strategy as shown in [23] and follows from multiplying (4.6) with $a c$ and adding (4.5) for the linearized problem.

### 4.2 Asymptotic-preserving modification to augmented BUG integrator

We see from Theorem 3 that the updated spatial and angular basis span $\frac{\Psi_{i+1 / 2}^{n}}{\sigma_{i+1 / 2}^{a}} \delta^{0}\left(a c T_{i+1 / 2}^{n}\right)$ and $\boldsymbol{b}$, respectively. Unlike the fixed-rank BUG integrator [9], naively using the augmented BUG integrator [10] does not guarantee that this property is fulfilled since the truncation step may prune away essential basis vectors. Thus, we propose the following modification to the augmented BUG integrator, based on its basis-augmentation step and conservative truncation [22], to obtain an asymptotic-preserving scheme. To ease the presentation of the integrator, we consider the spatially and angularly discretized problem from Section 4.1 so that $\mathbf{g} \in \mathbb{R}^{N_{x} \times N}$. Thus, the low-rank ansatz takes the form

$$
\mathbf{g}(t)=\mathbf{X}(t) \mathbf{S}(t) \mathbf{V}(t)^{\top}
$$

Then, one step of the modal macro-micro BUG scheme updates $\mathbf{X}^{n}, \mathbf{V}^{n}, \mathbf{S}^{n}, h^{n}, T^{n}$ from time $t_{n}$ to $t_{n+1}$ by the following steps

1. Spatial and angular basis update

K-step: Update $\mathbf{K}\left(t_{n+1}\right) \in \mathbb{R}^{N_{x} \times r}$ according to the K-step (4.2) of the fixed-rank modal macro-micro BUG scheme. Then compute $\widehat{\mathbf{X}}^{n+1}$ as an orthonormal basis of $\left[\left(\boldsymbol{\sigma}^{\boldsymbol{a}}\right)^{-1} \Psi^{n} \boldsymbol{\delta}^{\mathbf{0}}\left(a c \mathbf{T}^{n}\right) \quad \mathbf{K}\left(t_{n+1}\right) \quad \mathbf{X}^{n}\right]$ and store $\widehat{\mathbf{M}}=\widehat{\mathbf{X}}^{n+1, \top} \mathbf{X}^{n} \in \mathbb{R}^{(2 r+1) \times r}$.
L-step: Update $\mathbf{L}\left(t_{n+1}\right) \in \mathbb{R}^{N \times r}$ according to the L-step (4.3) of the fixed-rank modal macromicro BUG scheme. Then compute $\widehat{\mathbf{V}}^{n+1}$ as an orthonormal basis of $\left[\begin{array}{lll}\boldsymbol{b} & \mathbf{L}\left(t_{n+1}\right) & \mathbf{V}^{n}\end{array}\right]$ and store $\widehat{\mathbf{N}}=\widehat{\mathbf{V}}^{n+1, \top} \mathbf{V}^{n} \in \mathbb{R}^{(2 r+1) \times r}$.
2. Perform a Galerkin update of the coefficient matrix $\widehat{\mathbf{S}}^{n+1}$ similar to (2) with the initial condition $\widetilde{\mathbf{S}}^{n}=\widehat{\mathbf{M}}^{\top} \mathbf{S}^{n} \widehat{\mathbf{N}}^{\top}$ and the right-hand side as described in (4.4) of the fixed-rank modal macro-micro BUG scheme.
3. Asymptotic-preserving splitting of the basis matrices and truncation

Set $\widehat{\mathbf{K}}=\widehat{\mathbf{X}}^{n+1} \widehat{\mathbf{S}}^{n+1}$ and split $\widehat{\mathbf{K}}=\left[\widehat{\mathbf{K}}^{\text {ap }} \widehat{\mathbf{K}}^{\text {rem }}\right]$ into basis vectors, where
$\widehat{\mathbf{K}}^{\mathrm{ap}}=\left[\left(\boldsymbol{\sigma}^{\boldsymbol{a}}\right)^{-1} \Psi^{n} \boldsymbol{\delta}^{\mathbf{0}}\left(a c \mathbf{T}^{n}\right)\right] \in \mathbb{R}^{N_{x} \times 1}$ and the remaining basis vectors into $\widehat{\mathbf{K}}^{\text {rem }} \in \mathbb{R}^{N_{x} \times 2 r}$. Similarly, split the angular basis $\widehat{\mathbf{V}}=\left[\begin{array}{ll}\widehat{\mathbf{V}}^{\text {ap }} & \widehat{\mathbf{V}}^{\text {rem }}\end{array}\right]$, where $\widehat{\mathbf{V}}^{\text {ap }}=[\boldsymbol{b}] \in \mathbb{R}^{N \times 1}$ and $\widehat{\mathbf{V}}^{\text {rem }} \in$ $\mathbb{R}^{N \times 2 r}$ 。

Next compute the QR decomposition of $\widehat{\mathbf{K}}^{\text {rem }}$

$$
\widehat{\mathbf{K}}^{\mathrm{rem}}=\widehat{\mathbf{X}}^{\mathrm{rem}} \widehat{\mathbf{S}}^{\mathrm{rem}}
$$

and for truncating the rank compute the SVD of $\widehat{\mathbf{S}}^{\text {rem }}$ as

$$
\begin{equation*}
\widehat{\mathbf{S}}^{\mathrm{rem}}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{W}^{\top} . \tag{4.17}
\end{equation*}
$$

We truncate the remaining basis vectors to $1 \leq r^{*} \leq 2 r$ such that if $\hat{\sigma}_{i}, i=1, \ldots, 2 r$, are the singular values of $\widehat{\mathbf{S}}^{\mathrm{rem}}$ then for some user defined tolerance $\vartheta$ the following is satisfied:

$$
\left(\sum_{i=r^{*}+1}^{2 r} \hat{\sigma}_{i}\right)^{1 / 2} \leq \vartheta
$$

The new rank is set as $r_{1}=r^{*}+1$. Then let $\widehat{\mathbf{U}} \in \mathbb{R}^{2 r \times r^{*}}$ and $\widehat{\mathbf{W}} \in \mathbb{R}^{2 r \times r^{*}}$ be the matrices containing the first $r^{*}$ columns of $\mathbf{U}$ and $\mathbf{W}$, respectively. Similarly, let $\widehat{\boldsymbol{\Sigma}}$ be the first $r^{*} \times r^{*}$ block of $\boldsymbol{\Sigma}$; then we set

$$
\mathbf{X}^{\mathrm{rem}}=\widehat{\mathbf{X}}^{\mathrm{rem}} \widehat{\mathbf{U}}, \quad \mathbf{S}^{\mathrm{rem}}=\widehat{\boldsymbol{\Sigma}}, \quad \mathbf{W}^{n+1}=\widehat{\mathbf{V}}^{\mathrm{rem}} \widehat{\mathbf{W}}
$$

Then we get the updated angular basis $\mathbf{V}^{n+1} \in \mathbb{R}^{N \times r_{1}}$ by adding columns, i.e.

$$
\mathbf{V}^{n+1}=\left[\begin{array}{ll}
\widehat{\mathbf{V}}^{\mathrm{ap}} & \mathbf{W}^{n+1}
\end{array}\right]
$$

For the updated spatial basis, we first compute the QR decomposition of $\widehat{\mathbf{K}}^{\text {ap }}$ as

$$
\widehat{\mathbf{K}}^{\mathrm{ap}}=\mathbf{X}^{\mathrm{ap}} \mathbf{S}^{\mathrm{ap}}
$$

Then set $\widehat{\mathbf{X}}=\left[\begin{array}{ll}\mathbf{X}^{\text {ap }} & \mathbf{X}^{\text {rem }}\end{array}\right]$ and subsequently perform a QR decomposition to obtain the updated spatial basis matrix $\mathbf{X}^{n+1} \in \mathbb{R}^{N_{x} \times r_{1}}$,

$$
\begin{equation*}
\mathbf{X}^{n+1} \mathbf{R}_{2}=\widehat{\mathbf{X}} \tag{4.18}
\end{equation*}
$$

Finally we set the updated coefficient matrix $\mathbf{S}^{n+1} \in \mathbb{R}^{r_{1} \times r_{1}}$ to be

$$
\mathbf{S}^{n+1}=\mathbf{R}_{2}\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0}  \tag{4.19}\\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right]
$$

and the approximation at the next time step is set as $\mathbf{g}^{n+1}=\mathbf{X}^{n+1} \mathbf{S}^{n+1} \mathbf{V}^{n+1, \top}$.
4. Update $T, h$ :

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c}\left(\frac{h_{i}^{n+1}-h_{i}^{n}}{\Delta t}\right)+a \kappa \sigma_{i}^{a} \Psi_{i}^{n} h_{i}^{n+1}+\frac{\gamma_{1}}{2} \mathcal{D}^{0} \boldsymbol{X}_{i+1 / 2}^{n+1, \top} \mathbf{S}^{n+1} \mathbf{V}^{n+1, \top} \boldsymbol{e}_{1}=-\sigma_{i}^{a} h_{i}^{n+1}  \tag{4.20}\\
\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=\kappa \sigma_{i}^{a} h_{i}^{n+1} \tag{4.21}
\end{gather*}
$$

Lemma 1. For the proposed modal macro-micro BUG scheme, we have

$$
\boldsymbol{R}_{2}^{-\top}\left[\begin{array}{cc}
\left(\boldsymbol{S}^{a p}\right)^{-\top} & \boldsymbol{0} \\
\boldsymbol{0} & \widehat{\boldsymbol{U}}^{\top}\left(\widehat{\boldsymbol{S}}^{r e m}\right)^{-\top}
\end{array}\right] \widehat{\boldsymbol{S}}^{n+1, \top} \widehat{\boldsymbol{S}}^{n+1}\left[\begin{array}{cc}
\boldsymbol{I}_{m} & \boldsymbol{0} \\
\boldsymbol{0} & \widehat{\boldsymbol{W}}
\end{array}\right]=\boldsymbol{S}^{n+1}
$$

where the matrices are as defined above and $\boldsymbol{I}_{m}$ is the $m \times m$ identity matrix.

Proof. See Appendix B.
Theorem 6. The proposed modal macro-micro BUG scheme is asymptotic-preserving in the sense of Theorem 3.

Proof. From the K- and L-step of the modal macro-micro BUG scheme we get $\left(\boldsymbol{\sigma}^{\boldsymbol{a}}\right)^{-1} \Psi^{n} \boldsymbol{\delta}^{\mathbf{0}}\left(a c \mathbf{T}^{n}\right) \in$ Range $\left(\widehat{\mathbf{X}}^{n+1}\right)$ and $\boldsymbol{b} \in \operatorname{Range}\left(\widehat{\mathbf{V}}^{n+1}\right)$. Thus, along the lines of Theorem 3 for $\varepsilon \rightarrow 0$ we get from the $S$-step of the modal macro-micro BUG scheme

$$
\begin{equation*}
-\left(\widehat{\mathbf{X}}^{n+1, \top}\left(\boldsymbol{\sigma}^{\boldsymbol{a}}\right)^{-1} \Psi^{n} \boldsymbol{\delta}^{\mathbf{0}}\left(a c \mathbf{T}^{n}\right)\right)\left(\boldsymbol{b}^{\top} \widehat{\mathbf{V}}^{n+1}\right)=\widehat{\mathbf{S}}^{n+1} \tag{4.22}
\end{equation*}
$$

Now, to show that the proposed scheme is asymptotic-preserving, we need to show two things; first, that $\left(\boldsymbol{\sigma}^{\boldsymbol{a}}\right)^{-1} \Psi^{n} \boldsymbol{\delta}^{0}\left(a c \mathbf{T}^{n}\right) \in \operatorname{Range}\left(\mathbf{X}^{n+1}\right)$ and $\boldsymbol{b} \in \operatorname{Range}\left(\mathbf{V}^{n+1}\right)$. Second, we need to show that the above relation (4.22) also holds for the truncated factor matrices $\mathbf{X}^{n+1}, \mathbf{V}^{n+1}$ and $\mathbf{S}^{n+1}$. The first property follows directly from the construction of the scheme. For the latter, we can represent $\mathbf{X}^{n+1}$ as

$$
\begin{aligned}
\mathbf{X}^{n+1} & =\left[\begin{array}{ll}
\mathbf{X}^{\mathrm{ap}} & \mathbf{X}^{\mathrm{rem}}
\end{array}\right] \mathbf{R}_{2}^{-1} \\
& =\left[\begin{array}{lll}
\widehat{\mathbf{K}}^{\mathrm{ap}}\left(\mathbf{S}^{\mathrm{ap}}\right)^{-1} & \widehat{\mathbf{X}}^{\mathrm{rem}} \widehat{\mathbf{U}}
\end{array}\right] \mathbf{R}_{2}^{-1} \\
& =\left[\begin{array}{lll}
\widehat{\mathbf{K}}^{\mathrm{ap}}\left(\mathbf{S}^{\mathrm{ap}}\right)^{-1} & \widehat{\mathbf{K}}^{\mathrm{rem}}\left(\widehat{\mathbf{S}}^{\mathrm{rem}}\right)^{-1} \widehat{\mathbf{U}}
\end{array}\right] \mathbf{R}_{2}^{-1} \\
& =\left[\begin{array}{ll}
\widehat{\mathbf{K}}^{\mathrm{ap}} & \widehat{\mathbf{K}}^{\mathrm{rem}}
\end{array}\right]\left[\begin{array}{cc}
\left(\mathbf{S}^{\mathrm{ap}}\right)^{-1} & \mathbf{0} \\
\mathbf{0} & \left(\widehat{\mathbf{S}}^{\mathrm{rem}}\right)^{-1} \widehat{\mathbf{U}}
\end{array}\right] \mathbf{R}_{2}^{-1} \\
& =\widehat{\mathbf{X}}^{n+1} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\left(\mathbf{S}^{\mathrm{ap}}\right)^{-1} & \mathbf{0} \\
\mathbf{0} & \left(\widehat{\mathbf{S}}^{\mathrm{rem}}\right)^{-1} \widehat{\mathbf{U}}
\end{array}\right] \mathbf{R}_{2}^{-1} .
\end{aligned}
$$

Thus we get

$$
\mathbf{X}^{n+1, \top}=\mathbf{R}_{2}^{-\top}\left[\begin{array}{cc}
\left(\mathbf{S}^{\mathrm{ap}}\right)^{-\top} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{U}}^{\top}\left(\widehat{\mathbf{S}}^{\mathrm{rem}}\right)^{-\top}
\end{array}\right] \widehat{\mathbf{S}}^{n+1, \top} \widehat{\mathbf{X}}^{n+1, \top}
$$

and similarly, we get the following relation for the updated angular basis

$$
\begin{aligned}
\mathbf{V}^{n+1} & =\left[\begin{array}{ll}
\widehat{\mathbf{V}}^{\mathrm{ap}} & \mathbf{W}^{n+1}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\widehat{\mathbf{V}}^{\mathrm{ap}} & \widehat{\mathbf{V}}^{\mathrm{rem}}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] .
\end{aligned}
$$

This yields the relation

$$
\mathbf{V}^{n+1}=\widehat{\mathbf{V}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right]
$$

where $\mathbf{I}_{m}$ is the $m \times m$ identity matrix. Now we multiply (4.22) by $\mathbf{R}_{2}^{-\top}\left[\begin{array}{cc}\left(\mathbf{S}^{\text {ap }}\right)^{-\top} & \begin{array}{c}\mathbf{0} \\ \mathbf{0}\end{array} \widehat{\mathbf{U}}^{\top}\left(\widehat{\mathbf{S}}^{\text {rem }}\right)^{-\top}\end{array}\right] \widehat{\mathbf{S}}^{n+1, \top}$ from the left and by $\left[\begin{array}{cc}\mathbf{I}_{m} & \mathbf{0} \\ \mathbf{0} & \widehat{\mathbf{W}}\end{array}\right]$ from the right and using Lemma 1 for the right-hand side gives

$$
-\left(\mathbf{X}^{n+1, \top}\left(\boldsymbol{\sigma}^{\boldsymbol{a}}\right)^{-1} \Psi^{n} \boldsymbol{\delta}^{\mathbf{0}}\left(a c \mathbf{T}^{n}\right)\right)\left(\boldsymbol{b}^{\top} \mathbf{V}^{n+1}\right)=\mathbf{S}^{n+1}
$$

Thus by multiplying by $\mathbf{X}^{n+1}$ and $\mathbf{V}^{n+1}$ from the left and the right and using the fact that $\left(\boldsymbol{\sigma}^{\boldsymbol{a}}\right)^{-1} \Psi^{n} \boldsymbol{\delta}^{\mathbf{0}}\left(a c \mathbf{T}^{n}\right) \in \operatorname{Range}\left(\mathbf{X}^{n+1}\right)$ and $\boldsymbol{b} \in \operatorname{Range}\left(\mathbf{V}^{n+1}\right)$ we can show that the proposed scheme is asymptotic-preserving by following the steps from Theorem 3.

### 4.2.1 Energy stability

Theorem 7. Assume that the CFL condition (3.4) from Theorem 2 holds. Then the modal macromicro BUG scheme is energy stable for the linearized problem (3.3), where the energy is the same as defined in Theorem 4.

Proof. Similar to Theorem 4 we start by considering the $S$-step of the modal macro-micro BUG scheme where,

$$
\begin{gather*}
\frac{\varepsilon^{2}}{c \Delta t} \widehat{\mathbf{S}}^{n+1}=\frac{\varepsilon^{2}}{c \Delta t} \widetilde{\mathbf{S}}^{n}-\varepsilon \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n}-\sum_{j} \widehat{\boldsymbol{X}}_{j+1 / 2}^{n+1} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \widehat{\mathbf{V}}^{n+1}  \tag{4.23}\\
-\sum_{j} \sigma_{j+1 / 2}^{a} \widehat{\boldsymbol{X}}_{j+1 / 2}^{n+1} \widehat{\boldsymbol{X}}_{j+1 / 2}^{n+1, \top} \widehat{\mathbf{S}}^{n+1}
\end{gather*}
$$

We note that $\sum_{i} \widehat{\boldsymbol{X}}_{i+1 / 2}^{n+1, \top} \widetilde{\mathbf{S}}^{n} \widehat{\mathbf{V}}^{n+1, \top}=\sum_{i} \boldsymbol{X}_{i+1 / 2}^{n, \top} \mathbf{S}^{n} \mathbf{V}^{n, \top}$. Multiplying (4.23) by $\widehat{\boldsymbol{X}}_{i+1 / 2}^{n+1, \top}$ from the left and $\widehat{\mathbf{V}}^{n+1, \top}$ from the right, then summing over $i$ we get

$$
\begin{aligned}
\frac{\varepsilon^{2}}{c \Delta t} \sum_{i} \widehat{\boldsymbol{X}}_{i+1 / 2}^{n+1, \top} \widehat{\mathbf{S}}^{n+1} \widehat{\mathbf{V}}^{n+1, \top} \Delta x= & \frac{\varepsilon^{2}}{c \Delta t} \sum_{i} \boldsymbol{X}_{i+1 / 2}^{n, \top} \mathbf{S}^{n} \mathbf{V}^{n, \top} \Delta x-\varepsilon \sum_{i} \widehat{\boldsymbol{X}}_{i+1 / 2}^{n+1, \top} \mathcal{L}_{S} \widetilde{\mathbf{S}}^{n} \widehat{\mathbf{V}}^{n+1, \top} \Delta x \\
- & \sum_{i, j} \widehat{\boldsymbol{X}}_{i+1 / 2}^{n+1, \top} \widehat{\boldsymbol{X}}_{j+1 / 2}^{n+1} \delta^{0}\left(a c T_{j+1 / 2}^{n}+\varepsilon^{2} h_{j+1 / 2}^{n}\right) \boldsymbol{b}^{\top} \widehat{\mathbf{V}}^{n+1} \widehat{\mathbf{V}}^{n+1} \Delta x \\
& -\sum_{i, j} \sigma_{j+1 / 2}^{a} \widehat{\boldsymbol{X}}_{i+1 / 2}^{n+1, \top} \widehat{\boldsymbol{X}}_{j+1 / 2}^{n+1} \widehat{\boldsymbol{X}}_{j+1 / 2}^{n+1, \top} \widehat{\mathbf{S}}^{n+1} \widehat{\mathbf{V}}^{n+1} \Delta x .
\end{aligned}
$$

Since the truncation step of the integrator does not increase the norm of the solution

$$
\left\|\mathbf{X}^{n+1} \mathbf{S}^{n+1} \mathbf{V}^{n+1, \top}\right\|=\left\|\mathbf{S}^{n+1}\right\| \leq\left\|\widehat{\mathbf{S}}^{n+1}\right\|=\left\|\widehat{\mathbf{X}}^{n+1} \widehat{\mathbf{S}}^{n+1} \widehat{\mathbf{V}}^{n+1, \top}\right\|
$$

The rest of the proof follows along the lines of Theorem 4.

## 5 Numerical results

The following numerical results can be reproduced with the openly available source code [27].

### 5.1 Rectangular pulse test case

We consider gray thermal radiative transfer equations in slab geometry (2.1) on the spatial domain $D=[-10,10]$. The initial distribution of the temperature is given by the rectangular pulse

$$
T(t=0, x)=\frac{100}{\sigma^{a}(x)} \cdot \chi_{[-0.5,0.5]}(x)
$$

The particle density is initially at an equilibrium with the temperature and is given by

$$
f(t=0, x, \mu)=a c T(t=0, x)
$$

Subsequently, as time progresses, the particles move into all directions $\mu \in[-1,1]$ while undergoing isotropic absorption at the rate $\sigma^{a}(x)=0.5$. In this test case, we assume that no particles are present at the boundary during the entire simulation, and the temperature remains zero at the boundary as well. The initial and boundary conditions for $g$ and $h$ can be derived from those for temperature and particle density by using the relations (2.5). We assume that constants are scaled
to 1 , i.e., we set the radiation constant $a=1$, speed of light $c=1$, and the specific heat is $c_{\nu}=1$. The mass at time $t_{n}$ is defined as

$$
\begin{equation*}
m^{n}=\sum_{i}\left(a T_{i}^{n}+\frac{\varepsilon^{2}}{c} h_{i}^{n}+\frac{c_{\nu}}{2} T_{i}^{n}\right) \Delta x \tag{5.1}
\end{equation*}
$$

The spatial domain is divided into $N_{x}=501$ spatial cells, and we use $N=100$ Legendre polynomials to represent the angular variable. The moment solutions $\left(\mathrm{P}_{N}\right)$ are computed using the modal macro-micro scheme (3.3). For $\varepsilon=1$, we choose a rank of $r=5,15$ for the fixed-rank modal macro-micro BUG integrator (frBUG) and an initial rank of $r=1$ for the modal macro-micro BUG integrator (BUG). For rank truncation we set the tolerance parameter to $\vartheta=5 \cdot 10^{-2}\|\boldsymbol{\Sigma}\|_{2}$ and the end time is set to $t_{\text {end }}=1.5$. The step size is chosen according to (3.4)

$$
\Delta t=\min _{k}\left\{\frac{1}{5 c \beta_{N}}\left(\frac{2 \varepsilon \Delta x}{\left|\mu_{k}\right|}+\frac{\sigma_{0} \Delta x^{2}}{\mu_{k}^{2}}\right)\right\}
$$

where, for $N=100$ the step size is minimal for $\mu_{k}=-0.999719$ which gives the step size $\Delta t \approx 0.005$. We compare the low-rank approximations with the moment solutions $\mathrm{P}_{5}, \mathrm{P}_{15}$ and $\mathrm{P}_{100}$, and the results are given in Figure 2. The relative mass error of all the low-rank solutions as well as the $\mathrm{P}_{100}$ solution is given in Figure 1a. Note that the chosen step size for the $P_{5}$ and $P_{15}$ solutions differs from that of the rest of the solutions and is minimal for a different quadrature point, which we do not specify here. From the plots of temperature and scalar flux, we see that the solution of the fixed-rank modal macro-micro BUG integrator with $r=15\left(\mathrm{BUG}_{15}\right)$ and the modal macro-micro BUG integrator agree well with the full moment solution $\mathrm{P}_{100}$ and are different from the Rosseland diffusion limit. Additionally, the $\mathrm{BUG}_{5}$ approximation performs much better than the $\mathrm{P}_{5}$ solution. All the integrators dissipate energy over time, as we see from Figure 3.


Figure 1: Relative mass error for the rectangular pulse test case in the kinetic and diffusive regime.


Figure 2: Numerical results of the rectangular pulse test case in the kinetic regime, i.e., $\varepsilon=1$ at $t=1.5$. In the first row, we present the temperature profile at end-time for the moment and low-rank methods; in the second row, we have the corresponding scalar flux. In the last row, we have the energy of the system over time for all the methods and the rank evolution of the BUG integrator.

For $\varepsilon=10^{-5}$, we use a coarser spatial grid with $N_{x}=201$ cells. The rank used for the fixedrank modal macro-micro BUG integrator is $r=1$, and the modal macro-micro BUG integrator starts with the same initial rank $r=1$. The tolerance parameter and end time are the same as
in the kinetic regime. We see from Figures 1 and 3 that the solutions from the full modal macromicro integrator, fixed-rank modal macro-micro BUG integrator, and modal macro-micro BUG integrator agree well with the limiting Rosseland approximation. Additionally, all the methods dissipate energy over time.


Figure 3: Numerical results of the rectangular pulse test case in the diffusive regime, i.e. $\varepsilon=10^{-5}$ at $t=1.5$. Top left: Temperature profile, Top right: Scalar flux, Bottom left: Energy of the system over time for all the methods, Bottom right: Rank evolution of rankadaptive integrator over time.

### 5.2 Absorber test case

To study the behavior of the methods in an inhomogeneous medium, we place an absorber in the middle of the domain. That is, we set the absorption coefficient to

$$
\sigma^{a}(x)= \begin{cases}5, & \text { if }-0.25 \leq x \leq 0.25 \\ 0.5 & \text { else }\end{cases}
$$

The remaining parameters, along with the end time, are the same as in the rectangular pulse test case. The temperature and scalar flux, along with other parameters, are depicted in Figure 4 for $\varepsilon=1$ and in Figure 5 for $\varepsilon=10^{-5}$.


Figure 4: Numerical results of the absorber test case in the kinetic regime, i.e., $\varepsilon=1$ at $t=1.5$. In the first row, we present the temperature profile at end-time for the moment and low-rank methods; in the second row, we have the corresponding scalar flux. In the last row, we have the energy of the system over time for all the methods and the rank evolution of the BUG integrator.


Figure 5: Numerical results of the absorber test case in the diffusive regime, i.e., $\varepsilon=10^{-5}$ at $t=1.5$. Top left: Temperature profile, Top right: Scalar flux, Bottom left: Energy of the system over time for all the methods, Bottom right: Rank evolution of rank-adaptive integrator over time.

## 6 Conclusion

In this work, we propose a modal macro-micro BUG integrator for the radiative heat transfer equations. We show that this integrator is energy stable for the linearized problem under a CFL condition that captures the kinetic regime and diffusive regime of the thermal radiative transfer equations. Additionally, the full modal macro-micro scheme's stability and the fixed-rank macromicro BUG scheme have been investigated.
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## A Proof of Theorem 2

We start by stating some lemmas and properties used to prove stability in energy norm (Theorem 2) for the linearized modal macro-micro scheme (3.3).
Lemma 2 (Lemma 3.3 [19](Summation by parts)). For vectors $\phi_{i+1 / 2}, \boldsymbol{\zeta}_{i+1 / 2} \in \mathbb{R}^{N}$ where $i=$ $0, \ldots, N_{x}$, the equality

$$
\begin{equation*}
\sum_{i} \boldsymbol{\zeta}_{i+1 / 2}^{\top} \mathcal{D}^{ \pm} \boldsymbol{\phi}_{i+1 / 2}=-\sum_{i}\left(\mathcal{D}^{\mp} \boldsymbol{\zeta}_{i+1 / 2}\right)^{\top} \boldsymbol{\phi}_{i+1 / 2} \tag{A.1}
\end{equation*}
$$

holds for periodic or zero values at the boundary.
Lemma 3. Let $\boldsymbol{\phi}_{i+1 / 2} \in \mathbb{R}^{N+1}$, for $i=0, \ldots, N x$, then the following inequality holds

$$
\begin{equation*}
\sum_{i}\left(\mathcal{D}^{+} \boldsymbol{\phi}_{i+1 / 2}\right)^{2} \leq \frac{4}{\Delta x^{2}} \sum_{i}\left(\phi_{i+1 / 2}\right)^{2} \tag{A.2}
\end{equation*}
$$

Proof. Expanding the left-hand side using the definition of $\mathcal{D}^{+}$

$$
\begin{aligned}
\sum_{i}\left(\mathcal{D}^{+} \phi_{i+1 / 2}\right)^{2} & =\frac{1}{\Delta x^{2}} \sum_{i}\left(\phi_{i+3 / 2}-\phi_{i+1 / 2}\right)^{2} \\
& =\frac{2}{\Delta x^{2}} \sum_{i}\left(\phi_{i+1 / 2}\right)^{2}-\frac{2}{\Delta x^{2}} \sum_{i} \phi_{i+3 / 2}^{\top} \phi_{i+1 / 2}
\end{aligned}
$$

Using Young's inequality for the last term on the right-hand side in the above equation we get

$$
\begin{equation*}
\left|\frac{2}{\Delta x^{2}} \sum_{i} \boldsymbol{\phi}_{i+3 / 2}^{\top} \boldsymbol{\phi}_{i+1 / 2}\right| \leq \frac{1}{\Delta x^{2}} \sum_{i}\left(\phi_{i+1 / 2}\right)^{2}+\frac{1}{\Delta x^{2}} \sum_{i}\left(\phi_{i+3 / 2}\right)^{2} . \tag{A.3}
\end{equation*}
$$

A change in the index in the last term gives the desired result.

The constructed macro-micro system (3.3) with the stabilization matrix $|\mathbf{A}|$ is related to the full $\mathrm{P}_{N}$ system through the flux matrix $\mathbf{A}_{f}=\left(\left[P_{i-1} P_{j-1} \mu\right]_{\mu}\right)_{i, j=1}^{N+1}$ and Roe matrix $\left|\mathbf{A}_{f}\right|=\mathbf{T}_{f}|\mathbf{M}| \mathbf{T}_{f}^{\top}$, where $\mathbf{T}_{f}=\left(\sqrt{w_{k}} P_{i-1}\left(\mu_{k}\right)\right)_{i, j=1}^{N+1}$ such that $\mathbf{A}_{f}=\mathbf{T}_{f} \mathbf{M} \mathbf{T}_{f}^{\top}$. We additionally define

$$
\frac{1}{\gamma_{0}} \boldsymbol{b}=\mathbf{a}=\left(a_{0}, 0, \ldots, 0\right)^{\top} \in \mathbb{R}^{N}, \quad \mathbf{a}_{f}=\left(0, a_{0}, 0, \ldots, 0\right)^{\top} \in \mathbb{R}^{N+1}
$$

Lemma 4 (Lemma 3.4 [19] ( $\mathrm{P}_{N}$ preservation)). For a given vector $\boldsymbol{g} \in \mathbb{R}^{N}$ define its extension $\boldsymbol{v}:=\left(0, g_{1}, \ldots, g_{N}\right)^{\top} \in \mathbb{R}^{N+1}$ as well as $\hat{\boldsymbol{v}}_{i+1 / 2}:=\boldsymbol{T}_{f}^{\top} \boldsymbol{v}_{i+1 / 2} \in \mathbb{R}^{N+1}$. Then,

$$
\boldsymbol{g}^{\top} \boldsymbol{A}^{2} \boldsymbol{g}=\hat{\boldsymbol{v}}^{\top} \boldsymbol{M}^{2} \hat{\boldsymbol{v}}, \quad \boldsymbol{g}^{\top}|\boldsymbol{A}| \boldsymbol{g}=\hat{\boldsymbol{v}}^{\top}|\boldsymbol{M}| \hat{\boldsymbol{v}}, \quad \boldsymbol{g}^{\top} \boldsymbol{a} \boldsymbol{a}^{\top} \boldsymbol{g}=\hat{\boldsymbol{v}}^{\top} \boldsymbol{T}_{f}^{\top} \boldsymbol{a}_{f} \boldsymbol{a}_{f}^{\top} \boldsymbol{T}_{f} \hat{\boldsymbol{v}}
$$

Two main properties of the advection operator, $\mathcal{L}$, that are used in proving energy stability are
Lemma 5 (Lemma 3.5 [19] (Positivity)). For a given discrete function $\boldsymbol{g}_{i+1 / 2}^{n}$, the advection operator fulfills the properties

$$
\sum_{j} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n+1}=\sum_{i} \frac{\Delta x}{2} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top}|\boldsymbol{A}| \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \geq 0
$$

and

$$
\begin{aligned}
\sum_{j} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n}= & \sum_{i} \frac{\Delta x}{2} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top}|\boldsymbol{A}| \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \\
& +\sum_{i}\left(\boldsymbol{g}_{i+1 / 2}^{n}-\boldsymbol{g}_{i+1 / 2}^{n+1}\right)^{\top}\left(\boldsymbol{A}^{+} \mathcal{D}^{+}+\boldsymbol{A}^{-} \mathcal{D}^{-}\right) \boldsymbol{g}_{i+1 / 2}^{n+1}
\end{aligned}
$$

Lemma 6 (Lemma $3.6[19]$ (Boundedness)). For a given discrete function $\boldsymbol{g}_{i+1 / 2}^{n}$, the advection operator fulfills the property

$$
\sum_{i}\left[\left(\boldsymbol{A}^{+} \mathcal{D}^{+}+\boldsymbol{A}^{-} \mathcal{D}^{-}\right) \boldsymbol{g}_{i+1 / 2}^{n+1}\right]^{2} \leq 2 \beta_{N} \sum_{i} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \boldsymbol{A}^{2} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1}
$$

where $\beta_{N}=\max _{k} w_{k}(N+1)$ is bounded for all $N$.
With these lemma we now present the proof of theorem 2:
Proof. We start by plugging in the update equation of the macro variable, $T,(3.3 \mathrm{c})$ into the update equation of the mesoscopic variable, $h$, (3.3a). This gives

$$
\begin{gather*}
\frac{\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right)-\left(a T_{i}^{n}+\frac{\varepsilon^{2}}{c} h_{i}^{n}\right)}{\Delta t}+\frac{\gamma_{1}}{2} \mathcal{D}^{0} g_{1, i}^{n+1}=-\sigma_{i}^{a} h_{i}^{n+1}  \tag{A.4a}\\
\frac{1}{c}\left(\frac{\boldsymbol{g}_{i+1 / 2}^{n+1}-\boldsymbol{g}_{i+1 / 2}^{n}}{\Delta t}\right)+\frac{1}{\varepsilon} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n}=-\frac{\sigma_{i+1 / 2}^{a}}{\varepsilon^{2}} \boldsymbol{g}_{i+1 / 2}^{n+1}-\frac{1}{\varepsilon^{2}} \boldsymbol{b} \delta^{0}\left(a c T_{i+1 / 2}^{n}+\varepsilon^{2} h_{i+1 / 2}^{n}\right) \tag{A.4b}
\end{gather*}
$$

Next we multiply the update equation for the micro equation (A.4a) by $\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \Delta x$, and sum over $i$,

$$
\begin{aligned}
\frac{1}{\Delta t} \sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right)^{2} \Delta x-\frac{1}{\Delta t} \sum_{i}\left(a T_{i}^{n+1}\right. & \left.+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right)\left(a T_{i}^{n}+\frac{\varepsilon^{2}}{c} h_{i}^{n}\right) \Delta x \\
& +\frac{\gamma_{1}}{2} \sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \mathcal{D}^{0} g_{1, i}^{n+1} \Delta x
\end{aligned}=-\sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \sigma_{i}^{a} h_{i}^{n+1} \Delta x .
$$

Using the summation of products property 1 we get

$$
\begin{array}{r}
\frac{1}{2 \Delta t}\left(\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|^{2}-\left\|a T^{n}+\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}+\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}-a T^{n}-\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}\right)+  \tag{A.5}\\
\frac{\gamma_{1}}{2} \sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \mathcal{D}^{0} g_{1, i}^{n+1} \Delta x=-\sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \sigma_{i}^{a} h_{i}^{n+1} \Delta x
\end{array}
$$

Multiply (A.4b) by $\boldsymbol{g}_{i+1 / 2}^{n+1, \top} \Delta x$, and sum over $i$, and using the summation property 1

$$
\begin{array}{r}
\frac{1}{2 \Delta t}\left(\frac{1}{c}\left\|\mathbf{g}^{n+1}\right\|^{2}-\frac{1}{c}\left\|\mathbf{g}^{n}\right\|^{2}+\frac{1}{c}\left\|\mathbf{g}^{n+1}-\mathbf{g}^{n}\right\|^{2}\right)+\frac{1}{\varepsilon} \sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n} \Delta x  \tag{A.6}\\
\leq-\frac{\sigma_{0}}{\varepsilon^{2}}\left\|\mathbf{g}^{n+1}\right\|^{2}-\frac{\gamma_{1}}{\varepsilon^{2}} \sum_{i} g_{1, i+1 / 2}^{n+1} \delta^{0}\left(a c T_{i+1 / 2}^{n}+\varepsilon^{2} h_{i+1 / 2}^{n}\right) \Delta x
\end{array}
$$

where we use $\sigma_{0} \leq \sigma_{i+1 / 2}^{a}, \forall i$, and $\boldsymbol{g}_{i+1 / 2}^{n+1, \top} \boldsymbol{b}=\gamma_{1} g_{1, i+1 / 2}^{n+1}$.
Then (A.5) $+\frac{\varepsilon^{2}}{\gamma_{0}^{2} c} \times\left(\right.$ A. 6), where $\gamma_{0}^{2}=2$ is the normalization factor of the zeroth order Legendre polynomial, gives

$$
\begin{align*}
& \frac{1}{2 \Delta t}\left(\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}\right\|^{2}-\left\|a T^{n}+\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}-\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right. \\
& \left.\quad+\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}-a T^{n}-\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}-\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right) \\
& \quad+\frac{\gamma_{1}}{2} \sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \mathcal{D}^{0} g_{1, i}^{n+1} \Delta x+\frac{\varepsilon}{2 c} \sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1, T} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n} \Delta x \\
& \quad \leq-\sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \sigma_{i}^{a} h_{i}^{n+1} \Delta x-\frac{\sigma_{0}}{2 c}\left\|\mathbf{g}^{n+1}\right\|^{2}-\frac{\gamma_{1}}{\gamma_{0}^{2}} \sum_{i} g_{1, i+1 / 2}^{n+1} \delta^{0}\left(a T_{i+1 / 2}^{n}+\frac{\varepsilon^{2}}{c} h_{i+1 / 2}^{n}\right) \Delta x \tag{A.7}
\end{align*}
$$

Using discrete integration by parts from Lemma 2 we get

$$
\begin{equation*}
\sum_{i} g_{1, i+1 / 2}^{n+1} \delta^{0}\left(a T_{i+1 / 2}^{n}+\frac{\varepsilon^{2}}{c} h_{i+1 / 2}^{n}\right) \Delta x=-\sum_{i} \mathcal{D}^{0} g_{1, i}^{n+1}\left(a T_{i}^{n}+\frac{\varepsilon^{2}}{c} h_{i}^{n}\right) \Delta x \tag{A.8}
\end{equation*}
$$

With the use of (A.8) we rewrite (A.7) as

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}\right\|^{2}-\left\|a T^{n}+\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}-\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right. \\
&\left.+\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}-a T^{n}-\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}-\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right) \\
&+\frac{\varepsilon}{2 c} \sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n} \Delta x \leq-\frac{\sigma_{0}}{2 c}\left\|\mathbf{g}^{n+1}\right\|^{2}-\sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \sigma_{i}^{a} h_{i}^{n+1} \Delta x \\
&+\frac{\gamma_{1}}{2} \sum_{i} \mathcal{D}^{0} g_{1, i}^{n+1}\left(-a T_{i}^{n+1}-\frac{\varepsilon^{2}}{c} h_{i}^{n+1}+a T_{i}^{n}+\frac{\varepsilon^{2}}{c} h_{i}^{n}\right) \Delta x
\end{aligned}
$$

Using Young's inequality,

$$
\begin{aligned}
\frac{\gamma_{1}}{2} \sum_{i} \mathcal{D}^{0} g_{1, i}^{n+1}\left(-a T_{i}^{n+1}-\frac{\varepsilon^{2}}{c} h_{i}^{n+1}+a T_{i}^{n}+\frac{\varepsilon^{2}}{c} h_{i}^{n}\right) \Delta x \leq & \alpha\left\|-a T^{n+1}-\frac{\varepsilon^{2}}{c} h^{n+1}+a T^{n}+\frac{\varepsilon^{2}}{c} h^{n}\right\| \\
& +\frac{1}{4 \alpha} \sum_{i} \frac{\gamma_{1}^{2}}{4}\left(\mathcal{D}^{0} g_{1, i}^{n+1}\right)^{2} \Delta x
\end{aligned}
$$

Thus, setting $\alpha=\frac{1}{2 \Delta t}$ we have

$$
\begin{align*}
& \frac{1}{2 \Delta t}\left(\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}\right\|^{2}-\left\|a T^{n}+\frac{\varepsilon^{2}}{c} h^{n}\right\|^{2}-\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right. \\
& \left.\quad+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}-\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right)+\frac{\varepsilon}{2 c} \sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n} \Delta x \\
& \quad \leq-\frac{\sigma_{0}}{2 c}\left\|\mathbf{g}^{n+1}\right\|^{2}-\sum_{i}\left(a T_{i}^{n+1}+\frac{\varepsilon^{2}}{c} h_{i}^{n+1}\right) \sigma_{i}^{a} h_{i}^{n+1} \Delta x+\frac{\Delta t}{2} \frac{\gamma_{1}^{2}}{4} \sum_{i}\left(\mathcal{D}^{0} g_{1, i}^{n+1}\right)^{2} \Delta x \tag{A.9}
\end{align*}
$$

This gives an upper bound for the term $\left\|a T^{n+1}+\frac{\varepsilon^{2}}{c} h^{n+1}\right\|^{2}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}\right\|$. Next, we derive an upper bound for $\left\|\sqrt{\frac{a}{\kappa}} T^{n+1}\right\|^{2}$. For that we multiply the temperature update (3.3c) by $a T_{i}^{n+1} \Delta x$ and sum over $i$

$$
\frac{1}{\Delta t} \sum_{i} a T_{i}^{n+1}\left(T_{i}^{n+1}-T_{i}^{n}\right) \Delta x=\kappa \sum_{i} a T_{i}^{n+1} \sigma_{i}^{a} h_{i}^{n+1} \Delta x
$$

Thus, we get using the summation of products property 1

$$
\begin{equation*}
\frac{1}{2 \Delta t}\left(\left\|\sqrt{\frac{a}{\kappa}} T^{n+1}\right\|^{2}-\left\|\sqrt{\frac{a}{\kappa}} T^{n}\right\|^{2}+\left\|\sqrt{\frac{a}{\kappa}} T^{n+1}-\sqrt{\frac{a}{\kappa}} T^{n}\right\|^{2}\right)=\sum_{i} a T_{i}^{n+1} \sigma_{i}^{a} h_{i}^{n+1} \Delta x \tag{A.10}
\end{equation*}
$$

Adding (A.9) and (A.10) gives

$$
\begin{align*}
& \frac{1}{2 \Delta t}\left(e^{n+1}-e^{n}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}-\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right)+\frac{\varepsilon}{2 c} \sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n} \Delta x \\
& \quad \leq-\frac{\sigma_{0}}{2 c}\left\|\mathbf{g}^{n+1}\right\|^{2}-\frac{\sigma_{0}}{c}\left\|\varepsilon h^{n+1}\right\|^{2}+\frac{\Delta t}{2} \frac{\gamma_{1}^{2}}{4} \sum_{i}\left(\mathcal{D}^{0} g_{1, i}^{n+1}\right)^{2} \Delta x-\left\|\sqrt{\frac{a}{\kappa}} T^{n+1}-\sqrt{\frac{a}{\kappa}} T^{n}\right\|^{2} \tag{A.11}
\end{align*}
$$

Since $-\frac{\sigma_{0}}{c}\left\|\varepsilon h^{n+1}\right\|^{2} \leq 0$ and $-\left\|\sqrt{\frac{a}{\kappa}} T^{n+1}-\sqrt{\frac{a}{\kappa}} T^{n}\right\|^{2} \leq 0$ we bound them from above by 0.
Then (A.11) becomes

$$
\begin{align*}
\frac{1}{2 \Delta t}\left(e^{n+1}-e^{n}+\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}-\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|^{2}\right)+ & \frac{\varepsilon}{2 c} \sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n} \Delta x \\
& \leq-\frac{\sigma_{0}}{2 c}\left\|\mathbf{g}^{n+1}\right\|^{2}+\frac{\Delta t}{2} \frac{\gamma_{1}^{2}}{4} \sum_{i}\left(\mathcal{D}^{0} g_{1, i}^{n+1}\right)^{2} \Delta x \tag{A.12}
\end{align*}
$$

Next, we split the last term on the left-hand side of (A.12) as

$$
\sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n} \Delta x=P+Q
$$

where

$$
P=\sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1} \mathcal{L} \boldsymbol{g}_{i+1 / 2}^{n+1} \Delta x, \quad Q=\sum_{i} \boldsymbol{g}_{i+1 / 2}^{n+1} \mathcal{L}\left(\boldsymbol{g}_{i+1 / 2}^{n}-\boldsymbol{g}_{i+1 / 2}^{n+1}\right) \Delta x
$$

Then, using Lemma 5 we have,

$$
\begin{align*}
P & =\frac{\Delta x}{2} \sum_{i} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top}|\mathbf{A}| \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \Delta x  \tag{A.13}\\
Q & =-\sum_{i}\left(\mathbf{A}^{+} \mathcal{D}^{+}+\mathbf{A}^{-} \mathcal{D}^{-}\right) \boldsymbol{g}_{i+1 / 2}^{n+1, \top}\left(\boldsymbol{g}_{i+1 / 2}^{n}-\boldsymbol{g}_{i+1 / 2}^{n+1}\right)
\end{align*}
$$

Thus, using Young's inequality

$$
|Q| \leq \alpha\left\|\mathbf{g}^{n+1}-\mathbf{g}^{n}\right\|+\frac{1}{4 \alpha} \sum_{i}\left[\left(\mathbf{A}^{+} \mathcal{D}^{+}+\mathbf{A}^{-} \mathcal{D}^{-}\right) \boldsymbol{g}_{i+1 / 2}^{n+1}\right]^{2} \Delta x
$$

and Lemma 5 we get

$$
\begin{equation*}
|Q| \leq \alpha\left\|\mathbf{g}^{n+1}-\mathbf{g}^{n}\right\|+\frac{2 \beta_{N}}{4 \alpha} \sum_{i} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathbf{A}^{2} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \Delta x \tag{A.14}
\end{equation*}
$$

We set $\alpha=\frac{\varepsilon}{2 c \Delta t}$, then $\left\|\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n+1}-\frac{\varepsilon}{\gamma_{0} c} \mathbf{g}^{n}\right\|$ gets canceled out and we get

$$
\begin{array}{r}
\frac{1}{2 \Delta t}\left(e^{n+1}-e^{n}\right)+\frac{\varepsilon \Delta x}{4 c} \sum_{i} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top}|\mathbf{A}| \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \Delta x-\beta_{N} \frac{\Delta t}{2} \sum_{i} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathbf{A}^{2} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \Delta x \\
\leq-\frac{\sigma_{0}}{2 c}\left\|\mathbf{g}^{n+1}\right\|^{2}+\frac{\Delta t}{2} \frac{\gamma_{1}^{2}}{4} \sum_{i}\left(\mathcal{D}^{0} g_{1, i}^{n+1}\right)^{2} \Delta x \tag{A.15}
\end{array}
$$

We rewrite the last term on the right-hand side of (A.15) as

$$
\frac{\gamma_{1}^{2}}{4} \sum_{i}\left(\mathcal{D}^{0} g_{1, i}^{n+1}\right)^{2} \Delta x=\frac{\gamma_{1}^{2}}{4} \sum_{i}\left(\mathcal{D}^{+} g_{1, i}^{n+1}\right)^{2} \Delta x=\frac{1}{2} \sum_{i} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathbf{a a}^{\top} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \Delta x
$$

and we get

$$
\begin{align*}
\frac{1}{2 \Delta t}\left(e^{n+1}-e^{n}\right) \leq & -\frac{\sigma_{0}}{2 c}\left\|\mathbf{g}^{n+1}\right\|^{2} \\
& +\frac{1}{2} \sum_{i} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top}\left[\Delta t\left(\beta_{N} \mathbf{A}^{2}+\frac{1}{2} \mathbf{a a}^{\top}\right)-\frac{\varepsilon \Delta x}{2 c}|\mathbf{A}|\right] \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} \Delta x \tag{A.16}
\end{align*}
$$

If we define $\mathbf{v}=\left(0, g_{1}, \ldots, g_{N}\right)^{\top} \in \mathbb{R}^{N+1}$ and $\hat{\mathbf{v}}=\mathbf{T}_{f}^{\top} \mathbf{v} \in \mathbb{R}^{N+1}$, then we have from Lemma 4

$$
\begin{aligned}
\mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathbf{A}^{2} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} & =\mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1, \top} \mathbf{M}^{2} \mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1} \\
\mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top}|\mathbf{A}| \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1} & =\mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1, \top}|\mathbf{M}| \mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1}
\end{aligned}
$$

and

$$
\mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1, \top} \mathbf{a a}^{\top} \mathcal{D}^{+} \boldsymbol{g}_{i+1 / 2}^{n+1}=\mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1, \top} \mathbf{T}_{f}^{\top} \mathbf{a}_{f} \mathbf{a}_{f}^{\top} \mathbf{T}_{f} \mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1}
$$

As given in [19, Thoerem 3.2], since $\mathbf{T}_{f}^{\top} \mathbf{a}_{f}=\frac{1}{\sqrt{3}} \mathbf{T}_{f}^{\top} \mathbf{e}_{2}=\sqrt{\frac{w_{k}}{3}} P_{1}\left(\mu_{k}\right)=\sqrt{\frac{w_{k}}{2}} \mu_{k}$, we have

$$
\begin{aligned}
& \mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1, \top} \mathbf{T}_{f}^{\top} \mathbf{a}_{f} \mathbf{a}_{f}^{\top} \mathbf{T}_{f} \mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1}=\left(\sum_{k=1}^{N+1} \mathcal{D}^{+} \hat{v}_{i+1 / 2, k}^{n+1} \sqrt{\frac{w_{k}}{2}} \mu_{k}\right)^{2} \\
&= \frac{1}{2} \sum_{k, \ell}^{N+1} \mathcal{D}^{+} \hat{v}_{i+1 / 2, k}^{n+1} \sqrt{w_{k}} \mu_{k} \mathcal{D}^{+} \hat{v}_{\ell, i+1 / 2}^{n+1} \sqrt{w_{\ell}} \mu_{\ell} \\
& \begin{array}{c}
\text { Young } \\
\leq
\end{array} \frac{1}{4} \sum_{k, \ell}^{N+1}\left(\mathcal{D}^{+} \hat{v}_{i+1 / 2, k}^{n+1}\right)^{2} w_{k} \mu_{k}^{2} \\
&+\frac{1}{4} \sum_{k, \ell}^{N+1}\left(\mathcal{D}^{+} \hat{v}_{\ell, i+1 / 2}^{n+1}\right)^{2} w_{\ell} \mu_{\ell}^{2} \\
&= \frac{N+1}{2} \sum_{k}^{N+1}\left(\mathcal{D}^{+} \hat{v}_{i+1 / 2, k}^{n+1}\right)^{2} w_{k} \mu_{k}^{2} .
\end{aligned}
$$

Since we can write $\left\|\mathbf{g}^{n+1}\right\|^{2}=\left\|\hat{\mathbf{v}}^{n+1}\right\|^{2}=\sum_{k, i}\left(\hat{v}_{i+1 / 2, k}^{n+1}\right)^{2} \Delta x$ we have that (A.16) becomes

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(e^{n+1}-e^{n}\right) \leq-\frac{\sigma_{0}}{2 c} \sum_{k, i}\left(\hat{v}_{i+1 / 2, k}^{n+1}\right)^{2} \Delta x \\
&+\frac{1}{2} \sum_{k, i}\left(\mathcal{D}^{+} \hat{v}_{i+1 / 2, k}^{n+1}\right)^{2}\left[\Delta t\left(\beta_{N} \mu_{k}^{2}+\frac{N+1}{4} w_{k} \mu_{k}^{2}\right)-\frac{\varepsilon \Delta x}{2 c}\left|\mu_{k}\right|\right] \Delta x .
\end{aligned}
$$

Using Lemma 3 we get $\sum_{i}\left(\mathcal{D}^{+} \hat{\mathbf{v}}_{i+1 / 2}^{n+1}\right)^{2} \leq \frac{4}{\Delta x^{2}} \sum_{i}\left(\hat{\mathbf{v}}_{i+1 / 2}^{n+1}\right)^{2}$, thus

$$
\frac{1}{2}\left(e^{n+1}-e^{n}\right) \leq \frac{1}{2} \frac{\Delta t}{\Delta x} \sum_{k, i}\left(\hat{v}_{i+1 / 2, k}^{n+1}\right)^{2}\left[\frac{4 \Delta t}{\Delta x^{2}}\left(\beta_{N} \mu_{k}^{2}+\frac{1}{4} \beta_{N} \mu_{k}^{2}\right)-\frac{4 \varepsilon}{2 c \Delta x}\left|\mu_{k}\right|-\frac{\sigma_{0}}{c}\right] .
$$

Hence for ensuring stability we must have for all $k$, where $\mu_{k} \neq 0$,

$$
\Delta t \leq \frac{1}{5 c \beta_{N}}\left(\frac{\sigma_{0} \Delta x^{2}}{\mu_{k}^{2}}+\frac{2 \varepsilon \Delta x}{\left|\mu_{k}\right|}\right) .
$$

We note that $\beta_{N}$ remains bounded for all $N$.

## B Proof of Lemma 1

Proof. As the SVD of $\widehat{\mathbf{S}}^{\text {rem }}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{W}^{\top}$ (4.17) where $\mathbf{U}$ and $\mathbf{W}$ are orthogonal, we have

$$
\widehat{\mathbf{U}}^{\top}\left(\widehat{\mathbf{S}}^{\mathrm{rem}}\right)^{-\top}=\left(\widehat{\mathbf{U}}^{\top} \mathbf{U}\right) \boldsymbol{\Sigma}^{-\top} \mathbf{W}^{\top}=\left(\mathbf{S}^{\mathrm{rem}}\right)^{-\top} \widehat{\mathbf{W}}^{\top} .
$$

Consider

$$
\begin{aligned}
\widehat{\mathbf{X}}^{n+1} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] & =\widehat{\mathbf{K}}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbf{X}^{\text {ap }} \mathbf{S}^{\mathrm{ap}} & \widehat{\mathbf{X}}^{\mathrm{rem}} \widehat{\mathbf{S}}^{\mathrm{rem}}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbf{X}^{\text {ap }} & \widehat{\mathbf{X}}^{\mathrm{rem}}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{S}}^{\mathrm{rem}} \widehat{\mathbf{W}}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbf{X}^{\mathrm{ap}} & \widehat{\mathbf{X}}^{\mathrm{rem}}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{U}}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right]
\end{aligned}
$$

where we use that $\widehat{\mathbf{S}}^{\mathrm{rem}} \widehat{\mathbf{W}}=\widehat{\mathbf{U}} \mathbf{S}^{\text {rem }}$. We have from (4.18) that the updated spatial basis matrix has the form $\mathbf{X}^{n+1} \mathbf{R}_{2}=\left[\begin{array}{ll}\mathbf{X}^{\text {ap }} & \mathbf{X}^{\text {rem }}\end{array}\right]=\left[\begin{array}{ll}\mathbf{X}^{\text {ap }} & \widehat{\mathbf{X}}^{\text {rem }} \widehat{\mathbf{U}}\end{array}\right]$ and thus

$$
\widehat{\mathbf{X}}^{n+1} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right]=\mathbf{X}^{n+1} \mathbf{R}_{2}\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right] .
$$

Hence we get the following relation

$$
\begin{aligned}
{\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}^{\top}
\end{array}\right] \widehat{\mathbf{S}}^{n+1, \top} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] } & =\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}^{\top}
\end{array}\right] \widehat{\mathbf{S}}^{n+1, \top} \widehat{\mathbf{X}}^{n+1, \top} \widehat{\mathbf{X}}^{n+1} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}, T}, & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}, T}
\end{array}\right] \mathbf{R}_{2}^{\top} \mathbf{X}^{n+1, \top} \mathbf{X}^{n+1} \mathbf{R}_{2}\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{app}} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbf{S}^{\text {ap, }, T} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}, T}
\end{array}\right] \mathbf{R}_{2}^{\top} \mathbf{R}_{2}\left[\begin{array}{cc}
\mathbf{S}^{\text {ap }} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right] .
\end{aligned}
$$

Putting it all together we have

$$
\begin{aligned}
\mathbf{R}_{2}^{-\top}\left[\begin{array}{cc}
\left(\mathbf{S}^{\mathrm{ap}}\right)^{-\top} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{U}}^{\top}\left(\widehat{\mathbf{S}}^{\mathrm{rem}}\right)^{-\top}
\end{array}\right] & \widehat{\mathbf{S}}^{n+1, \top} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] \\
& =\mathbf{R}_{2}^{-\top}\left[\begin{array}{cc}
\left(\mathbf{S}^{\mathrm{ap}}\right)^{-\top} & \mathbf{0} \\
\mathbf{0} & \left(\mathbf{S}^{\mathrm{rem}}\right)^{-\top} \widehat{\mathbf{W}}^{\top}
\end{array}\right] \widehat{\mathbf{S}}^{n+1, \top} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] \\
& =\mathbf{R}_{2}^{-\top}\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right]^{-\top}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}^{\top}
\end{array}\right] \widehat{\mathbf{S}}^{n+1, \top} \widehat{\mathbf{S}}^{n+1}\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{0} & \widehat{\mathbf{W}}
\end{array}\right] \\
& =\mathbf{R}_{2}^{-\top\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right]^{-\top}\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}, \top} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}, \top}
\end{array}\right] \mathbf{R}_{2}^{\top} \mathbf{R}_{2}\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right]} \\
& =\mathbf{R}_{2}\left[\begin{array}{cc}
\mathbf{S}^{\mathrm{ap}} & \mathbf{0} \\
\mathbf{0} & \mathbf{S}^{\mathrm{rem}}
\end{array}\right] \\
& =\mathbf{S}^{n+1} .
\end{aligned}
$$
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