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early stages of the factory planning process [4], a combined 
consideration of economic efficiency and changeability of 
the manufacturing process becomes meaningful in the con-
cept phase of a production system. In terms of economic 
efficiency, it is essential to provide sufficient capacity by 
simultaneously ensuring low costs. This is where change-
ability can be engaged. Providing a capacity that allows 
producing a specific peak quantity, or investing in highly 
automated solutions, is both cost-intensive and risky [5]. By 
considering the scalability of the factory already in its plan-
ning phase, the changeability of the factory can be ensured. 
Thereby, decisions regarding the dimensioning and scaling 
of the production system are shifted to a later point in time 
when more reliable data is available. Hence, decisions can 
be made under reduced uncertainty in dependence on the 
actual demand development.

Adapting to market turbulences and shorter product 
life cycles necessitates continuous adaptation of factory 
structures. This requires a new framework focusing on 
configuration, data management, and system performance 
evaluation, especially beneficial in the early planning stages 

1  Introduction

At present, manufacturing companies are more than ever 
faced with the challenge of ensuring long-term competitive-
ness in a dynamic and global environment [1]. Therefore, 
changeability, which characterizes the potential of a fac-
tory to adapt to internal and external developments at a low 
effort to maintain its efficiency, plays a crucial role in ensur-
ing competitiveness [2]. At the same time, decreasing the 
price of a product significantly offers a possibility to coun-
teract declining margins [3]. Thereby, manufacturing costs 
may offer a high potential to cut overall operational costs. 
Since manufacturing costs can be significantly shaped in the 
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Abstract
Due to increasing globalization, market penetration, and technological progress, more products are becoming highly 
standardized and interchangeable. This has led to fierce price competition, forcing companies to compete for declining 
margins. To remain competitive in the long term, it is essential to consider both changeability and profitability during the 
early planning phases. The article proposes an approach for simulation studies using discrete-event simulation during the 
concept phase of factory planning. This approach aims to systematically dimension production resources while consider-
ing alternative scaling options, such as a higher degree of automation. By doing so, the approach facilitates the demand-
oriented deployment of resources during the ramp-up phase, which helps to control and reduce manufacturing costs. The 
simulation experiments yield scaling paths that indicate the timing and quantity of resources required to meet changing 
demands. These paths form the basis for subsequent factory planning steps. For instance, the layout can incorporate the 
necessary space for a future automation solution that will be profitable, enabling faster adaptation to demand changes 
and securing competitive advantages. This is demonstrated in a use case where the approach was applied to the factory 
planning of a new production system for a sensor product family.
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[6]. Therefore, this article presents a systematic approach 
that addresses both changeability and cost-effectiveness 
in the concept phase of the factory planning process. The 
approach is based on discrete-event simulation (DES), 
which allows for the analysis of various scaling mecha-
nisms applied to different demand development scenarios 
during the ramp-up process and the determination of chang-
ing capacity requirements. The resulting scaling paths 
demonstrate when to deploy specific resources in varying 
quantities and costs based on demand and time. This enables 
future adjustments to the factory to be derived and antici-
pated in the planning process.

2  Fields of action

2.1  Concept phase of the production planning 
process

Factory planning is a complex planning task that involves 
a systematic, goal-oriented process that is structured into 
successive phases and carried out using methods and tools, 
ranging from the definition of objectives to the ramp-up of 
production [7].

During the factory planning concept phase, which is 
focused in this article, the main focus is on evaluating scal-
ing mechanisms. This phase involves designing the factory 
based on initial objectives, creating a preferred real layout 
(as defined by [7]), and developing structural and organiza-
tional units, along with their interrelations and dependencies 
[7, 8]. Additionally, this involves sizing resources based on 
production programs and product characteristics [9], result-
ing in a preliminary factory layout that defines production 
areas and their spatial dependencies [10]. During the plan-
ning process, potential alternatives are evaluated based on 
their ability to meet specific targets. Grundig [10] identifies 
four primary target areas: maximizing economic efficiency, 
increasing flexibility and adaptability, enhancing attractive-
ness, and improving energy and resource efficiency. The 
principle of economic efficiency can often conflict with the 
goal of flexibility and adaptability, much like the trade-off 

between economic efficiency and capacity utilization or 
availability [8]. While utilization and availability can be 
directly quantified, evaluating flexibility and adaptability is 
complex, particularly in terms of achieving the overarching 
goal of economic efficiency [11].

2.2  Scaling mechanisms of production systems

To achieve flexibility and adaptability, a system must pos-
sess specific properties. These properties enable the fac-
tory or production system to respond appropriately to 
change drivers by executing change processes on desig-
nated change objects. The properties that can be activated 
at a certain point in time to bring about a desired change 
are known as change enablers [2]. Scaling is accomplished 
by planning and implementing strategies and mechanisms 
that can respond to changes in production volume require-
ments. Eilers [12] identified four scaling strategies at the 
station and group/line stages. These strategies include add-
ing system Sect.  (1), internally scaling a Sect.  (2), trans-
ferring assembly scopes to separate pre-assemblies (3), and 
increasing system usage times (4). The strategies for appli-
cation vary across different system sections and must be 
chosen accordingly [12]. Scaling mechanisms are detailed 
in Table 1. Some involve the addition of complete groups or 
lines, especially in cases of significant production increases, 
while others focus on station-level adjustments, which 
pose risks of production downtime. Some mechanisms are 
purely organizational [12], while others combine technical 
and organizational elements [13]. All mechanisms have the 
potential to be reversed, for example, by reducing staff num-
bers or choosing a lower level of automation.

2.3  Benefits of simulation in the factory planning 
process

In the realm of factory planning, the choice of modeling 
methodology significantly influences the effectiveness of 
system analysis and decision-making. Among the pleth-
ora of modeling techniques available, static/mathematical 
modeling and discrete event simulation stand out for their 

Table 1  Scaling mechanisms based on Eilers [12] and Kampker et al. [13]
Scaling Mechanism Strategy Description
(a) Duplicate Line (1) Installation of further identical lines.
(b) Alternative Line (1) Installation of further diverging lines.
(c) Additional Personnel (2) Increase in system performance through the integration of additional personnel.
(d) Station Staffing (2) Redefinition of process sequence through division across multiple stations.
(e) Duplicate Station (2) Acceleration of processes through the addition of parallel stations.
(f) Adjustment of Automation Level (2) Reduction of system cycle times through the stepwise adjustment of the automation level.
(g) Pre-assembly Make-to-Stock (3) Replacement of several components through one pre-assembled module.
(h) Pre-assembly Make-to-Order (3) Replacement of several components through one module made by a supplier.
(i) Shift Model (4) Increase of system running times through the number of shifts or additional shifts.
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unique approaches and applicability. Static or mathematical 
modeling encapsulates systems through a set of mathemati-
cal equations, offering a structured approach for systems 
with predictable, continuous changes. It excels in analyz-
ing steady-state or equilibrium conditions, providing clar-
ity in scenarios where interactions are linear and outcomes 
are deterministic. However, its effectiveness diminishes in 
environments marked by complexity and unpredictabil-
ity, typical in modern manufacturing settings. Unlike ana-
lytical methods, simulation technology like DES does not 
provide the ability to find optimal solutions through sys-
tematic procedures like algorithms [14]. Instead, it aids in 
planning by examining what-if scenarios [15], calculating 
outcomes over time, and interpreting these results in rela-
tion to set goals. DES’s ability to model complex systems 
with multiple interacting components and variable condi-
tions is unparalleled. It is particularly beneficial for systems 
where conditions dynamically evolve, a common scenario 
in factory operations [16]. Thus, the capability of DES to 
represent dynamic interactions between different entities 
within a system allows for a more realistic and practical 
understanding of operational dynamics, essential in factory 
planning [17]. The comparative analysis reveals that while 
static/mathematical modeling offers insights into linear and 
predictable systems, DES emerges as a more robust and 
flexible approach in the context of factory planning [14]. 
Its ability to simulate dynamic interactions, adapt to non-
stationary conditions, and handle complex, variable systems 
makes it an indispensable tool in modern manufacturing 
system analysis and design. As factories continue to evolve 
in complexity, the role of DES in facilitating effective plan-
ning and operational decision-making becomes increasingly 
significant. To sum up, DES is able to take into account 
randomness, variability, dependencies, feedback and inter-
actions between system components. Based on the chosen 
example in this paper, the advantages mentioned above are 
especially relevant to the application partner Balluff. Plan-
ners at Balluff had previously attempted to calculate the task 
of selecting scaling mechanisms in production ramp-up stat-
ically using Microsoft Excel. This approach quickly reaches 
its limits when considering dynamic and stochastic system 
behavior and this is where DES is most suitable.

3  State of the art – application of simulation 
in the factory planning process

The high degree of complexity and dynamics in production 
systems, which are characterized by many time-dependent 
and random system variables and highly interlinked relation-
ships which makes mathematical-analytical methods only 
applicable to a limited extent [18]. In contrast, simulation is 

suitable for analyzing and evaluating the dynamic behavior 
of the production system [19].

The literature suggests that although simulation is pre-
dominantly employed in the latter stages of factory planning 
to verify or enhance chosen alternatives, there is an inher-
ent value in its early application. Jägstam and Klingstam 
[20] advocate for early deployment, positing that it leads 
to higher quality outcomes with less expenditure of time 
and effort. However, early-stage simulation is not without 
its challenges, particularly due to limited data availability 
and the high level of uncertainty, which can compromise the 
reliability of the simulation results [20–22].

In addressing the dynamics of production systems, 
Hader et al. [23] illustrate how combining simulation with 
optimization techniques can swiftly adjust resources to 
meet fluctuating capacity demands, thus bolstering system 
responsiveness. Similarly, Müller and Krauß [24], as well 
as Kampker et al. [13], examine the enhancement of action 
speed and flexibility in factory planning. They employ sim-
ulation to toggle resources during operation, assessing costs 
and facilitating scalability evaluations.

Arnold et al. [25] approach dimensioning and structur-
ing as concurrent optimization challenges, while Sender 
and Wanner [26] integrate them with layout planning, both 
employing simulation to forge more informed planning 
decisions. Herbert et al. [27] apply simulation for capac-
ity planning and layout optimization, incorporating three-
dimensional visualizations to streamline the process.

The literature also converges on the idea that account-
ing for uncertainty is crucial when planning for scalability. 
Scenario techniques are often paired with DES to anticipate 
and prepare for future modifications [2, 28, 29]. This antici-
patory approach is critical, especially given the financial 
implications of scalability, where the initial higher invest-
ments in transformable solutions are justified only through a 
lifecycle cost perspective [30–33].

Finally, Schuh and Gottschalk [34] propose a novel con-
cept for scalable production lines, where the acquisition of 
capabilities is tailored to identified needs, allowing for the 
development of migration paths through applied scaling 
mechanisms. Kampker et al. [13] further this discussion by 
outlining a methodology for defining processes and estimat-
ing corresponding investments, which serves as a foundation 
for developing scalable factory concepts. These contribu-
tions collectively emphasize the importance of simulation 
as a tool for achieving both flexibility and cost-effectiveness 
in factory design, highlighting simulation’s role as a stra-
tegic instrument from the onset of the planning process to 
ensure resilient and adaptable production systems.
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all decisions and outcomes are meticulously documented, 
as suggested by Wenzel et al. [35]. The single steps are 
explained in more detail in the following.

The first step of the structured approach includes the 
objective and task definition [10]. The proposed approach 
aims to scale and dimension a production system based 
on demand using DES. This involves determining the 
most economically efficient scaling mechanisms for given 
demand scenarios for any future period. In this context, 
dimensioning, which refers to determining the necessary 
operating resources and personnel, must be carried out 
simultaneously. Therefore, the objective of economic effi-
ciency must be translated into measurable parameters. For 
example, economic production is achieved by minimizing 
unit costs and not exceeding an upper limit per part, pro-
vided that the capacity is sufficient to meet demand. Addi-
tionally, this phase involves defining the organizational 
framework, including selecting the simulator, determining 
scaling points, and establishing the observation period.

The objective and task specification phase is followed by 
the system analysis [10]. The initial step in system analysis 
involves identifying the process steps necessary for creat-
ing a product. A base value stream (BVS) must be defined 
based on the process steps. Based on this, potential scaling 
options can be developed. BVS and scaling options indicate 
the level of scaling, as shown in Fig. 2. Applying the scaling 
options to the BVS establishes the reference. The second 
stage involves dimensioning. The BVS defines a sequence 
of process steps and groups them into workstations. In addi-
tion, working times and thus the time available for produc-
tion as well as the resources through which the process steps 
are realized are determined. This corresponds to the intro-
duced scaling mechanisms (c) (number of employees) and 
(e) (duplication of station) of Table 1. Based on the BVS, 
potential scaling mechanisms can be developed, which can 
be activated or deactivated as scaling options (SO) [36]. 
Figure 2 displays the investigated scaling options, which are 
derived from the scaling mechanisms introduced in Chap. 2.

BVS and SOs represent the scaling level, where the BVS 
serves as the reference. According to Bryan et al. [30], on 
the organizational level, the working hours can be extended 
by adapting the shift model (i), e.g., by changing from a 
two-shift operation to a three-shift operation. At the process 
level, different degrees of automation or different technical 
solutions can be investigated (f), or process steps can be 
outsourced, e.g., to pre-assembly lines (g). Another scaling 
option results from the allocation of processes to worksta-
tions (d). The processes can be grouped into workstations in 
different ways and implemented there in a technical solution. 
This can result in a production flow with process sequences 
that deviate from the BVS. The duplicated line (a) and alter-
native line (b) scaling mechanisms do not represent scaling 

3.1  Concluding research objective

The literature review leads to the conclusion that existing 
approaches consider either the factory planning process’s 
dimensioning task or the factory system’s changeability 
or scalability. To close this gap between dimensioning and 
scalability various research objectives (RO) are defined. 
Thus, this article provides a solution approach that allows 
for determining the number of resources (dimensioning) for 
varying demand development scenarios (RO1) over time 
and differing scaling mechanisms (RO2). By applying DES, 
dynamic aspects (RO3) are incorporated, which facilitates 
a demand-oriented capacity deployment. Furthermore, it 
facilitates a monetary evaluation (RO4) of the deployed 
resources to measure the cost-effectiveness and compare 
different scaling solutions. Finally, it provides a systematic 
and structured procedure (RO5) to support the application 
of simulation in an early factory planning phase.

4  Simulation-based solution approach

In this chapter, the approach for simulation-based scaling 
of production systems during the early conceptual phase of 
product design and factory planning is presented. It incor-
porates procedures for simulation studies based on the VDI 
guideline 3633 [18], with aspects from Kampker et al. [13], 
and Schuh and Gottschalk [34], highlighting new addi-
tions with a yellow outline. Especially compared to current 
manual processes in the early phase of product engineer-
ing, where different solution alternatives are being gener-
ated, the presented approach shows its advantages: It helps 
to analyze the effects of scaling options that are connected 
to different product designs and determine the best (e.g. 
cheapest in the case of the low-cost sensor – see Sect. 4) 
solution. The approach considers dynamic and stochastic 
system behavior and thus surpasses manual calculations of 
e.g. different unit costs of different product designs in Excel. 
Structured according to the devised systematic procedure, 
the approach as displayed in Fig. 1 begins with the objective 
and task definition. This is followed by a system analysis 
that includes developing a basic value stream and scaling 
options, referencing Kampker et al. [13]. Data defined in the 
system analysis are then provided for both strands. Subse-
quent steps involve modeling for the basic value stream and 
scaling options and integrating them into a comprehensive 
model, which is then translated and implemented into an 
executable simulation model. Experiments and their evalua-
tions are conducted using this simulation model. From these, 
scaling paths are derived and ultimately translated into line 
concepts, paralleling Schuh and Gottschalk’s [34] approach. 
Verification and validation processes run concurrently, and 
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The configuration of the production system is represented 
by combining BVS with activated or deactivated SOs. To 
simulate these configurations using flow simulation, the 
production system must be broken down into its systemic 
elements and components. The production program serves 

options. These line concepts are only derived in the results 
phase using the scaling mechanisms. Mechanism (h), which 
involves relocating process steps to pre-assembly at suppli-
ers, is also not taken into account as it exceeds the system 
limit.

Fig. 1  Solution approach for 
simulation-based scaling of pro-
duction systems in the concept 
phase
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modeling of production systems in the dimensioning phase. 
This table provides a framework for what data are required, 
whether these are fixed inputs or variables that can change, 
and if they are subject to randomness, which is crucial for 
realistic simulation modeling.

During the modeling step, the results of the system 
analysis are formalized. The objective is to map the BVS 
and SOs using modules and integrate them into an overall 
model. For this purpose, the production control, including 
customer order generation, the necessary modules of work-
stations, and the resources with their characterizing param-
eters (throughput and scrap, cost calculation, utilization, 
buffer, and set-up processes) are described and the result 
parameters are formalized. This is followed by a specifi-
cation of which scaling option requires which modeling. 
Finally, the model integration is considered. For simplified 
modeling, modules can be defined and used, which can be 
combined and reused [18]. This way, the production flow is 
composed of workstations built up by simple modules, e.g., 
for handling, setup, transportation, or processing. Resources 
are formalized by their characteristics comprising the num-
ber of each type, which is to be determined through experi-
ments, the available working time, technical characteristics 
like failure rate and maintenance plans, or the quality rate. 
Using the modules and resources, the BVS and the SOs are 
modeled parallel and then integrated into a formalized over-
all model. The type of SOs has an influence on which sys-
tem elements need to be adapted or additionally modeled. 
Meaning, having one overall model allows for generating 
varying production flows by activating (a combination of) 
SOs, where the BVS corresponds to the value stream with 
none of the SOs being activated. Therefore, the model must 
have the ability to activate SOs individually. Table 3 out-
lines the scaling options and the affected system elements in 
a production system.

The resulting formalized model is then translated and 
implemented into an executable model, which is used 
for simulation experiments and their evaluation [18]. The 
model is converted into an executable form using a selected 

as the basis of the simulation and is used to derive produc-
tion orders. The demanded products are then fed into the 
production flow by the production control. The production 
flow is a series of workstations where resources perform the 
process execution. To model this, appropriate abstractions 
(level of detail) must be made, and the system boundaries 
must be defined [18]. The quality of individual simula-
tion projects is determined by the accuracy and systematic 
approach to project preparation and implementation, as well 
as the appropriate involvement of the customer and consid-
eration of their specific requirements [35]. Key performance 
indicators (KPIs), such as the throughput of a production 
line, unit costs, utilization or quality, define the output of 
the simulation experiments using the executable model [37]. 
The results are reflected quantitatively and presented in a 
meaningful form, allowing for comparison of alternatives. 
This allows for further decision-making [38]. In a produc-
tion system, various system elements and components are 
defined by their input parameters, which can be either fixed 
or varied as ‘variation parameters’ during experiments. 
These parameters, set within predefined ranges at the start 
of a simulation run, along with the ability to toggle SOs, 
lead to different production system configurations. By align-
ing these configurations with volume scenarios over time, 
scaling paths are created, illustrating the cost-effective 
deployment and necessary dimensioning of SOs like the 
number of stations and personnel. This approach requires 
the modeling of volume per time period and variant shares 
as variation parameters, and also considers the use of sto-
chastic elements, like order generation based on probability 
distributions, to enhance the realism and adaptability of the 
simulation [37]. 

The data provisioning, as third step of the approach, is 
crucial for the quality of simulation studies. The accuracy of 
simulation results significantly depends on the quality and 
correctness of input data. Estimating data can compromise 
result quality, and only relevant data should be considered. 
It is crucial to critically evaluate and verify the plausibility 
of the data [35]. Table 2 lists essential information for the 

Fig. 2  Connection between scal-
ing and dimensioning
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validation, as they detect possible implementation errors. 
Interfaces to external programs can be used to assign input 
parameter values. This allows for values to be read in or 
imported from external databases, such as an Excel file. The 
simulation results, including KPIs, can also be exported for 
easier evaluation by users.

Further formal aspects of the implementation must be 
considered. Various stochastic distributions are used in the 
model. To guarantee the reproducibility of the results, the 
implementation of randomness is of essential importance. 
With the help of deterministic mathematical calculation 
rules, a series of seemingly random numbers is generated, 
a so-called random stream. Deterministic random num-
ber generators produce the same series of pseudo-random 
numbers when a defined starting value is used, ensuring 
reproducibility of results. During implementation, the hier-
archical structure is supported by object-oriented modeling 
through class formation, communication, and inheritance. 
This type of structuring increases modeling flexibility and 
efficiency since changes only need to be made to a class and 
not to the instances themselves [37]. 

simulator during implementation. The simulation model 
is built step by step, taking into account the dependencies 
between the elements as illustrated in Fig. 3.

Therefore, building blocks of the simulators’ librar-
ies can be used to depict the modules and resources [37]. 
Additionally, production control and product agents need to 
be set up. Once the order generator, production flow, and 
resources have been developed, the KPI calculations can be 
implemented. The statistics support model verification and 

Table 2  Information for the modeling of production systems in the dimensioning phase
Element Required Information Input Size Stochastic
Product Product Program Fixed ✓

Products or Variants Fixed ✕
Production Control Observation Period Fixed ✕

Control Points Fixed ✕
Scaling Points Fixed ✕
Piece Numbers with Quantity per Time Point for each Variant Variable ✓
Production Sequence Variable ✓
Production Batch Sizes per Variant Variable ✕

Production Process Process Steps per Variant Fixed ✕
Setup, Handling, Processing Fixed ✕
Process Sequence per Variant Fixed ✕
Aggregation to Workstations Fixed ✕
On/Off Scaling Options Variable ✕
Aggregated Process Steps of the Workstation Fixed ✕
Resource Assignment to Aggregated Process Steps Fixed ✕

Workstation Cycle Time per Aggregated Process Step Fixed ✓
Lot Size or Number of Cycles Fixed ✕
Buffer Capacity Fixed ✕
Number of Stations Variable ✕
Number per Personnel Pool Variable ✕
Assignment to Personnel Pool Fixed ✕
Investment Costs (Costs) Fixed ✓
Operating Costs (Costs) Fixed ✓

Resource Working Days (Working Time) Fixed ✕
Shift Times (Working Time) Fixed ✕
Break Times (Working Time) Fixed ✕
Maintenance (Availability) Fixed ✓
Downtime (Availability) Fixed ✓
Rejection Rates (Quality) Fixed ✓

Table 3  SOs and affected system elements
Affected system element
Production process Workstation Resource

Scaling options
Degree of 
automation

✓ ✓

Pre-assembly ✓ ✓ ✓
Station division ✓ ✓ ✓
Shift model ✓
Dimensioning
Personnel ✓
Station ✓

1 3



Production Engineering

sequential. The initial data requirements determined dur-
ing system analysis guide data provision. However, if data 
gaps arise, the system analysis is revisited to redefine data 
needs. This subsequently shapes the conceptual model and 
may prompt further data collection for model formaliza-
tion [37]. The simulator’s use of BVS and SOs may require 
model adjustments or additional data. Due to the dynamic 
nature of the early conceptual phase, design changes may 
prompt repeated cycles through these steps. Development 
iterations refine the simulation model until a design freeze at 
the experimentation phase, beyond which the model is fixed 
[35]. Only after completion of the experiments, the simula-
tion model can be changed, supplemented, or extended by 
further aspects or details.

5  Application to an industrial case

The proposed framework has been applied to an industrial 
use case. Due to a confidentiality agreement, the complete 
and quantitative results cannot be disclosed in this section 
for illustrative purposes. The use case considers the factory 
planning for the manufacturing of a sensor product family. 
The application of the DES takes place very early during the 
product development phase. Various design alternatives for 
the sensor are developed and different ramp-up scenarios 
are simulated with the DES accordingly, which then sup-
port decisions in product development. It is primarily about 
the comparability of the results (unit costs), which is why 
the assumptions (e.g. demand) remain consistent. Scenario 
analyses (e.g. forecasting demand and/or sudden demand 
changes depending on external influencing factors such as 
the market entry of a competitor) are not considered here 
at this early stage of product development. Of course, the 
production of the sensors is associated with a ramp-up risk 
due to high investments required but an uncertain develop-
ment of unit sales, which is why different demand curves 

After successful model implementation and approval 
(design freeze), the experiments are carried out using the 
simulation model [18]. For this purpose, experiment plans, 
also called experimental designs, have to be set up, the cor-
responding simulation runs (iterations) have to be executed 
and their results have to be analyzed afterward [37]. The 
defined input parameters, i.e., the activated SOs and the 
required personnel and number of resources, are system-
atically varied and specified in the form of experimental 
designs. Thereby, the experiments may be conducted itera-
tively, where the according experiment plans are based on 
the results of the previous iteration. The experiments start 
with the BVS with no scaling option activated, i.e., the 
required economic number of resources (stations and per-
sonnel) is determined for each observation period for a 
respective demand scenario. Once the dimensioning of the 
BVS is complete, the dimensioning for the individual SOs 
can be performed analogously and then compared to the ref-
erence (BVS). This allows the effects of the different scaling 
levels on unit costs to be analyzed. Based on the results, 
SOs can be considered and evaluated in combination in a 
third step.

In turn, scaling paths can be derived from the results. 
Those scaling paths delineate feasible solutions regarding 
the deployment of resources respectively scaling options. 
They specify how many resources of which resource type 
are required to fulfill the demand of a specific period to 
which costs. Therefore, at each period in time, economically 
efficient options, e.g., (partial) paths with minimal unit costs, 
can be selected and incorporated into further planning, like 
the translation into line concepts (see [34]) (Fig. 4).

Moreover, in parallel to every step of the procedure 
model, already existing results must be verified and vali-
dated. Also, all decisions and results of the individual steps 
should be documented [35].

The process of system analysis, data provision, model-
ing, integration, and implementation is iterative rather than 

Fig. 3  Relationships between 
the system elements during 
implementation
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possible due to the time required to implement the changes 
and less often would be too imprecise. The results of the 
simulation are used to derive recommendations for action 
in the form of scaling paths based on the resource require-
ments determined for each quarter.

Considering the BVS, the manufacturing process of a 
sensor consists of three production stages: (1) assembly of 
the printed circuit boards (PCBA), (2) sensor preassembly, 
and (3) final assembly, where the pre-assembly of (2) is 
plugged into the housing. SOs were only explored in stages 
(2) and (3). Based on the described BVS, scaling options 
affecting one or more stations were developed and priori-
tized. The selected options are described in Table 4. Apart 
from the organizational SO additional shift (7), all other 
options involve an increase in the degree of automation.

A period of four years is examined in the simulation 
study. This was also a requirement of the application com-
pany Balluff and, based on experience, maps the entire dura-
tion of a production ramp-up to the peak volume. Orders 
are generated by production control based on three given 
demand development scenarios (best, plan, worst) and 
scheduled monthly. For each workstation, the required pro-
cess steps are modeled, and an associated resource pool, that 
summarized the required equipment on the station is set up. 
In addition, resource pools for personnel are implemented 
and allocated to the workstations. To establish the enabling 
or disabling of scaling options, Boolean parameters are 
used.

(high, mid, low) are simulated and SO are chosen accord-
ingly. Like many other products, the product is exposed 
to commoditization. To be competitive and to counteract 
declining margins, sensors must be manufactured at low 
cost, achieved by demand-oriented dimensioning of the pro-
duction resources. Using the example of a low-cost sensor, 
the company decided to prioritize the unit costs alone as 
an investigation criterion. The produced output is constant 
across the various simulation runs. The influence on other 
factors, such as quality, was not yet taken into account at 
this early stage of product development, as the availabil-
ity of information is very limited. The aim of the simula-
tion study is to determine the number of resources required 
to produce the portfolio and to explore the use of scaling 
options. Therefore, different scenarios are considered which 
reflect the ramp-up of production over several years up to 
the peak line. For the implementation of the simulation 
model, the simulator AnyLogic® version 8.5.2 was chosen, 
which already offers predefined building blocks for process 
modeling through the Process Modeling Library.

The objective is a unit production cost within a defined 
range of Cmin  and Cmax , comprising personnel costs and 
investment costs for equipment in the form of depreciation 
expenses. To reduce ramp-up risks, the investment costs 
resulting in fixed costs should be kept at a minimum. The 
scaling options are considered quarterly, meaning that every 
three months the production system is adapted to the respec-
tive scenario developments considered. This was a require-
ment of the application company Balluff: More often is not 

Fig. 4  Exemplary line concept
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with option (3) leads to further savings only for a later stage 
in time. Overall, the automated packaging option (6) offers 
the greatest savings potential.

For high production volumes, the target range of Cmin  
and Cmax is even undercut. In the beginning, the required 
initial investments strongly impact the unit costs, as the pro-
duction volume is still low and the increase in demand is 
small. The peaks in the curves are caused by the adjustments 
in the number of resources (dimensioning) at the scaling 
points. There is a trade-off between the frequency of scaling 
points and those peaks. Increasing the frequency reduces 
peaks in unit costs as the capacity adjustments are less 
flexible regarding production volumes. At the same time, 
those adjustments may come along with structural altera-
tion works leading to a loss in capacity, which is in turn 
not desirable. In addition, personnel costs account for the 
largest share of unit costs. A considered increase in person-
nel costs amplifies the effect. The surge in costs is visible at 
point A in Fig. 5 for all examined options.

Increasing the number of shifts as in option (7) proves 
to be unfavorable for this reason, as the investment savings 
cannot offset the additional costs. Looking at Fig.  6, the 
cumulative personnel cost considerably exceeds the cumu-
lative investment costs starting from point A. The maximum 
personnel costs (red dotted line) nearly double the required 
investment costs (dark blue dashed line). Furthermore, it 
becomes evident from the results that personnel costs can 
be significantly reduced with a higher degree of automa-
tion resulting in Min. Personnel costs (cum.) (yellow dot-
ted line). Simultaneously, investment costs and thus, fixed 
costs, increase up to Max. Investment costs (cum.) (dark 
blue dashed line).

As the proportion of fixed costs increases, the risk of loss 
rises at the same time, if the forecasted production volume 
does not materialize. Especially for option (6), the highest 
initial investment must be made (Min. Investment (cum.) 

The experiments started with the BVS, followed by the 
scaling options according to the order in Table 4. Options 
(2) to (5) were considered in combination with option (1). 
In addition, the combination of (1), (3), and (5) was exam-
ined. The focus of the experiments was on the plan scenario. 
Worst- and best-case scenarios slow down (worst) or speed 
up (best) the adjustments compared to the plan scenario. 
The investment costs are therefore identical in dependence 
on the production volume. The personnel costs, on the other 
hand, may differ, as the time of deployment is relevant for 
them due to an annual increase in costs. Nevertheless, the 
plan scenario provides a good initial estimate, especially 
for the investment costs. For each quarter and each scal-
ing option, the number of resources per resource pool, i.e., 
for the resource pools of the workstations and personnel, 
leading to minimum unit costs while simultaneously fulfill-
ing the demand for the examined months of the observed 
quarter was determined. As a result, in total approximately 
10,000 simulation runs were conducted and the key results 
are discussed in the following.

The experiment results point out that the production 
system requires a high number of personnel to fulfill the 
demand leading to high unit costs. This makes it advanta-
geous to use automation solutions because personnel costs 
are avoided. Even with low production quantities, the major-
ity of the automation options facilitate lower unit costs than 
the ones realized in the BVS configuration. The scaling 
paths are depicted in Fig. 5, where unit costs are described 
as a function of the production volume. SO (1) already 
considerably reduces unit costs over the entire observation 
period compared to the BVS (0) and is thus always domi-
nant. Due to the opportunity to achieve unit cost savings, the 
SO was selected to replace the original packaging station 
and was then taken as the standard for further experiments. 
In combination with options (2) and (4) further unit cost 
savings can be realized over all quarters. The combination 

Table 4  Prioritized scaling options
No. Scaling option Scaling mechanism Impact
(0) BVS No scaling options are activated.
(1) Partially automated Packaging 

(3f)
(f) Partially automated packaging of the sensors to reduce processing 

times and personnel requirements.
(2) Automated

Soldering I (2a)
(f) + (g) Shifting process steps to an automated line, which reduces manual 

workload and therefore processing times.
(3) Automated

Soldering II (2a)
(f) Automation of the soldering process, which reduces the processing 

times and personnel requirements. Handling is carried out manually.
(4) Sensor Filling (3c) (f) Use of an alternative technical solution to reduce buffer stock and 

to gain a continuous material flow.
(5) Automated Labeling (3e) (f) + (d) Combine process steps in an automated cell. This results in reduced 

personnel requirements, processing times, and space requirements.
(6) Automated Packaging (3f) (f) + (d) Combine process steps in an automated cell. Thus, processing 

times, and space requirements can be reduced.
(7) Additional shifts (All) (i) Expansion of the available working time, which reduced the num-

ber of required workstations but increases personnel requirements.
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and investment needs (RO4) but also facilitates judicious 
space planning, designating areas for anticipated expan-
sion. Thus, the obtained scaling paths indicate the need 
for resources in dependence on the demand development 
(RO1). Secondly, the costs become visible, as the scaling 
paths point out the associated personnel costs and necessary 
investments. Thus, scaling options that become profitable in 
the future may be incorporated into further planning steps. 
For instance, in the next factory planning step, when space 
requirements are determined, space may be kept available 
for future expansions. For this purpose, line concepts need 
to be derived from the scaling paths which are then to be 
used in further planning phases. Therefore, the simulation 
study contributes to the improvement of the production sys-
tem’s ability to change by ensuring its scalability. Determin-
ing scaling paths at an early stage and including them in 
the planning process can shorten the delay time required for 
decisions during the change process. Additionally, demand-
oriented adjustment of resources and deployment of scaling 
options can avoid unnecessary resource investments, keep-
ing production costs low. Investments are only made when 
capacity adjustments are necessary.

By using DES to incorporate dynamic aspects of the 
production system, such as process sequences and machine 

(light blue dashed line)). Although the automated packaging 
enables minimum unit costs (cf. Figure 5), it is also asso-
ciated with the highest investment risk. Likewise, a higher 
degree of automation limits the ability to change. The auto-
mation solutions show high production volume flexibility 
but are only cost-efficient for high production volumes. As 
a result, the frequency of scaling decreases. High additional 
investments may be required for small increases in produc-
tion volume. In that case, the change driver universality 
and modularity support the continued use of machines and 
equipment already purchased or their sale, such as packag-
ing system equipment (1). Special machines, such as for 
option (6), contradict these principles and increase risk and 
reduce changeability.

6  Managerial insights

Conducting a simulation study considering dynamic aspects 
(RO3 of Chap.  3) during the conceptual phase of factory 
planning, using a systematic and structured approach (RO5) 
for resource dimensioning, provides the opportunity to 
identify appropriate scaling options (RO2). This forward-
thinking method not only outlines potential personnel costs 

Fig. 6  Comparison of the mini-
mum and maximum costs for the 
plan scenario

 

Fig. 5  Comparison of the unit 
costs for the plan scenario
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