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Abstract

The increase in extreme precipitation with global warming (GW) and associated

uncertainties are major challenges for climate adaptation. To project future

extreme precipitation on different time and intensity scales (return periods [RPs]

from 1 to 100 a and durations from 1 h to 3 days), we use a novel convection-

permitting (CP), multi-global climate model ensemble of COSMO-CLM regional

simulations with a transient projection time (1971–2100) over Germany. We find

an added value of the CP scale (2.8 km) with respect to the representation of

hourly extreme precipitation intensities compared to the coarser scale with param-

etrized deep convection (7 km). In general, the return levels (RLs) calculated from

the CP simulations are in better agreement with those of the conventional

observation-based risk products for the region for short event durations than for

longer durations, where an overestimation by the simulation-based results was

found. A maximum climate change signal of 6–8.5% increase per degree of GW is

projected within the CP ensemble, with the largest changes expected for short

durations and long RPs. Analysis of the uncertainty in the climate change signal

shows a substantial residual standard deviation of a linear approximation,

highlighting the need for transient data sets instead of time-slice experiments to

increase confidence in the estimates. Furthermore, the ensemble spread is found

to be smallest for intensities of short duration, where changes are expected to be

based mainly on thermodynamic contributions. The ensemble spread is larger for

long, multi-day durations, where a stronger dependence on the dynamical compo-

nent is ascribed. In addition, an increase in spatial variance of the RLs with GW

implies a more variable future climate and points to an increasing importance of

accounting for uncertainties.
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1 | INTRODUCTION

Record-breaking heavy precipitation events have become
more frequent in Europe (Lehmann et al., 2015), exem-
plified by the severe flood in July 2021 with unprece-
dented impacts in Germany, Belgium and Luxembourg
(Kreienkamp et al., 2021). With intensities above
150 mm/h, this event surpassed the 100-year return level
(RL) provided by conventional rainfall risk products
(Mohr et al., 2023), revealing the limitations of relying
solely on past observations. To address these limitations
and incorporate climate change, innovative heavy rainfall
risk products are necessary. For example, the UK govern-
ment has already integrated climate change allowances
derived from climate projections into regulations, demon-
strating the need for regional-scale climate information
customized to meet specific user requirements (UK Envi-
ronment Agency, 2012).

The change in heavy precipitation in a warming cli-
mate can be attributed to two main components: thermo-
dynamic and dynamic processes. Thermodynamic
changes alone lead to an intensification of precipitation
extremes close to the Clausius–Clapeyron (CC) scaling,
which describes the rate of increase in atmospheric mois-
ture with warming, which increases by 7% per degree of
warming, under the assumption that relative humidity
remains constant. On the other hand, dynamic processes
at various scales—from small (cloud-scale) to large
(large-scale stability, humidity and large-scale circulation
patterns)—impact extreme events (Fowler et al., 2021),
potentially dampening or amplifying the change signal
and causing regional variations (Fowler et al., 2021; Pfahl
et al., 2017; Santos et al., 2016).

Scaling of the short-term (day-to-day) variability
(e.g., in Berg & Haerter, 2013; Guerreiro et al., 2018;
Lenderink & Van Meijgaard, 2008; Mishra et al., 2012;
Westra et al., 2013), as well as pseudo global warming
(GW) studies (e.g., Lenderink et al., 2019; Ludwig
et al., 2023; Michaelis et al., 2017) mainly investigate the
thermodynamic component. To consider the interplay
between dynamic and thermodynamic processes, reliable
climate projections are essential. While conventional
regional climate simulations on a scale of tens of kilo-
metres horizontal resolution have limited ability to represent
extreme precipitation (e.g. Ban et al., 2014; Hohenegger
et al., 2008), the new generation of higher resolution
convection-permitting (CP) simulations with a grid spacing
of ≤4 km that permit the explicit resolution of deep con-
vection, appears to be a promising tool. The improve-
ments comprise especially the intensities and frequencies
of extreme precipitation, the diurnal cycle and orographi-
cally enhanced extreme precipitation (Ban et al., 2014,
2021; Hohenegger et al., 2008; Kendon et al., 2012; Prein

et al., 2013; Sato et al., 2009). An added value of the tem-
perature scaling of precipitation was found in Ban et al.
(2014) and Chan et al. (2016). All in all, the improved
skill in CP simulations provides confidence in their abil-
ity to reliably project future changes in extreme precipita-
tion (Kendon et al., 2012; Lucas-Picher et al., 2021;
Westra et al., 2014).

Due to high computational costs, CP studies are often
limited to short simulation periods, specific domains and
single ensemble members. First multi-decade simulations
for the United Kingdom demonstrated increased short-
duration precipitation beyond what coarser simulations
captured (Kendon et al., 2014). Ban et al. (2015) could
derive an intensification of extreme events with warming
over an alpine domain that was asymptotically constrained
by CC-scaling. Chan et al. (2022) derived change signals
from a perturbed parameter ensemble comparing time
slices from 1981–2000 to 2061–2080 of 30% for hourly RL
intensities. However, due to limited simulation periods,
these studies lacked representation of internal variability
and uncertainty. Only recently, the publication by Kendon
et al. (2023) showed for the first time results of hourly and
daily precipitation from a transient ensemble over the
United Kingdom that reveal 5%–15% increased intensity of
hourly events with every degree of regional warming. As
the study is based on an ensemble of CP simulations, esti-
mation of uncertainty and internal variability was possible.
However, the ensemble spread probably does not cover
the whole uncertainty range, given the use of a perturbed
parameter ensemble based on a single model family.

In our study, we use the KIT-KLIWA ensemble
(Hundhausen et al., 2023) to track for the first time the
evolution of future heavy rainfall in a CP, multi-global cli-
mate model (GCM) ensemble with four ensemble mem-
bers and a transient simulation period from 1971 to 2100
(1971–2005: historical, 2006–2100: projection). The domain
covers Southern and Central Germany. We investigate pre-
cipitation intensities of different scales: from hourly to
multi-day (3 days) events and for different return periods
(RPs) up to 100 a derived from extreme value statistics.
Our goal is to cover the wide range of events relevant to
various stakeholder applications, such as design drainage
or regional planning. The transient simulation enhances
the confidence in deriving climate change signals and
allows to identify associated uncertainties and temporal
variance in the projected climate change signals. The study
addresses three research questions:

1. How do CP climate projections compare with observa-
tions or observation-based rainfall risk products? And
are there patterns of the bias?

2. How do RLs evolve under GW as a function of event
duration (ED) and RP?
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3. What uncertainties are expected in the derived climate
change signal?

The paper is structured as follows: Section 2 provides
a description of the model and data. Section 3 presents
the methods used for extreme value statistics and the cli-
mate change signal. Sections 4–6 present the results cor-
responding to the three research questions. The
discussion and conclusion are provided in Section 7.

2 | DATA

2.1 | The CP ensemble

The CP simulations analysed in this study were con-
ducted as part of the KLIWA project (‘Climate change
and consequences for water management’, www.kliwa.de),
extended in the ISAP project (Integrative city-regional
adaptation strategies) within the German research pro-
gram RegIKlim (‘Regional information for action on
climate change’, www.regiklim.de), and joined to form
the KIT-KLIWA ensemble.

The ensemble is a regional downscaling of four
CMIP5 GCMs with the emission scenario RCP 8.5,
namely MPI-ESM-LR (r1i1p1), EC-EARTH (r12i1p1),
CNRM-CM5 (r1i1p1) and HadGEM2-ES (r1i1p1). The
realization is given in brackets, using the standard
rNiMpL, with N identifying the initial conditions, M the
initialization method and L the perturbed physics version
(Taylor et al., 2011). The four GCMs project different
GW, due to different climate sensitivities—the equilib-
rium climate sensitivity ranges from 3.28 to 4.64K
(cf. Supporting Information; Nijsse et al., 2020). Similar
to Teichmann et al. (2018), we have chosen the GW
within the period 1971–2000 as the reference period,
where a GW of 0.46K compared to the pre-industrial con-
ditions is assumed. Future GW is analysed over a 30-year
running window. The GW since 1971–2000 is relatively
similar for MPI-ESM-LR, EC-EARTH and CNRM-CM5
(Figure 1a). For HadGEM2-ES a stronger warming is
found which is based on a higher climate sensitivity and
in addition, HadGEM2-ES had a relatively cold period in
1971–2000. The 30-year periods centred around 2� and 3�

of GW are hereafter referred to as GWL2 and GWL3
(details in Hundhausen et al., 2023).

The four GCMs are downscaled with the regional cli-
mate model (RCM) COSMO5.0-CLM9 (Sørland et al.,
2021). The COSMO-CLM (CCLM) model is based on the
former forecast model COSMO of the German weather
service (Baldauf et al., 2011). CCLM combines a three-
dimensional, non-hydrostatic numerical model of the
atmosphere and a multi-layer soil-vegetation transfer

model TERRA-ML. For additional information, the
reader is referred to Rockel et al. (2008).

The downscaling strategy comprises three nesting
steps: the first nest covers Europe with a grid resolution
of 0.44�. The second nest with a resolution of 0.0625� is
centred over Germany, extends into the neighbouring
countries and completely encloses the Alps. The third,
CP grid is centred over Southern Germany and has a res-
olution of 0.025� (approximately 2.8 km). While in the
first two grids, convection is parametrized using the
Tiedtke scheme (Tiedtke, 1989), in the third nest
(2.8 km), only shallow convection is parametrized while
deep convection is explicitly resolved. An overview of the
nesting setup can be found in Hundhausen et al. (2023),
where the first results of the KIT-KLIWA ensemble are
used to study the changes in future heat wave character-
istics. To eliminate boundary effects, a boundary region
of 48 grid points was truncated. The resulting CP domain
consists of 226 by 232 grid points (approximately
411,000 km2) and is shown in Figure 1b. The hatched
area in Figure 1b corresponds to the German part of the
domain, which is analysed in the comparison of CP simu-
lations with the rainfall hazard product KOSTRA
(Section 4.2), and the climate change signals and their
associated uncertainties (Sections 5 and 6) are derived for
this area. The downscaled simulations driven by specific
GCMs are referred to with an appended -C (GCM-
Name-C).

Simulations for the two coarser grids were performed
in a transient manner from 1971 to 2100. The CP simula-
tions were initially computed for only three time slices,
each including a 3-year spin-up period: 1968–2005, 2018–
2050 and 2068–2100. In a second step, the CP simulations
were extended by the two missing gaps, 2006–2020 and
2051–2070. A comparison of the overlapping years
showed no significant differences in the mean precipita-
tion or temperature.

2.2 | Observation data

We evaluate simulated rainfall data down to a temporal
resolution of 1 h. Station-based observations of hourly
precipitation are available from the German Weather Ser-
vice (DWD) since 1995 (DWD, 2023; see Figure 1b). The
DWD stations are operated in accordance with the WMO
guidelines using ‘Pluvio’ pluviometers or ‘Rain[e]’ weight-
ing precipitation sensors, which have an accuracy of
±0.1mm or ±1% of the measured value. The initial stage
of quality control involves a basic examination at the
automatic stations (details in Kaspar et al., 2013). We
restrict the analysis to stations with a large data coverage
in the model historical period, defined as at least 9 years
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of observations from 1995 to 2005 and stations that are
located within the model domain.

As a second reference, we use the ‘Coordinated heavy
precipitation regionalization and evaluation’ (KOSTRA)
of the version KOSTRA-DWD-2010R (Junghänel et al.,
2017). The data set, containing statistics on intensity,
duration, and frequency, was derived from gauge obser-
vations in Germany in the period May to September
1951–2010. Based on 5-min resolution time series, a block
rainfall method was applied, with adjustments to instan-
taneous events by multiplication by 1.14, 1.07, 1.04 and
1.03 for 5-, 10-, 15- and 20-min windows and no adjust-
ment for longer durations. For durations below 4 h, a
precipitation-free time period of at least 4 h was defined,
while for longer durations, the required time period is
equal to the duration itself. For daily and longer
durations, station observations were first aggregated
regionally in the REGNIE data set (‘REGionalisierte NIE-
derschlagshöhen’; Rauthe et al. (2013)). A Peak Over
Threshold (POT) method was applied to station data. The
used threshold is determined by the length of the time
series such that the threshold is restricted from including
more data than the number of years times 2.718. Subse-
quently, an exponential distribution was fitted to the
data. To avoid discontinuities in intensities, an adjust-
ment across different EDs was applied. The results are
regionalized using location as well as orographic infor-
mation (orographically modified variogram analysis,
detailed in Malitz and Ertel (2015)).

Uncertainties of the extreme value statistical evalua-
tion, including regionalization due to the spatial and tem-
poral variability of the heavy precipitation and the

resulting limited representativeness of the station values,
the long-term natural climate variability, the measure-
ment error and the limitations of the station-based
extreme value statistical approach, are expected. The
DWD provides the following tolerance limits 10% for 1 a
< RP < 5 a, 15% for 5 a < RP < 50 a and 20% for 5 a
< RP < 100 a.

The data set is available from the German Weather
Service (DWD) and provides RLs for RPs as of 1 a, 2 a,
3 a, 5 a, 10 a, 20 a, 30 a, 50 a and 100 a with an ED of
5, 10, 15, 20, 30, 45, 60, 90, 120, 180, 240, 360, 540, 720,
1080, 1440, 2880 and 4320 min over a 8.2 km times
8.2 km grid on German territory. KOSTRA was devel-
oped for practical applications such as urban drainage,
but has also been used in the peer-reviewed literature to
assess extreme events in climate models (Berg et al.,
2019; Ettrichrätz et al., 2023; Poschlod et al., 2021).

3 | METHODS

3.1 | Determination of extreme values

In general, two steps are required to apply extreme value
statistics: selecting the extremes and fitting an extreme
value distribution. Various procedures for event selection
and extreme value distributions are used in the literature.
As elaborated by Pendergrass (2018), deciding which defi-
nition of extreme precipitation to use is critical, especially
when communicating climate change information to
other sectors. As our work relates to the KOSTRA data
set and is intended to be close to the hydrological

FIGURE 1 Figure (a) shows the global warming (GW) levels in the four driving GCMs over time. GW is averaged over a running

window of 30 years and the reference of 0.46K for 1971–2000 is assumed similar to Teichmann et al. (2018). Figure (b) shows the study area

with the simulation domain (thick black line). The dots locate the DWD stations that have been recording hourly precipitation since 1995

and have a data coverage of at least 9 years from 1995 to 2005—the coloured station locations within the simulation domain are evaluated in

the study. The hatched area covers the German part of the domain and thus shows the part covered by both, the KOSTRA data set and the

simulation. GCM, global climate model. [Colour figure can be viewed at wileyonlinelibrary.com]
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application for Germany, the method is based on the Ger-
man DWA-A 531 guideline (DWA, 2012), which is the
basis for the KOSTRA-DWD-2010R data set:

1. For the selection of extremes, a partial series is gener-
ated. This is done over the selection of the e=2:72
times the number of analysed years' highest peak
values of individual rain events. Rain events are sepa-
rated from each other by a rain-free period that was
adapted to 24 h to save computational costs.

2. Second, a function is fitted to the data to provide a
relationship for the RL dependent on the RP. There-
fore, plotting positions of the events of the partial
series are derived using Equation (1), with L sample
size, M length of the time series in a and k running
index of the sorted samples (k=1 largest, k=L smal-
lest intensity). Then, an exponential function in the
logarithmic form of Equation (2) is fitted to the data
using a least square polynomial fit. The fit parameter
slope wp and offset up define the intensity distribution
for different RP.

RP kð Þ= L+0:2
k−0:4

M
L
: ð1Þ

RL RPð Þ=up+wp � lnRP: ð2Þ

The method is applied to time series from station data
and for the CP simulations for time series for each
ensemble member and at each grid point individually.
For the reference period, the analysis of the CP simula-
tion is conducted for the years 1971–2005, which is the
historical period of the driving GCMs. In addition, an
evaluation at the nearest neighbour cells to the station
location was performed on the CP simulation time slices
for the available measurement period, usually 1995 to
2005. In the projection period, consecutive 30-year run-
ning time slices were evaluated, starting from 2006 to
2035, ending with 2071–2100.

The ED of 1, 6, 12, 24 and 72 h is analysed, which
was evaluated by aggregating the hourly time series over
running windows of the respective length prior to the
event selection. In the reference period, the ED 2, 4,
9 and 48 h were also evaluated. In order to correct for
systematic underestimation of precipitation intensities
due to an equidistant sampling window for ED similar to
the sampling frequency, the suggested correction factors
from guideline DWA-A 531/KOSTRA were applied to
increase precipitation depth for small ED: correction fac-
tor 1.14, 1.07, 1.04 and 1.03 for the number of 1, 2, 3 and
4 measurement points per ED. In our case, an hourly

resolution of the simulation and the observation is avail-
able, which leads to corrections for ED ≤ 4 h.

3.2 | Climate change signal of extreme
precipitation

According to the IPCC report, the climate change signal
of extreme precipitation with GW is relatively indepen-
dent of the forcing scenario (IPCC, 2021). Therefore, we
evaluate changes in extreme precipitation with respect to
GW instead of time. This has the advantage of allowing
the comparison of models with different climate sensitivi-
ties, as in the present KIT-KLIWA ensemble. Moreover,
the analysis with respect to GW will facilitate compari-
sons with other modelling studies based on different
emission scenarios or considering different time periods.

To compare changes in precipitation intensity with
GW over different RP and ED, we make use of the con-
cept of relative climate change signal (or change factor
[CF]/uplifts) similar to Chan et al. (2022) to become more
independent of the absolute values that are subject to
model bias (Ho et al., 2012). We evaluated the CF for
every ensemble member individually according to
Equation (3) over the absolute change in precipitation
normalized by the simulation's value in the reference
period 1971–2005 (prhist). To derive a robust change sig-
nal, the CF is evaluated over the slope of a linear regres-
sion to the respective trajectory of precipitation intensity
over GW (Δpr in mm/(K global warming)). CFs are eval-
uated for the median of the grid points in the evaluation
domain (hatched area in Figure 1b), except for the spatial
analysis in Figure S7, where the procedure is applied to
the model output at each grid point individually.

CF RP,EDð Þ=1+
Δpr RP,EDð Þ
pr RP,EDð Þhist

: ð3Þ

4 | COMPARISON OF
SIMULATION AND OBSERVATION-
BASED DATA

4.1 | Comparison with station data

The observation of hourly precipitation intensity from
stations considered within this study ranges from 0 to
67 mm h−1. The largest fractional contribution is
expected for small intensities (I), with approximately
equal contribution for I≤1 mm h−1 (Figure 2a). With
increasing I, the fractional contribution declines. For
large I, scattering due to sparse data coverage is visible.

HUNDHAUSEN ET AL. 5
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Comparing those observation results to the fractional
contribution of intensities in the nearest grid point of the
2.8 km resolution CP simulation, the simulations repli-
cate the shape of the curve: a plateau from 0.01 to 1 mm
and a declining contribution for I>1 mm. However, there
is a systematic bias between the ensemble and the obser-
vations (Figure 2b). All ensemble members overestimate
the contribution of small intensities, with the largest
overestimation seen in HadGEM2-ES-C (solid red line)
and the most realistic representation for MPI-ESM-LR-C
(solid blue line). Medium intensities exceeding 0.9
(CNRM-CM5-C) or 1.2mm (MPI-ESM-LR-C, EC-EARTH-C
and HadGEM2-ES-C) are systematically underestimated by
the simulations. The maximum underestimation occurs
around 2mm precipitation, with the largest underestima-
tion in CNRM-CM5-C and again the best representation in
MPI-ESM-LR-C (Figure 2b). Observations and simulations
converge for higher values, generally with a slight overesti-
mation of extreme events exceeding 6–8mm (the range cor-
responds to the ensemble spread).

The coarser, convection-parametrizing simulations on
the 7 km grid show similar patterns of over- and underes-
timation of small to medium intensities as the 2.8 km
simulations, but the differences with respect to the obser-
vation are amplified and the overestimation for small I is
extended to larger intensities of 1.5–1.8mm, above which
the frequency of the respective intensity is underesti-
mated. This underestimation at higher I is also amplified,
with the maximum deviation occurring around I=3
mm. This underestimation persists even for the highest
intensities, and there is no full convergence between the
coarser simulations and the observations (Figure 2a).

Comparing the results, the CP simulations better rep-
resent the whole spectrum of precipitation intensities

than the coarser 7 km resolution simulations. The fea-
tures of the density distribution at high intensities are
especially more realistically reproduced on the CP scale.
However, a slight overestimation of the most extreme
events has to be expected using CPM. This finding holds
for a short temporal resolution of 1 h. For longer aggrega-
tion times, the CP simulations tend to systematically
overestimate the contribution of high intensities and
there is an increased bias compared to the coarser grid.
This was tested with aggregated station data as well as
using the gridded daily data set HYRAS (‘Hydrometeoro-
logical raster data’, cf. Rauthe et al., 2013, for HYRAS)
(Supporting Information in Figure S1). In the analysis,
data with different horizontal resolutions are compared.
As precipitation statistics are related to horizontal resolu-
tion, and especially short duration (convective) precipita-
tion extremes are shown to increase in intensity with
increasing resolution (Eggert et al., 2015), the shown
improvement of the high intensities from 7 to 2.8 km is
partly attributed to the finer grid resolution in the CPM.
As expected, the difference in the CPM compared to the
7 km simulation decreases when the comparison is made
on a common grid (see Supporting Information in
Figure S2 for a comparison on the common 7 km grid).
However, even when comparing on a common grid, the
improvement is reproduced for both, low and high inten-
sities. Therefore, we conclude that a further improvement
comes from the CPM and presumably a more realistic
representation of precipitation due to the explicit resolu-
tion of deep convection.

The statistically derived RLs from the time series of
the station data compared to the results of the CP simula-
tions at the respective grid points show the following
patterns (Figure 3):

FIGURE 2 The density distribution of fractional contributions in the historical period (1971–2005) of hourly rainfall from station

measurements and the according results in the nearest neighbour cell of 2.8 and 7 km simulation output is shown in (a). Coloured single lines

correspond to the single ensemble members. Figure (b) provides the differences between observation and simulations for the four ensemble

members. The 2.8 km resolution simulation is represented in thick lines and according to colour, the 7 km one is in dashed lines. The bin width for

both panels is 0.1 mm for the intensity range from 0 to 1 mm, aligned with the resolution of the station measurement. Bin width is 0.5 mm for the

intensity range from 1 to 10 mm and 5 mm for the intensity range from 10 to 100 mm. [Colour figure can be viewed at wileyonlinelibrary.com]
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• For different RPs: the CP simulations generally reproduce
the RLs derived from the station data within a deviation
of 4 mm for the three ensemble members MPI-ESM-
LR-C, EC-EARTH-C and HadGEM2-ES-C as shown for
the duration of 1 h (Figure 3a). The function RL (RP) has
a slightly steeper slope in all CP simulations leading to an
increasing overestimation of RL with increasing RP. Thus,
the differences are smallest for small RPs, and sub-yearly
results tend to be underestimated by EC-EARTH-C and
HadGEM2-ES-C (Figure 3c). The largest error is found for
CNRM-CM5-C, with an overestimation of up to 10 mm
for large RP.

• For different ED: taking the example of a 5-year RP and
evaluating different ED (Figure 3b,d), the overestimation
of RL is generally smallest for the shortest duration (1 h)
and increases with accumulation time. The trend is most
prominent for MPI-ESM-LR-C, where the overestimation
ranges from 2 to 22 mm. Only in HadGEM2-ES-C, the
described pattern is not visible. Here, the overestimation
is similar across all EDs, with approximately 3 mm.

4.2 | Comparison with aggregated
observations in KOSTRA

The aggregated rainfall hazard data set KOSTRA provides
gridded RLs covering Germany, illustrated by the hourly
10-year RL (RL10) in Figure 4a. RL10 ranges from 27 to
48 mm. Higher values are visible in the Black Forest and
the alpine foreland in the south, while flatter regions in
the north generally show a smaller RL10. An overview of

the geographical regions in Germany is provided in the
Supporting Information (Figure S3).

The ensemble median of RL10 of the CP simulations
during the reference period (1971–2005) ranges from
28 to 50 mm in the German part of the domain
(Figure 4b). There is no clear dependence on orographi-
cal structures within this domain for the ensemble
median. Same is true for the single ensemble members
(additional information in Figure S4). The ensemble
median shows a slight pattern of lower values in the cen-
tre of the domain, with RL slightly increasing towards
the north and south. Strong spatial patterns in the CP
results are detected only outside the evaluation domain
in the Alps. For longer ED, spatial patterns of extreme
precipitation associated with elevation become apparent
in the CP ensemble. For example, all ensemble members
reproduce higher daily RL10 in mountainous regions
such as the Black Forest compared to the flat surround-
ings. This pattern is slightly more pronounced in the CP
simulations than in observations, leading to an overesti-
mation of RL10 in these mountainous areas (additional
information in Figure S5).

The lack of spatial structures for short EDs is consis-
tent with the analysis of observational data, for example,
radar data in Lengfeld et al. (2019), who concluded that
the intensity of precipitation intensities of short com-
pared to longer durations is less dependent on orography.
Therefore, we attribute the lack of spatial patterns mainly
to uncertainty due to the relatively short time series
length compared to the RP of interest. We expect that
longer time series are needed or that using a regression
model, such as that used to derive the KOSTRA data set,

FIGURE 3 Median RLs in station observations and CP simulations at the nearest neighbour grid point for different RPs with fixed ED

of 1 h (a) and for different ED with fixed RP of 5 a (b). In the second row, the differences between simulations and observations for the

above are shown. CP, convection-permitting; ED, event duration; RL, return level; RP, return period. [Colour figure can be viewed at

wileyonlinelibrary.com]
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could improve the representation of the expected patterns
associated with orography, which likely explains the dif-
ferences with KOSTRA.

The differences between hourly RL10 in KOSTRA
and the CP ensemble lead to an underestimation of RL10
for areas with high KOSTRA values (Alpine foreland and
low mountain ridges in the southwest of the domain)
and a general overestimation in the north of the domain
(Figure 4c). Seemingly random spatial deviations
between CP and KOSTRA appear superimposed on this
pattern. Moreover, exceptionally high RL10 in KOSTRA
in the Alpine foreland stand out (lon ≈ 11�E, lat ≈
48�N). At this location, there is no orographic feature that
could explain a mechanism for such a strong local maxi-
mum, but it is assumed that an anomalous observed local
event has biased the statistics. This is thus an example of
how the method can depend on individual events even
for comparatively short RP (as in the example of 10 years)
and shows that the available, finite observation time
series do not always permit a robust estimate.

To complement the comparison, further extreme intensi-
ties with different RPs and EDs are analysed in KOSTRA
and the reference period (1971–2005) of the CP ensemble.
Based on the finding of random spatial deviations in the CP
results for short ED, we use the median of the grid point
results for the comparison. Both data sets are evaluated over
the shared part of the domain (hatched area in Figure 1).
The following patterns emerged from the comparison
(Figure 5), the values of the relative differences are provided
in Table S1 in the Supporting Information.

• For different RP, constant ED: two different regimes are
apparent. For ED < 24 h (small-scale or predominantly
convective events), the relative difference between CP
simulations and KOSTRA decreases (becomes more
negative) with increasing RP (Figure 5c). This behaviour
is determined by the underestimation of the slope of the

fitted function RL (RP), which tends to be too small for
the ensemble members MPI-ESM-LR-C and EC-
EARTH-C (Figure 5a). For HadGEM2-ES-C and CNRM-
CM5-C, the slope agrees well with KOSTRA, resulting in
a roughly constant absolute overestimation in the simula-
tions. Apart from ED = 1 h, the absolute differences
almost always increase with RP, except for further few
sub-daily events in EC-EARTH-C (see Supporting
Information: Figure S6).

• In the range of ED ≥ 24 h (large-scale events), the pat-
tern in the relative differences is reversed for all GCM:
the overestimation increases with RP.

• For different ED, constant RP: Generally, the differ-
ence between KOSTRA and CPM is smallest for
ED = 1 h, with negative values for the realizations
driven by MPI-ESM-LR and EC-EARTH. For ED < 24
h, the difference becomes larger with increasing ED,
leading to an increasing overestimation of RL pro-
jected by MPI-ESM-LR-C, EC-EARTH-C and CNRM-
CM5-C. No continuous increase is visible in the
HadGEM2-ES-C realization and partially in CNRM-
CM5-C for low RP.

• For ED ≥ 24 h, a reversal is again apparent. Overesti-
mation is largest for ED = 24 h and decreases with
higher aggregation times. For ED = 72 h, negative bias
is found in HadGEM2-ES-C for low RP. Exceptionally
large deviations between simulation and KOSTRA are
found for daily ED.

The deviation between the spatial median in KOS-
TRA and CPM ranges from −7% to 10% for hourly dura-
tion, excluding the outlier CNRM-CM5-C with
significantly higher deviations (up to 27%). For sub-daily
events with ED > 1 h, a positive bias/overestimation is
expected for the model (2%–23%, excluding CNRM-
CM5-C). Longer events (ED ≥ 24 h) show the largest
overestimation and variance with −2% to 27%

FIGURE 4 Spatial distribution of the return level with RP = 10 a, ED = 1 h in KOSTRA (a), the median of the ensemble results (b) and

the differences (KOSTRA subtracted from the simulations) (c). ED, event duration; RP, return period. [Colour figure can be viewed at

wileyonlinelibrary.com]
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deviation—excluding CNRM-CM5-C with up to 47%
overestimation.

The best agreement and no systematic over-/
underestimation compared to KOSTRA was found in
the ensemble for hourly ED and medium RP, which is
in this case around an RP of 10 a, which corresponds to
one third of the analysed time series length. Therefore,
hourly RL10 serves as an example for more detailed
analysis of the distribution in Figure 6. Both KOSTRA
and the four ensemble members exhibit a positive skew,
with the CP ensemble displaying more pronounced tail-
ing and larger values for the most extreme events. The
distribution of CP simulation results is generally
smoother than in KOSTRA. RLs derived from station
data are generally lower than KOSTRA or CP ensemble
results, with larger scattering, which is mainly attrib-
uted to shorter time series which increase uncertainty in
extreme value statistics.

4.3 | Implications

We conclude that there is adequate agreement between
CP ensemble and station measurement for hourly rainfall
intensities, with an added value in the CP simulations
beyond the mere higher resolution compared to coarser
simulations. Confidence in RLs in the CP simulations is
higher for short ED (hourly to sub-daily), as they are in
better agreement with the observations (station and KOS-
TRA). The mean bias is not necessarily smaller with short
RP. In general, there is an overestimation by the CP sim-
ulations, except for ED = 1 h. The positive skew of the

distribution of hourly RL10 is represented by the simula-
tions, but there is a greater magnitude of the largest pos-
sible extreme events. We find higher confidence in the
ensemble members driven by MPI-ESM-LR, EC-EARTH
and HadGEM2-ES. CNRM-CM5-C is likely to overesti-
mate extreme precipitation.

FIGURE 5 RLs in KOSTRA and CPM are shown in (a) for different RPs keeping ED constant with 1 h and in (b) for different EDs with

constant RP of 10 a. The relative differences in RLs for all analysed RPs and EDs are shown in (c) for the four ensemble members

separately—top left: MPI-ESM-LR-C, top right: CNRM-CM5-C, bottom left: EC-EARTH-C and bottom right: HadGEM2-ES-C. The values of

the relative differences are provided in the Supporting Information (Table S1). ED, event duration; RL, return level; RP, return period.

[Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 6 RLs for ED = 1 h and RP = 10 a in KOSTRA,

derived from the available station data and from the four ensemble

members in the CP ensemble for 1971–2005. The distribution is

evaluated over the German part of the model domain for KOSTRA

and CP simulations, and over all available stations within this

domain for station data. CP, convection-permitting; ED, event

duration; RL, return level; RP, return period. [Colour figure can be

viewed at wileyonlinelibrary.com]
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Our analysis implies that we have more confidence in
the simulated values that are similar to those in KOS-
TRA. However, it is important to consider the limitations
of this comparison. KOSTRA and the CP ensemble con-
sider different time periods. Moreover, also observational
data sets come with limitations in accurate, high-
resolution rainfall measurements, especially for intense
events accompanied by strong winds (e.g., Sieck
et al., 2007). Data retrieval and interpolation in complex
terrain is challenging due to sparse coverage of ground-
based measurements and radar limitations (e.g., Henn
et al., 2018). Systematic errors can be expected in the
observations, especially for short events and complex ter-
rain. Moreover, the large bias between the model and
KOSTRA associated with daily ED raises the question
whether this effect could originate from a discontinuity
in the data source in KOSTRA or is an impact of applied
corrections in KOSTRA. The bias compared to the simu-
lations is therefore treated here as a reference rather than
the ultimate truth. Based on these considerations, obser-
vation data was therefore not used for bias correction but
to account for systematic model errors; change signals of
percentage increase are derived in the following similar
to Chan et al. (2022).

5 | FUTURE DEVELOPMENT OF
HEAVY PRECIPITATION

The projection period 2006 to 2100 of the CP ensemble
covers GW levels from 1 to 5K, depending on the GCM

(Figure 1). The following patterns are derived from the
change signal in Figure 7:

• If ED is kept constant and RP is varied, the main
change is an increased slope with greater RP. The
shape of the curve (local maxima and minima)
remains independent of RP (Figure 7a), as expected
for the displayed values from the same underlying
extreme value fits. For the relative increase with GW,
approximated by a linear regression over the normal-
ized RL-GW curves, three out of four ensemble mem-
bers project an enhanced increase of RL with RP for
ED < 24 (Figure 7c). Only CNRM-CM5-C shows an
approximately constant CF for all RPs for ED = 1 h.
For large ED = 72 h, a reverse pattern is observed for
the majority of the ensemble members (MPI-ESM-
LR-C, EC-EARTH-C and HadGEM2-ES-C), where the
relative increase is larger for small RPs than for large
RPs. The apparent increase is small and ranges from
0.8 (MPI-ESM-LR and HadGEM2-ES) to 1.2 PPT
(EC-EARTH-C). There is no agreement on a common
trend in the projections at ED = 24 h and the change
signal is approximately constant, especially for EC-
EARTH-C and HadGEM2-ES-C.

• If RP is kept constant and ED is varied, the projected
increase is substantially affected, altering the shape of
the intensity trajectory with GW (Figure 7b). Different
local maxima and minima emerge. However, similari-
ties in the curves indicate that the same event appears
to be partially sampled at several EDs. The effect of ED
on the shape of the curve depends crucially on the

FIGURE 7 (a) Projected change compared to the reference period (1971–2005) for ED = 1 h and variable RP = 1, 5, 10, 20, 50 and 100 a

(with increasing transparency) for MPI-ESM-LR-C, EC-EARTH-C, CNRM-CM5-C and HadGEM2-ES-C (from top to bottom), (b) for RP = 10

a and variable ED = 1, 6, 12, 24 and 72 h (with increasing transparency). (c) Relative percentage increase of RL, normalized to the

corresponding value in the reference period 1971–2000. The increase is evaluated over a linear regression in the projection period—top left:

MPI, top right: CNRM-CM5-C, bottom left: EC-EARTH-C and bottom left: HadGEM2-ES-C. ED, event duration; RL, return level; RP, return

period. [Colour figure can be viewed at wileyonlinelibrary.com]
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ensemble member. In terms of the relative change sig-
nal (Figure 7c), increasing ED generally leads to
decreasing CF for DS < 24 h. Only CNRM-CM5-C
shows lower values for ED = 1 and thus no steady
decrease. For ED = 72 h, there is no common trend in
the ensemble. While in EC-EARTH-C and MPI-ESM-
LR-C, the pattern is continued and the smallest
increases are for ED = 72 h, CNRM-CM5-C and
HadGEM2-ES-C show similar or slightly higher mag-
nitudes for ED = 72 h compared to ED = 12 h.

The climate change signal is therefore expected to be
largest for short ED and long RP. The projected increase
in extreme precipitation per degree warming in this case
reaches up to 8.5% (EC-EARTH-C) or up to 5.9% and 6.1%
(MPI-ESM-LR-C and HadGEM2-ES-C). CNRM-CM5-C shows
a maximum change signal of 8.1% for sub-daily events,
which is well within the range of other models assigned
higher confidence due to better agreement with observa-
tions and similar future behaviour. The change signal is in
the range of the CC scaling. Super CC scaling is projected
by EC-EARTH-C and CNRM-CM5-C. Events with longer
EDs also increase with GW but to a lesser extent from
0.8% (MPI-ESM-LR-C) over 2.3% (EC-EARTH-C) to 4.3%
(HadGEM2-ES-C) for 3-day ED and large RP. CNRM-
CM5-C indicates that also for those long ED larger change
signals may be expected (up to 6.8%). Please refer to the
Supporting Information for an overview of all extracted
change signals (Table S2).

In summary, for sub-daily events, the change signal
increases with RP, whereas for large-scale multi-day
events (ED = 72 h), the change signal decreases with
RP. The highest climate change signals, ranging from 6%

to 9%, are associated with the shortest ED, falling within
the range of CC-scaling and partly super CC-scaling.

6 | UNCERTAINTY IN THE
CLIMATE CHANGE SIGNAL

Apart from identifying the major patterns of change in
extreme precipitation, the continuous assessment over
GW using a running 30-year window reveals the inherent
variance in the increase in extreme events, visible as local
minima and maxima in the trajectories of RLs over GW
(Figure 7a,b). This variance is approximated by the resid-
ual standard deviation of the linear fit, which is a mea-
sure of how well a linear relationship describes the future
development of RLs with GW. The residual standard
deviation ranges from 0.8 and 2 percentage points (PPT)
(10th to 90th percentile) for most RP-ED combinations
(Figure 8a). The highest residual standard deviations are
found for large EDs in MPI-ESM-LR-C, HadGEM2-ES-C
and CNRM-CM5-C. However, the magnitude differs for
the individual ensemble members. CNRM-CM5-C and
HadGEM2-ES-C reach maximum residual standard devi-
ation of 3.5 and 3.0 PPT for long ED and large RP, while
MPI-ESM-LR-C and EC-EARTH-C show maximum
values of 1.4 and 1.7 PPT for all tested configurations. For
ED > 6 h, all GCMs show an increasing residual standard
deviation with increasing RP. However, this pattern is
reversed for most ensemble members (MPI-ESM-LR-C,
CNRM-CM5-C and HadGEM2-ES-C) for ED = 1 h and
no consistent result is found for ED = 6 h. The derived
trends at large ED, as the apparent decreasing change sig-
nal with RP for ED = 72 h, are thus associated with

FIGURE 8 Different types of uncertainty in the climate change signal of extreme precipitation for different RP and ED. (a) The residual

standard deviation is calculated for the linear regression that was used to approximate the change signal of extreme precipitation with global

warming. (b) The ensemble spread corresponds to the range between the minimum and maximum ensemble member projections of the

relative change signal. (c) The spatial standard deviation is calculated over the increase at each grid point in the domain. For (a) and (c), the

sections in the graph correspond to the ensemble members, top: MPI-ESM-LR-C, right: EC-EARTH-C, bottom: CNRM-CM5-C and left:

HadGEM2-ES-C. ED, event duration; RP, return period. [Colour figure can be viewed at wileyonlinelibrary.com]
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greater uncertainty. These findings suggest that a linear
regression describes the trend better for short EDs and
less accurately for large ED and large RP. The availability
of a transient simulation allowed local minima and max-
ima in the climate change signal to be smoothed. The
analysis suggests that caution should be taken when
applying a linear assumption to the analysis of time slice
experiments, as significant stochastic errors can be
expected, in contrast to transient data series.

Further uncertainties arising from differences in
GCM formulation are expected and can be estimated
from the ensemble spread (Figure 8b). The ensemble
spread in the relative increase with GW depends mainly
on the ED and is between 2 and 3 PPT for the majority of
the EDs studied up to 24 h and is relatively independent
of RP for ED < 24 h. The spread is significantly higher
for ED = 72 h up to 6 PPT, mainly due to the exception-
ally low RL changes projected by MPI-ESM-LR-C. The
spread increases with RP for ED = 24 and 72 h. The rela-
tionship found indicates that the spread is particularly
pronounced for long events (72 h), which are thought to
depend on large-scale circulation patterns predetermined
by the GCM and propagated into the RCM domain.
Events of shorter duration, for which little spread is
found here, are likely to be mainly controlled by the
RCM, which is identical for all ensemble members in our
study.

In contrast, the spatial variance depends mainly on
the RP (Figure 8c). For all ED, it increases with RP up to
9 PPT (HadGEM2-ES-C), 10 PPT (MPI-ESM-LR-C,
CNRM-CM5-C) and 11 PPT (EC-EARTH-C) for RP = 100
a. MPI-ESM-LR-C tends to show higher variance for
shorter durations, while HadGEM2-ES-C shows the high-
est variance for longer durations of 12 and 24 h. For

CNRM-CM5-C and EC-EARTH-C, the maximum spatial
variance is centred around ED = 6 and 12 h. The magni-
tude of the spatial variance is similar for all ensemble
members. For large RP (approximately RP > 15 a), the
spatial variance is in the order of magnitude of
the change signal itself. The results highlight uncer-
tainties in estimating RLs from time series with a length
close to or smaller than the RP. This implies that the
robustness of a single grid point result is not given and
that information can be derived from the consideration
of multiple points only.

Analysis of the spatial patterns with respect to the cli-
mate change signal shows no dependence on the location
or orographic features (see Supporting Information:
Figure S7). Because of this stochastic nature, we treat the
spatial distribution of the individual grid point results as
an estimate of uncertainty. On exemplary examination of
the evolution of RL10 with ED = 1 h and RP = 10 a at
GWL2 and GWL3 in Figure 9, the main feature is a shift
of the distribution. All ensemble members project a posi-
tive shift of the median from historical, over GWL2 to
GWL3 (Table 1). The distribution is right-skewed—with
longer tailing towards higher RLs, indicating the possibil-
ity of local exceptionally high RLs. The skewness does
not show a clear climate change signal, remaining rela-
tively constant for the ensemble members EC-EARTH-C,
and HadGEM2-ES-C, slightly increasing for CNRM-
CM5-C, and decreasing for MPI-ESM-LR-C (Table 1).
The distribution widens for all ensemble members from
historical to GWL2 to GWL3, as indicated by the increase
in the interquartile range (Table 1). This effect is stron-
gest for CNRM-CM5-C (increase of 1.5 mm) and EC-
EARTH-C (increase of 1.2 mm) and less pronounced for
MPI-ESM-LR-C and HadGEM2-ES-C with 0.9 and

FIGURE 9 Distribution of 1 h RP10 over the evaluation area for GWL2 (a) and GWL3 (b). The distribution in white represents the

results from the reference period 1971–2005. RP, return period. [Colour figure can be viewed at wileyonlinelibrary.com]
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0.7 mm. The broadening of the distribution indicates that
extreme precipitation will become more variable in the
future. These patterns derived from RL10 are largely con-
sistent for events of further RPs and duration, and are
provided in the Supporting Information for RPs between
5 and 30 years in both hourly and daily EDs (Table S3).
The median increases consistently for all configurations.
The interquartile range shows an increase except for the
ensemble member MPI-ESM-LR-C for the daily ED in
GWL2. In general, the change in RP alone has little effect
on the observed patterns within the ensemble, but
amplifies the changes for the median and interquartile
range. The skewness shows no common projected pat-
terns even in further configurations.

In summary, sensitivity analysis provides evidence
that there is a substantial residual standard deviation
in the linear fit (5% confidence interval from 0.8 to
2 PPT) and that scatter in the climate change signal is
expected, especially for large-scale events. The ensem-
ble spread in the multi-GCM, single-RCM ensemble is
significantly smaller for small-scale events (2–3 PPT)
than for large-scale events (up to 6 PPT). Analysis of
the spatial distribution of the climate change signal
revealed a standard deviation in the order of magni-
tude of the climate change signal itself for large
RP. Further analysis of the spatial distribution shows
that the change in mean RL is accompanied by an
increase in variance.

7 | DISCUSSION AND
CONCLUSION

Based on the analysis of extreme precipitation in a tran-
sient CP climate ensemble over Germany, we compare
the results to observation-based extreme values, derive
climate change signals, and assess the uncertainties.
Three main conclusions were drawn:

• The CP simulations show a good coverage of the inten-
sity range observed in the station measurements in the

study area. Compared to the observations and
the observation-based data set KOSTRA, a better
agreement with the CP simulations is found for RLs
with short EDs. In general, the simulations overesti-
mate the RL for EDs longer than 1 h.

• The CP simulations project climate change signals of
extreme precipitation intensities of up to 6 or 8.5%
increase per K GW depending on the ensemble mem-
ber. Events with short duration and long RPs are
expected to change the most.

• Analysis of the uncertainty in the climate change sig-
nal revealed a substantial residual standard deviation
of the linear approximation. The model spread is sig-
nificantly smaller for short ED. The apparent spatial
uncertainty implies that estimates for long RP are only
possible for pooled spatial information. Furthermore,
the spatial variance is expected to increase with cli-
mate change.

The comparison of the CP ensemble with station data
shows the agreement of the hourly intensity range in
CPM and an added value in the fractional contribution of
precipitation intensities compared to conventional, con-
vection parameterized simulations (here 7 km). This
more realistic representation of rain events, especially of
short duration, is consistent with previous research (Ban
et al., 2014; Ban et al., 2020; Chan et al., 2014; Fosser
et al., 2015). However, also the tendency to overestimate
heavy rainfall in the present CPM is known from previ-
ous analyses (Fosser et al., 2015; Kendon et al., 2012) and
is supported by the data presented.

Spatial patterns of extreme precipitation associated
with orography are represented in the CP ensemble for
longer, daily durations. However, likely due to the rela-
tively short time series length, shorter (hourly) extremes
do not reflect spatial patterns without the application of
regionalization techniques. Our confidence in RLs from
CPM is higher for short (hourly to sub-daily) events than
for daily to multi-day events due to better agreement with
station data and KOSTRA. The mean absolute bias is
usually—but not necessarily—smaller for short RPs. The

TABLE 1 Statistics over the distribution of hourly 10-year RL sampled all grid points in the domain.

Median in mm Interquartile range in mm Skewness

Hist GWL2 GWL3 Hist GWL2 GWL3 Hist GWL2 GWL3

MPI-ESM-LR-C 33.5 37.4 39.2 4.7 5.5 5.6 0.68 0.52 0.38

EC-EARTH-C 32.4 35.7 38.6 4.7 5.7 6.2 0.32 0.29 0.33

CNRM-CM5-C 39.4 40.6 43.8 5.4 6.1 6.7 0.5 0.55 0.63

HadGEM2-ES-C 35.5 37.5 39.3 5.1 5.6 5.8 0.37 0.43 0.4

Abbreviation: RL, return level.
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relative mean bias generally decreases with RP for sub-
daily (except hourly) ED and increases for daily to multi-
day events. In general, RLs are overestimated by CPM.
An underestimation of the RL was only found for the
shortest evaluated ED of 1 h and high RP. We have
higher confidence in the three ensemble members driven
by MPI-ESM-LR, EC-EARTH and HadGEM2-ES, due to
a larger overestimation for the simulation driven by
CNRM-CM5. We expect a mean bias in the order of
±10% for hourly ED, up to 23% for sub-daily events with
ED> 1 h and up to 27% for daily and longer events in the
CP ensemble, excluding CNRM-CM5-C. The findings
complement previous comparisons of simulations with
KOSTRA or observations by Berg et al. (2019), Poschlod
et al. (2021), and Ban et al. (2020), who described increas-
ing overestimation with ED by the simulations but for
coarser resolution. As we assume a systematic bias in the
simulations and shortcomings in the observations, we
support the concept of climate CFs or uplifts (Chan
et al., 2022) for a more robust assessment of future
extreme precipitation.

There is agreement among the ensemble members
that extreme precipitation increases with GW on all time
scales considered. Figure 10 summarizes the main pat-
terns in the ensemble regarding the relative climate
change signal: For sub-daily events, the change signal
increases with RP. In contrast, for large-scale events
(ED = 72 h), the change signal is relatively constant or
decreases with RP. The strongest change signals are asso-
ciated with the shortest ED and tend to decrease with
larger ED for sub-daily events. For daily to multi-day
events, no consistent pattern could be derived. The

highest change signals are therefore associated with the
shortest ED (hourly) and large RP, where an increase of
6%–8.5% is projected, which is in the range of CC-scaling
to slightly super CC-scaling. This strongest increase of
extreme precipitation for short rainfall events is in agree-
ment with previous research (Ban et al., 2015; Ban
et al., 2020; Berg et al., 2019; Hodnebrog et al., 2019;
Lenderink et al., 2021; Rajczak & Schär, 2017).

The finding of a larger increase for more rare events
from hourly to daily duration is consistent with previous
findings based on RCMs (e.g., Ban et al., 2015; Helsen
et al., 2020; Li et al., 2019; Rajczak & Schär, 2017). For
very long, multi-day events, we could not identify an
increase in the change signal with RP. Ban et al. (2020)
observed a similar behaviour of 5-day events in winter
over the Alpine region. This behaviour of long events is
likely influenced by shifts in the large-scale circulation
patterns.

The sensitivity analysis showed that there is a sub-
stantial residual standard deviation for the linear fit of
the intensity trajectories over GW, especially for long
EDs. The ensemble spread is significantly smaller for
small-scale, sub-daily events (2–3 PPT) than for large-
scale, multi-day events (up to 6 PPT). This difference is
attributed to the influence of large-scale circulation pat-
terns on long events (Kautz et al., 2022) carried by the
GCM, while small-scale events depend more on the ther-
modynamic representation in the CP model. The spatial
distribution of the climate change signal was shown to
have a standard deviation in the range of the magnitude
of the change signal itself for large RP. This suggests that
robust estimates can only be derived from the

FIGURE 10 Schematic for the development of future intensity and duration curves. Changes are expressed in terms of relative CFs. The

dependency of those CFs Asmall=large and Bsmall=large on RP and duration is illustrated. The absolute values are not the subject of the diagram.

CF, change factor; RP, return period. [Colour figure can be viewed at wileyonlinelibrary.com]
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distribution of results or pooled spatial information.
Moreover, the width of this spatial distribution is found
to increase with GW, indicating an increasing variability
of extreme events.

Limitations of the study are that our conclusion is
based on CMIP5 simulations and only four ensemble
members and thus results potentially differ for other
CMIP-based ensembles. Comparing daily extremes of
annual RPs, Seneviratne and Hauser (2020) did not find
different climate change signals in CMIP6 compared to
CMIP5 in Central Europe. However, there are indications
of an added value of CMIP6 simulations, including a
better representation of blocking for some models
(Schiemann et al., 2020). Furthermore, our analysis is
limited to one RCM, which is suggested to largely deter-
mine the representation of short events. The uncertainty
in the change signal for small-scale events may not be
fully captured in the multi-GCM and single-RCM ensem-
ble used. A matrix of CMIP6 GCMs and RCMs, such as is
currently being targeted in the project NUKLEUS
(Actionable local climate information for Germany),
could be key to clarifying the robustness of trends in
future ensembles.

The study also highlighted uncertainties in the
methods used to estimate future extreme precipitation
statistics. The variability in the results of individual grid
points was discussed and is probably determined by short
time series and therefore limited occurrence of rare
events. Future investigations making use of the increas-
ing number of CP simulations available will show
whether the uncertainty can be reduced with additional
model data. In addition, spatial pooling approaches could
reduce uncertainty. For example, Chan et al. (2022) were
able to resolve spatial patterns of short events using a
regression model.

Overall, the study emphasizes that new products for
rainfall risk management are needed today for sustain-
able (future/long-term) planning and management of cli-
mate adaptation and gives an indication of which
thresholds are particularly sensitive to climate change,
namely short-duration and long RPs. Moreover, we found
an increased variability of future extreme precipitation.
This is expected to pose a challenge for the application as
the incorporation of uncertainty, also in impact model-
ling, may become more important. To avoid underesti-
mating the risk, more conservative approaches that
consider higher percentiles than the median may be
reasonable.

In addition, the study emphasizes the considerable
standard error associated with evaluating individual time
slices as it is common practice in CP downscaling. By uti-
lizing a transient projection and considering inherent
variance, we obtained a more robust CF. This highlights

the benefits of conducting long transient ensemble simu-
lations and underscores the necessity for such
simulations.
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