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Ultra-sensitive cryogenic calorimeters have become a favored technology with widespread
application where eV-scale energy resolutions are needed. In this article, we characterize the
performance of an X-ray magnetic microcalorimeter (MMC) using a 55Fe source. Employing an
optimum filter-based amplitude estimation and energy reconstruction, we demonstrate that an
unprecedented FWHM resolution of ∆EFWHM =

(
1.25± 0.17(stat)+0.05

−0.07(syst)
)
eV can be achieved.

We also derive the best possible resolution and discuss limiting factors affecting the measurement.
The analysis pipeline for the MMC data developed in this paper is furthermore an important step
for the realization of the proposed superfluid helium-based experiment DELight, which will search
for direct interaction of dark matter with masses below 100MeV/c2.

I. INTRODUCTION

Over the past decade, the field of cryogenic calorimetry
has significantly evolved, yielding detectors with eV-scale
energy thresholds and resolutions [1–5]. These detectors
have a wide range of applications across various scientific
fields due to their exceptional sensitivity to minute en-
ergy depositions. Some of their key applications include
X-, gamma-ray and mass spectroscopy [6–8], quantum in-
formation processing [9], neutrino research [10, 11], and
searches for dark matter (DM) particles. In particular,
the low energy threshold of cryogenic detectors allows
the investigation of DM parameter space which has been
inaccessible in the past, i.e., the parameter space of light
dark matter (LDM) candidates with masses notably be-
low the typical GeV- to TeV-scale of weakly interact-
ing massive particles (WIMPs) [12]. A breakthrough in
the energy resolution of cryogenic detectors was achieved
by the SuperCDMS collaboration in 2018, which reached
a resolution of 11 eV employing transition edge sensors
(TES) [13]. Nowadays, the best resolution for a cryogenic
detector-based experiment is reached by the CRESST
collaboration, with a baseline energy resolution of around
1.4 eV employing TES [14].

Among the many cryogenic detectors currently avail-
able, magnetic microcalorimeters (MMCs) are a partic-
ularly promising technology as they provide not only
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an outstanding energy resolution, but also a large dy-
namic range and an excellent linearity [1]. This work
presents the analysis based on the optimum filter (OF)
of the calibration data acquired using the MMC dis-
cussed in [15], which was optimized for the detection of
soft and tender X-rays. The presented analysis improves
the previous full-width half-maximum (FWHM) resolu-
tion of 1.8 eV obtained using a template fitting [16] to
∆EFWHM =

(
1.25± 0.17(stat)+0.05

−0.07(syst)
)
eV for X-rays of

energy 5.9 keV. The MMC remarkable performance sets
it apart as the top-performing energy-dispersive gram-
scale cryogenic detector, despite the limitation coming
from the thermal fluctuations of the experimental setup.

Since MMCs are also particularly suited for the de-
velopment of large-area detectors, the future superfluid
4He-based DELight experiment for direct search for LDM
will deploy this technology [17]. Although the expected
resolution will be lower than the one achieved for these
X-ray microcalorimeters because of the larger absorber
area, the analysis and processing framework developed
for this X-ray MMC lays the foundation for future data
processing and analysis in the context of DELight.

This paper is organized as follows. The MMC detector
is briefly described in Section II, followed by an overview
of the experimental setup and the detector operation in
Section III. Section IV details the analysis of the MMC
data leading to the final results. The main findings are
summarized in Section V.

ar
X

iv
:2

31
0.

08
51

2v
1 

 [
he

p-
ex

] 
 1

2 
O

ct
 2

02
3

mailto:francesco.toschi@kit.edu


2

II. MAGNETIC MICROCALORIMETER

The operation of an MMC involves the conversion of
an energy deposition δE into a variation in the mag-
netic flux. The interaction primarily occurs in an ab-
sorber which is thermally coupled to a paramagnetic
temperature sensor that is situated in a weak external
magnetic field. Upon energy deposition, the tempera-
ture of the sensor increases by δT = δE/Ctot, where
Ctot is the total heat capacity of the system. According
to Curie’s law, this leads to a change in magnetization
δM ∝ ∂M/∂T · δT , which causes a variation of the mag-
netic flux δΦ ∝ δM . A direct current superconducting
quantum interference device (dc-SQUID) converts this
small change in magnetic flux δΦ into a voltage change.

The data used in this work were acquired using the sec-
ond variant MMC prototype as described by M. Krantz
et al. in [15]. This MMC integrates the Ag:Er paramag-
netic temperature sensor directly into the dc-SQUID loop
to enhance the magnetic flux coupling and minimize the
influence of SQUID noise on the achievable energy reso-
lution [1]. The SQUID consists of two meander-shaped
coils, which are connected in parallel. One of these su-
perconducting coils forms the SQUID loop, interrupted
by two Josephson tunnel junctions, while the other coil
below it generates the necessary bias magnetic field. The
absorber is made of electroplated gold with dimensions
150 µm× 150 µm× 3 µm, providing absorption probabil-
ities of 98% for X-rays below 5 keV and around 50% up
to 10 keV. To minimize athermal phonon escape into the
substrate, the absorber is designed in a “tetrapod geom-
etry”, extending over the sensor. This increases the path
available for phonons to thermalize, while reducing the
volume with a direct line of sight to the sensor.

III. EXPERIMENTAL SETUP AND
OPERATION

The setup used to characterize the MMC was directly
mounted to the mixing chamber platform of a 3He/4He
dilution refrigerator which was operated at its base tem-
perature of about 7mK, without any active stabilization.
A schematic cross section view of the setup is shown in
Fig. 1. The MMC and its readout board were mounted
on a copper case enclosed by an aluminum cover that
works as a superconducting magnetic shield at the oper-
ational temperature. The Al cover features a small slit
which allows X-rays from a nearby calibration source to
reach the detector. As the presence of this opening hin-
ders the shielding potential of the cover, an additional
long Al shield is placed above it to reduce the leakage
of external magnetic fields. The slit is aligned with a
15 µm thick gold collimator placed right above the MMC
which avoids X-rays to hit the detector substrate, which
would lead to temperature fluctuations and spurious sig-
nals. The 55Fe X-ray source is mounted on a brass holder
and placed right above the extended Al shield, around

Brass holder55Fe source

Al magnetic
shield

Au collimator

Cu case

MMC
read-out board

Al cover

FIG. 1. Schematic view of the experimental setup for the
calibration of the MMC using a 55Fe source.

5 cm from the MMC.

The iron source is contained in a stainless steel case
with a 200 µm thick beryllium window. The 55Fe isotope
undergoes electron capture into 55Mn, leaving a vacancy
typically in the K-shell that is filled by an electron from
a higher energetic shell, producing a cascade of X-rays
and/or Auger electrons. Due to its low energy, the emit-
ted radiation coming from de-excitation into non-K shells
is blocked by the beryllium window. The highly ener-
getic X-rays that reach the MMC arise from the K-shell
vacancy being filled either by an L-shell electron, known
as Kα transition, or by an M-shell electron, Kβ transi-
tion. The Kα spectral line is further split due to the
LS-coupling of the electrons into Kα1 (2p3/2 → 1s1/2)
with an energy of 5.899 keV and natural width 2.47 eV,
and Kα2 (2p1/2 → 1s1/2) with an energy of 5.888 keV and
natural width 2.92 eV [18]. The Kβ , although affected as
well by the LS-coupling, does not present a similar fine-
structure splitting. Its X-ray energy distribution peaks
at 6.49 keV with a natural width of 2.97 eV. The en-
ergy spectrum of these characteristic X-rays is further
described in Section IVC.

The 55Fe source was used to calibrate the MMC de-
scribed in Section II. The voltage response of its coupled
dc-SQUID was read out by a custom-made multichan-
nel data acquisition (DAQ) system discussed in [19]. It
provided a maximum sampling rate of 125MHz with a
16-bit voltage resolution and an independent trigger for
each channel. The acquisition was triggered using a con-
stant fraction discriminator, as the signals are expected
to have different amplitudes but same rise time. The
high sampling rate of the DAQ allowed for a precise trig-
ger time, while the acquired data, known as traces, were
stored with a downsampling factor of 32 to reduce the
necessary disk space. With a total length of 32768 sam-
ples, a single trace has a duration of about 8.4ms with
the triggering time slightly after 1ms. For this reason
the baseline of each trace is obtained from the first 4000
samples (around 1ms). The calibration lasted around
50min and a subset of acquired traces is shown in Fig. 2.
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FIG. 2. Small subset of 50 traces from the 55Fe calibra-
tion run. A total of 48 overlapping black traces are from
X-rays interacting in the absorber and they are considered
good events. The remaining two traces correspond to X-rays
interacting directly in the paramagnetic sensor (magenta) and
pile-up of events in the absorber (dark blue). The first 4000
samples (gray selection) are used to determine the trace base-
line.

IV. DATA ANALYSIS

A. Event selection

A set of essential selection criteria is applied to the
data in order to discard pile-up events, traces acquired
during unstable conditions and events happening directly
in the sensor or its substrate (see Fig. 2). These consist
of selections of the signal rise-time, the mean value of the
entire trace, and a loose selection on the chi-square from
fitting a simple template to the trace in the time domain.
Additionally, to ensure detector stability, further criteria
are applied to the standard deviation of the baseline and
its offset, which comes from a linear fit. The level of the
baseline is an indicator for the temperature of the de-
tector right before an X-ray photon hits the sensor. To
study the effect of temperature variations, we therefore
consider an additional selection on the mean value of the
baseline, together with the aforementioned selections on
its standard deviation and offset. When applied, we refer
to the dataset as “tight selection” with an acceptance of
75% and characterized by a more stable detector tem-
perature. In case the selection is not applied, we refer to
it as “loose selection”.

B. Optimum filtering and energy reconstruction

To achieve the highest possible resolution, the energy is
reconstructed using an estimator based on the optimum
filter (OF) [20, 21]. This consists of a finite-impulse-
response filter which minimizes a χ2 value in the fre-

quency domain, ν. This value is defined as

χ2 =
∑
ν

[S(ν)− aA(ν)]
2

J(ν)
, (1)

where S(ν) is the signal, A(ν) is the finite-size signal
template, and J(ν) is the power spectrum density (PSD),
all in the frequency domain. The amplitude obtained by
minimizing χ2 is

a =

∑
ν S

∗(ν)A(ν)/J(ν)∑
ν |A(ν)|2/J(ν)

. (2)

The employed OF allows for the time shift of the signal
with respect to the template, possible by considering a
time delay t0 in the time domain signal A(t− t0), which
translates into a phase in frequency domain e−2πit0νA(ν).
The phase-shifted template is included in Eq. (2) and the
delay t0 that maximizes a is chosen, as it is possible to
show that it also minimizes χ2 [22].
The OF algorithm requires the PSD of the noise J(ν)

and the signal template A(ν), which are obtained via an
iterative process. Initially, a set of traces with similar
height is selected and averaged to obtain a simple tem-
plate of the signal. This is then matched to the traces in
the time domain through template fitting, and the result-
ing value of χ2

TF is employed as an additional selection.
In the absence of baseline data, the noise is computed by
subtracting the template from the traces. To eliminate
artifacts arising from the steeply rising edge, the noise
PSD is calculated using the average of the latter half of
each trace, which corresponds to approximately 4ms of
the falling edge. The obtained PSD is thus defined for
frequency bins ∆f twice the size required for the acquired
traces: the finer binning is recovered through linear in-
terpolation. The noise PSD is shown in Fig. 3.
The OF fit is applied to the traces using the simple

template described above and the interpolated PSD. The
resulting OF amplitudes show two distinct populations
corresponding to the Kα and Kβ lines. On average the
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FIG. 3. Amplitude of the template from the Kα energy
region (dark blue, left y-axis) and noise PSD (magenta, right
y-axis).
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FIG. 4. Typical raw trace (black solid) and template scaled
with the amplitude from an optimum filter-based fit (red
dashed). The bottom panels shows the residuals, defined as
the difference between raw trace and scaled template.

former exhibits a reduced χ2 roughly 2% lower than the
latter. This difference can be attributed to the fact that
the simple template was produced using signals from Kα,
while slight variations in the signal shapes between the
two energy regions are observed. Distinct templates are
thus defined for each population by averaging the traces
chosen from the Kα and Kβ lines. The traces are then
processed using both templates and the same PSD, re-
sulting in two different filters OFα and OFβ . The max-
imum relative difference between the amplitudes yielded
by them remains below 4 × 10−5, an effect that is ne-
glected for the estimation of systematic uncertainties. A
similar difference is obtained when comparing the tem-
plates derived from traces selected using the loose and
tight selections. No trace showed a preference for a non-
null time shift, excluding jitter effects of the order of the
time bin of 256 ns. The Kα and Kβ templates obtained
from the loose selection are used in the following. An ex-
ample of a typical raw trace with the OF-matched signal
is shown in Fig. 4.

Over the course of the calibration, the OF amplitudes
steadily decreased by 0.04%, as shown in Fig. 5. While
the exact nature of this effect remains uncertain, it is
likely attributed to a temperature drift either of the de-
tector itself or of the associated electronics outside the
cryostat. The amplitude decrease is well described by a
first-order polynomial, which is fitted to both the OFα

and OFβ amplitudes of the Kα line. The obtained lin-
ear relations are used to scale the OF amplitudes and
account for their time-dependence. For the rest of this
work, “cOF” amplitudes indicates the corrected ampli-
tudes coming from OFα when considering Kα events,
and from OFβ when considering Kβ events. Efforts were
made to incorporate temperature information from the
baseline mean by implementing a two-dimensional cor-
rection including both baseline mean and time, but with
no improvement compared to the time-only correction.

C. Event spectrum and energy resolution

The spectral shape of the characteristic X-rays from
Kα and Kβ lines of 55Fe was studied in detail in [18, 23].
They are described as the superposition of Voigt distri-
butions V (x), consisting of a Lorentzian with central en-
ergy E0 and natural width Γ which is convoluted with
a Gaussian detector response of variance σ2

E . This vari-
ance is correlated to the energy resolution of the detec-
tor, defined as the full-width half-maximum (FWHM)

∆EFWHM = 2
√
2 ln 2σE . Each Voigt distribution is mul-

tiplied by an error function Φ (x) modeling the remaining
contribution of the athermal phonons escaping into the
substrate of the MMC before thermalizing, leading to
a partial energy loss. The probability density function
(pdf) for the spectral lines is thus defined as

f esc
α/β (E |σE , εesc) =

α/β∑
i

kiV
(
E |E(i)

0 ,Γ(i), σE

)
(3)

×Φ
(
εesc

(
E − E

(i)
0

))
, (4)

where ki is the relative intensity of the different con-
tributions and εesc describes the impact of the escaping
phonons. The values describing the natural shape of the
X-rays are taken from [18], where the Kα line is cor-
rected after private communication with the author, as
in [16]. Both the scenarios including the escaping loss
(f esc

α/β (E |σE , εesc)) and excluding it (fα/β (E |σE)) are

considered in this work and their pdfs are plotted in
Fig. 6. The calibration function correlating the cOF am-
plitude AcOF to the energy is described by a second-order
polynomial with no constant component:

E = p1 ·A2
cOF + p2 ·AcOF, (5)

as suggested by a fit of the amplitude peak positions.
The AcOF spectrum from the 55Fe calibration is fit-

ted only for its Kα component. This is accomplished
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FIG. 5. Distribution of the fine-splitting structure of the Kα

energy spectrum as a function of time. The red dashed line
indicates the time-dependent correction function.
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FIG. 6. Probability distribution function of Kα and Kβ

lines assuming an energy resolution of 2 eV. Both the model
including and excluding the impact of athermal phonons es-
caping the sensor are shown.

through the chi-square minimization for binned data,
where the chi-square value is referred to as χ2

α. This is
done both for the model including the athermal phonon
escape a · f esc

α (E |σE , εesc) and for the model excluding
it a · fα (E |σE), where a is the scaling factor. The min-
imization returns the best estimators of the free param-
eters a, σE , p1, p2 and, when included, εesc. The χ2

α is
minimized using the iminuit software tool [24]. Due to
the multidimensional and stochastic nature of the prob-
lem, different bin sizes and initial parameters are con-
sidered. This results in a distribution of best estima-
tors for four different configurations, differentiated by
the model used for the fit (including or excluding the
athermal phonon escape) and by the thermal fluctuation
selection (tight or loose). The energy spectrum in the
energy range of the Kβ line is reconstructed for each set
of estimated parameters under the assumption of non-
varying energy resolution and athermal phonon escape
contribution, when included. The chi-square in the Kβ

region, χ2
β , is used as an additional quality information

about the performance of the individual fitting results.

The value of χ2
α indicates the goodness-of-fit of the

considered model in the fit region, ie., Kα. The distri-
bution for the four different configurations is shown in
Fig. 7, where a quality criterion on the goodness-of-fit in
the Kβ region is applied by requiring χ2

β < 1.2. The in-
troduction of the factor modeling the escape of athermal
phonons does not improve the quality of the fit, while a
tighter selection on the temperature fluctuations clearly
does. Consequently, the performance of the detector is
evaluated considering the dataset with the tight selection
criterion applied and without including an escaping fac-
tor in the model. This mitigates the temperature fluc-
tuations that ultimately increase the measured energy
resolution σE .
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FIG. 7. Distribution of the χ2
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tight (right panel) selections on the temperature fluctuations.
Both model including the athermal phonon escape (magenta)
and excluding it (dark blue) are shown.
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FIG. 8. Energy resolution ∆EFWHM as from chi-square min-
imization and its statistical uncertainty as a function of the
corresponding χ2

α (black circles). The systematic uncertainty
is indicated by the blue shaded area. The best fit value with
the lowest χ2

α is reported as the MMC energy resolution and
it is indicated by the blue horizontal line.

The best-performing fit results are selected by requir-
ing χ2

α < 1.5 and χ2
β < 1.2. This selection returns a dis-

tribution of energy resolutions which is shown in Fig. 8
as a function of χ2

α. The value returning the minimum
χ2
α is considered the energy resolution with the statistical

uncertainty coming from the fit. The systematic uncer-
tainty is estimated by considering the highest and lowest
value of the FWHM in the selected population. The fi-
nal value is ∆EFWHM =

(
1.25± 0.17(stat)+0.05

−0.07(syst)
)
eV.

The large statistical uncertainty arises from the small
value of the energy resolution compared to the natu-
ral width of the Kα1 line of ∆Eα1 = 2.47 eV [18].
The fitted Kα and Kβ spectra are shown in Fig. 9 to-
gether with the their natural shapes, obtained by requir-
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ing ∆EFWHM = 0. When ignoring the impact of tem-
perature fluctuations and including the escaping ather-
mal phonon component, the energy resolution increases
to ∆EFWHM =

(
1.35± 0.15(stat)+0.03

−0.09(syst)
)
eV. This is

the most conservative scenario for the energy resolution,
which should be considered to have this as upper value,
although this scenario is disfavored by the fit results when
comparing the models with and without athermal escap-
ing contribution. The energy resolution is compared to
the baseline resolution of the OF, given by:

∆EOF
FWHM = 2

√
2 ln 2

(∑
ν

|A(ν)|2

J(ν)

)−0.5

, (6)

where the factor |A(ν)|2/J(ν) is known as noise-
equivalent power [21]. This value corresponds to the ex-
pected resolution for a detector in thermal equilibrium
and it represents the best resolution attainable with the
OF given the noise condition of the detector. The base-
line resolution obtained using the information shown in
Fig. 3 corresponds to approximately 1.1 eV, confirming
the good performance of this analysis.

V. CONCLUSION

MMCs stand out as one of the most promising tech-
nologies within the fast-growing field of cryogenic detec-
tors, owing to their excellent energy resolution, large dy-
namic range and good linearity [1]. This work presented
the analysis of 55Fe calibration data acquired with the
MMC detector discussed in [15], directly integrating the
paramagnetic sensor into the dc-SQUID loop and im-
proving the calorimeter design. The amplitudes of the
acquired pulses are extracted using an optimum filter-
based algorithm and they are used to reconstruct the en-
ergy of the event. After applying quality selections and
a time-dependent correction, the obtained energy spec-
trum is fitted to the natural shape of the Kα spectral
line convoluted with a Gaussian energy resolution. The

calibration parameters obtained from the fit are used to
reconstruct the Kβ energy region of the spectrum and
its goodness-of-fit is used to validate the results. A
systematic study of this fit procedure returns a best-fit
resolution of ∆EFWHM =

(
1.25± 0.17(stat)+0.05

−0.07(syst)
)
eV,

which is to our knowledge the best resolving power ever
achieved with an energy-dispersive detector in this en-
ergy range. The analysis improves the resolution by 30%
upon the previous template fitting-based analysis [16].
Notably, the analysis also shows that the introduction of
a factor to account for the escape of athermal phonons
does not improve the final result. However, the energy
resolution deteriorates with a looser selection on the base-
line mean, which serves as a proxy for the temperature
of the detector. This suggests that the energy resolution
of the MMC is limited by the temperature fluctuations:
the calorimeter could potentially reach sub-eV resolution
with the implementation of a proper temperature sta-
bilization. In addition to presenting the world-leading
energy resolution achieved by the X-ray MMC, this pa-
per serves as the foundational work for the analysis and
processing framework of the MMC-based DELight dark
matter experiment.
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