
Biosensors and Bioelectronics: X 14 (2023) 100333

A
2
n

D
e
L
S
I

A

K
D
C
A
D

1

i
S
m
m
a
e
a
b
t
i
b
d
i
f

o
o
c
s
t
t
e
e
e

h
R

Contents lists available at ScienceDirect

Biosensors and Bioelectronics: X

journal homepage: www.journals.elsevier.com/biosensors-and-bioelectronics-x

ynamic dielectrophoretic cell manipulation is enabled by an innovative
lectronics platform
ourdes Albina Nirupa Julius, Henrik Scheidt, Gowri Krishnan, Moritz Becker, Omar Nassar,
arai M. Torres-Delgado, Dario Mager, Vlad Badilita, Jan G. Korvink ∗

nstitute of Microstructure Technology, Karlsruhe Institute of Technology, Hermann-von-Helmholtz-Platz 1, Eggenstein-Leopoldshafen, 76344, Germany

R T I C L E I N F O

eywords:
ielectrophoresis
ell/bacterium manipulation
rbitrary path control
eep learning

A B S T R A C T

We report on a portable dielectrophoresis manipulation platform, for the positioning and immobilization of
small dielectric objects, such as cells or microbes, using a circular array of up to six symmetrically arranged and
independently controllable micro-electrodes. The system’s micro-controller-instructed electronic drivers can be
operated in three distinct modes. We demonstrate the system’s function by actuating bacterial cells to specific
locations and orientations within a region of interest. Using a deep learning approach, we map voltage phase
combinations of the six electrodes to geometrical trap position locations, thereby facilitating smooth trajectory
planning.
. Introduction

H. Pohl et al. performed the first biological cell separation exper-
ment using dielectrophoresis (DEP) in 1966 (Pohl and Hawk, 1966).
ince then, it has become an indispensable tool to manipulate nano and
icron-sized biotic and abiotic particles in the fields of biotechnology,
edical diagnostics, and physics. Reducing the physical dimensions

t which the electric forces operate, enhances their effect, and also
ases their integration into lab-on-a-chip (LOC) and other micro total
nalysis systems (𝜇TAS). Currently, DEP is one of the major building
locks contributing to single cell handling in microfluidics. Compared
o other techniques used in handling single cells, such as hydrodynam-
cs, acoustics, mechanics, and optics, the electrical methods show a
etter selectivity. Moreover, due to its dependence on the cell’s intrinsic
ielectric properties, DEP is a more straightforward technique because
t does not require additional steps, such as labeling, as required by
luorescent and magnetic methods.

Electrokinetic movement of particles can be achieved using DC
r AC power, and by adjusting the amplitude, frequency, and phase
f signals applied at individual electrodes, different control modes of
ell kinematics can be realized. These modes include electrophore-
is, dielectrophoresis (DEP), electrorotation, and electrowetting. Elec-
rophoresis is most commonly used for the separation of charged par-
icles, such as DNA, RNA, and proteins, in the presence of a uniform
lectric field, by the application of a DC voltage across a pair of
lectrodes. In DEP, a polarizable particle in the presence of a uniform
lectric field aligns itself in the direction of the applied field due to

∗ Corresponding author.
E-mail address: jan.korvink@kit.edu (J.G. Korvink).

an induced electrostatic dipole, but the particle does not undergo any
migration. To achieve a lateral movement of the particle, a non-uniform
field is essential to create a net force (Çetin and Li, 2011). DEP is
widely used isolating and concentrating target cells and/or particles
from a mixed population. Other applications include the hybridization
of multiple protoplasts through electrofusion (Halfmann et al., 1983;
Yang et al., 2010). Electro-rotation is used to extract the dielectric
properties of particles and/or objects based on the angular velocity of
the particle at different frequencies of the applied field (Huang et al.,
2019; Trainito et al., 2019).

The voltages and frequencies used in DEP depend on whether the
process is electrode-based DEP (eDEP), or insulator-based DEP (iDEP).
The typical voltages used in eDEP are ranging from zero to tens of volts,
while iDEP is mostly operated at higher voltage ranges of 100 s of Volts.
The typical frequency ranges are from DC to 10MHz, although there are
groups reporting frequencies up to 50MHz, for better separation of dif-
ferent types of cell lines (Manczak et al., 2018; Ramirez-Murillo et al.,
2021). Park et al. (2009) used PCB-based electrodes that were separated
from the cell suspension using glass. This prevented contamination of
the electrodes and ensured the reuse of the PCB. Due to this non-contact
mode of measurement (as can be expected for any iDEP) this approach
required a high voltage supply (V𝑝𝑝 of 76V at a frequency of 1MHz)
for its operation.

Biochips using electric forces are attractive due to their ease of
manufacture using standard micro-fabrication processes. They are used
for the precise positioning of cells, and allow reversible cell capture
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and release (Han et al., 2013). The huge majority of such biochips
use relatively simple electrode systems (mostly two or four electrodes).
Additionally, researchers have exploited micro-fabrication opportuni-
ties to develop novel electrode geometries such as sharp electrode tips,
traps, and a combination of field lines and flow streamlines (Zhang
et al., 2019). However, the reports on off-chip components includ-
ing pumps, fluidic interconnects, and electronic control remain at a
rudimentary level. For instance, most of the work on DEP reported
in the literature relied on off-the-shelf signal generators to excite the
electrodes on the biochips. Although they are beneficial for rapid
testing, the number of output channels in standard signal generators is
limited to two, and hence the experimental setup becomes bulky when
the number of electrodes is increased.

Some of the reports on improving the electronics include complex
CMOS circuits, or present application-specific electronics, thus with
limited generality. Hunt et al. fabricated a CMOS integrated circuit
and demonstrated trapping and droplet manipulation by controlling
128 × 256 pixels individually by applying voltages and frequencies
n the range of 3V to 5V and 0MHz to 1.8MHz respectively (Hunt

et al., 2008; Issadore et al., 2010). Although such an integrated circuit
offers flexibility in the programmable control of the electrodes, it lacks
flexibility at integrating novel electrode designs required for custom ap-
plications (Manaresi et al., 2003). It is also not a cost-effective solution
and cannot be manufactured in an average laboratory. In other pre-
viously reported attempts of custom electronics, the source signal was
nevertheless powered by a function generator, and the custom electron-
ics was employed only for downstream processing, thereby requiring
two setups, one for signal generation, and the other for signal process-
ing (Braschler et al., 2008; Burgarella et al., 2013; RoyChaudhuri et al.,
2011). Other handheld electronic systems were limited by the applica-
tion or the range of applied voltages and frequencies (Jen and Chang,
2011; Qiao et al., 2011; Samanta et al., 2013). Jen and Chang (2011)
have built a hand-held rare cell enrichment device, which operated at
a V𝑝𝑝 of 16V at 600 kHz, generated by using a voltage-to-frequency
converter. This enrichment device used up to eight concentric elec-
trodes which were sequentially activated with the 600 kHz signal using
a micro-controller, and relays connected to each electrode. Samanta
et al. (2013) reported a DEP-based impedance sensor to detect bacteria.
In this device they generated the discrete frequencies in the range of
100Hz to 100 kHz using a high-Q band-pass filter acting on a rectangular
wave generated using an ATMEGA8 micro-controller. There have been
attempts to demonstrate bead trapping in a micro-well array using
a potential of 3.3V, which was wirelessly powered using an RFID
reader (Qiao et al., 2011). These examples show that reports on elec-
tronics for DEP applications are restricted to operate at a single voltage
and frequency, or have a selection of discrete frequencies. Recent DEP-
related literature shows a clear increase in the number of applications
that employ DEP (Sarno et al., 2021). This trend suggests that a re-
configurable electronics platform can aid not just the dielectrophoresis
community, but also attract new users across disciplines to the DEP
community. A toolkit similar to the eLoad platform for the centrifugal
microfluidics community (Delgado et al., 2018), by bringing along
an extensive electrical tool box, and simplifying its use by requiring
little programming and electrical hardware skills, would be greatly
beneficial.

In this report we introduce an Adaptable Dielectrophoresis Embedded
Platform Tool (ADEPT) which is a portable signal-generating electronic
toolbox aiming at DEP applications. The work bridges the gap between
application scientists (e.g., biologists, chemists, physicists) and electri-
cal engineers by introducing a portable, versatile, and universal signal
generating electronic toolbox, built using standard off-the-shelf elec-
tronic components. ADEPT can be applied to any application-defined
micro-electrode design, and is able to configure the desired electri-
cal output by activating micro-electrodes in different electrokinetic
modes, thus achieving advanced control with high usability from the
2

electronics point of view. A
The Materials and methods section introduces the electronics design
along with control software, the tools for electric field and trapping
position simulation, the deep learning algorithm for non-linear in-
terpolation of the position mapping, the fabrication process of the
chip with electrodes arranged in a circular configuration, and the cell
sample preparation and experimental setup. The Results and discussion
section presents a thorough characterization of the electronics, the field
simulation, and the cell manipulation experimental results. ADEPT is
configured to offer programmable control of the voltage level, and the
frequency and the relative phase applied independently to six individ-
ual electrodes. The V𝑝 voltage can be varied from 0V to 12V and the
requency can vary from 0MHz to 12MHz. These ranges of operation
re specific to the components selected for this project, which were
onsidered a good trade off between flexibility of operation, complexity
f external circuitry and programming required, accessibility and price.
onetheless, these values can be of course further extended with a
ifferent choice of components and hence do not pose a fundamental
imitation. The combination of voltages that need to be applied to
he electrodes to position the particle at a desired location in the
ield of view can be reasonably predicted using finite element field
imulations, and more efficiently using deep learning. The circular
onfiguration of the electrodes, and the high flexibility in parameter
election, opens up a plethora of manipulation possibilities such as
ositioning, manipulation, rotation around a desired axis, as well as
article concentration in a user-defined trap position.

. Materials and methods

.1. Electronics design

The flexible signal generation circuit presented in this work was
eveloped as a one-stop-shop electronics solution for eDEP applica-
ions. The capabilities of the ADEPT unit were demonstrated using

microfluidic chip, fabricated in-house, possessing six electrodes, as
eported in Section 2.5. The electronic design and layout files of ADEPT
ardware along with the software files can be found at the github link:
ttps://github.com/on6315/ADEPT_DEP_Module.git.The signal gener-
tor unit consists of four different modules, (I) a power supply, (II) a
ignal generation unit, (III) a switching unit, and (IV) a controller. Fig. 1
llustrates the schematic configurations of the board, which is powered
sing an off-the-shelf DC power adapter delivering 12V and 3A.
Module I. The board’s power supply module possesses voltage reg-

lators to provide the ±12V and +5V required for driving the opera-
ional amplifiers ICs (opamps) included on the board. Also, a voltage
egulator is supplemented to provide the +1.8V for powering the ref-
rence clock and the direct digital synthesizer (DDS) (AD9913, Analog
evices) ICs.
Module II. The signal generation module consists of six different

hannels to individually control the signal provided to each of the six
lectrodes integrated into the microfluidic chip. Each channel generates
our different modes of voltage signals: (i) a ground signal, (ii) a DC
ignal ranging from 0V to 5V, (iii) an AC signal with a variable 𝑉pp

amplitude amplification of 1V to 10V, and frequencies from 0MHz to
10MHz in steps of 0.058Hz, and a relative phase shift from 0 to 2 𝜋
with steps of 0.0001 rad, and (iv) a summation of two AC signals with
controllable amplitudes, frequencies and relative phase shifts with the
same ranges mentioned for the third mode (see Operation modes below).

Module III. The switching module serves as the board’s output ports
connected to the electrodes on the microfluidic chip. This module
includes six analog 4 × 1 multiplexers (MAX14753EUE+, Maxim Inte-
grated) to excite each electrode with one of the four modes mentioned
earlier. The chosen multiplexer is capable of operating at +5V on the
igital port and up to ±36V on the analog port. The multiplexer is
owered with ±12V to provide signals with amplitudes up to ±10V.

C signals with frequencies of up to 30MHz are supported.

https://github.com/on6315/ADEPT_DEP_Module.git
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Fig. 1. Schematic diagram of the DEP electronics of a single channel to control a single electrode integrated onto the microfluidic chip.
Module IV. The control module uses an Arduino Mega 2560 Micro-
ontroller Unit (MCU). The MCU is used to: (i) define the generated
ignal by programming the direct digital synthesizers (DDS) communi-
ated through the Serial Peripheral Interface (SPI), (ii) set signal ampli-
udes and offsets by programming a network of digital potentiometers
lso via SPI, and (iii) select the output modes by addressing the
ultiplexers’ selection pins with digital outputs of the micro-controller.
Operation modes. Now we explain the four different modes generated

y the board in detail. In the first mode, a ground signal is directly
oupled to the output port through the multiplexer. In the second
ode, the amplitude of the DC signal is determined using a high
recision operational amplifier (OPA4277, Texas Instruments) in an
nverting amplifier configuration. The amplifier is supplied with a
12V signal, and a 100 kΩ variable digital potentiometer (AD8400,
nalog Devices) is used as the feedback resistor to vary the amplifier’s
ain and consequently achieve a variable amplitude in the range of
.6V to 10V. In the third and fourth mode, the DDS is utilized to
enerate the AC signals. The DDS output signal’s frequency 𝑓out is

adjustable in the range of 0 to 100MHz with a resolution of 32 bits,
while the phase is set with a resolution of 14 bits. DDS ICs produce
the output frequency by accumulating phases in steps of the frequency
tuning word (FTW) at each clock pulse. The output frequency can be
calculated by 𝑓out = 𝑓c ⋅ FTW ⋅ 2−32, where 𝑓c is the frequency of the
lock. The reference clock (511JBA250M000BAG, Skyworks Solutions
nc.) provides 𝑓c = 250MHz in the low-voltage differential signaling
LVDS) standard to the DDS ICs. The phase data is then translated to
mplitude data through a lookup table. The final stage of the DDS IC
s a digital-to-analog-converter (DAC) that generates complementary
urrent output ranging from 0mA to 4.6mA. Determined with 50Ω, the

output signal ranges over 0V to 0.23V.
To apply an offset to the generated AC signal, a differential amplifier

ircuit is used to pre-amplify the signal with a fixed factor of 4, which
aises the V𝑝𝑝 amplitude of the output signal to 0.9V. The amplifier

used in this circuit is the high-speed, low power, low distortion voltage
feedback Operational Amplifier LM6171AIM from Texas Instruments,
with a unity-gain-bandwidth of 100MHz and a supported output range
up to ±18V. Thus, the chosen amplifier can boost signals up to 10MHz.
The output signal is then passed to an inverting amplifier circuit using
the same operational amplifier (LM6171AIM) with a 1 kΩ digital po-
tentiometer (AD8400, Analog Devices) to amplify the AC signal with a
gain 𝐴 ∈ (1, 20). A second inverting amplifier stage follows, to introduce
3

offset in the amplified sinusoidal signal that is controlled by another
digital potentiometer through the SPI interface.

In the fourth mode, the DDSs acts as a sinusoidal source signal with
adjustable frequency and phase, similar to the signal of the third op-
tion. Also, the following differential amplifier circuit and the inverting
amplifier circuit to control the amplitude are set up similarly to the
third mode for the introduction of an offset. The generated signal, and
the signal from the third mode, are then added up using a summing
amplifier circuit (opamp LM6171AIM, ±12V power supply) to generate
the output signal used for the fourth option. The transfer functions
of the last three operational modes are described by the following
equations:
Voltage 𝑉𝐷𝐶 :

𝑉𝐷𝐶 (𝑅4g) =
𝑅4g

𝑅4
⋅ (12 V), (1)

Voltage 𝑉𝐴𝐶1:

𝑉AC1(𝑓1, 𝜑1, 𝑅1g, 𝑅2g) =
𝑅1
𝑅1𝑔

⋅ 𝑉ACin1(𝑓1, 𝜑1) + 2 ⋅
𝑅2g

105𝛺 − 𝑅2g
⋅ (5 V), (2)

Voltage 𝑉𝐴𝐶2:

𝑉𝐴𝐶2(𝑓1, 𝑓2, 𝜑1, 𝜑2, 𝑅1𝑔 , 𝑅2𝑔 , 𝑅3𝑔) = −
𝑅3
𝑅3𝑔

⋅ 𝑉𝐴𝐶𝑖𝑛2(𝑓2, 𝜑2) + 𝑉𝐴𝐶1(𝑓1, 𝜑1).

(3)

2.2. Coding

The software to control the amplitude, frequency, phase, offset, and
the selection of the modes for each of the six electrodes consists of three
parts: (i) Graphical User Interface (GUI), (ii) Arduino control, and (iii)
back end C++ class file. The front end GUI (as seen in Fig. 2b or Fig. 6c)
is written in Python and communicates with the Arduino over a serial
port with a baud rate of 9600. The user can input phase combinations
or send a random phase pattern along with the desired frequency and
amplitude. Additionally, buttons to select different operations, such as
an electro-rotation, trapping the particle/cell in the center, and apply
a push-pull effect, are achieved by switching the frequency in the
nDEP/pDEP regime. The GUI also allows the user to draw, using the
mouse, an arbitrary path on a canvas that a particle or cell should
trace. Each location on the canvas is mapped to a phase combination



Biosensors and Bioelectronics: X 14 (2023) 100333L.A.N. Julius et al.
Fig. 2. ADEPT platform. (a) An electrode array is defined by UV photolithography on a microfluidic glass chip, featuring two fluidic ports, and a six-electrode interfacing pin
connector. The scale bar length is 5mm. (b) The chip, mounted on a transparent polymer platform, is wired to a micro-controller, which in turn connects via USB to a portable
computer with a graphical user interface. (c) The micro-controller embeds an Arduino platform and individual power management circuit drivers for the electrodes. The scale bar
length is 5 cm. (d) The chip platform conveniently slides into the optical path of a microscope to facilitate visual observation of the cell manipulation.
obtained through simulation, and verified experimentally. A click on
any location on the GUI canvas would also take the particle or cell
to the corresponding location on the microfluidic chip. The Arduino is
programmed to receive data from the GUI and send the corresponding
commands to the DEP electronic modules over SPI and through digital
outputs. The Arduino code calls different functions from the C++ class
to control the DDS (AD9913), the digital potentiometer (AD4800), and
the multiplexer (MAX14753).

2.3. Simulations

Mathematica
An interactive electrostatic finite element method (FEM) simulation

toolbox was written using NDSolve, a general numerical differential
equation solver in Mathematica (Wolfram Research, Inc., 2021). Dirich-
let boundary conditions for the voltages were applied at the sites of the
six electrodes.

COMSOL
COMSOL Multiphysics® (COMSOL AB, Sweden) was used to per-

form FEM simulations to both estimate the electric field distribution
(AC/DC Module), and to monitor the output positioning of a test
particle (Particle Tracking Module). A six-electrode circular geometry
was used for the time-domain simulations. The relative tolerances of
the simulations were set to 1 × 10−5. The electrodes were fed with
time-varying sinusoidal voltages with a fixed maximum amplitude of
10V, and a frequency of 100Hz. The phase difference between the six
electrodes determined the location of the particle trap.
4

Python simulation using COMSOL data
A COMSOL master file was generated to capture the electric field

(E𝑥, E𝑦) in the trapping zone by exciting one electrode with a V𝑝𝑝
amplitude of 10V at 100Hz at the onset. This file was then used
to compute the time varying field at each location in the trapping
zone for each of the six electrodes. The phase shift corresponding to
each electrode was also accounted for in the time varying field. The
field patterns of the individual electrodes were rotated depending on
their angle of rotation with respect to the first electrode. Finally, a
superposition operation is performed on the six field patterns generated
for each electrode independently for every time step, and the trap
location is identified as the location with the weakest field within
the trapping zone. This process of identifying the trap location was
repeated for several random phase combinations for the six electrodes
and the resulting trap positions were plotted using a Python Bokeh plot.
The advantage of the Bokeh plot is that, as the mouse point hovers over
the trapping zone in the plot, the phase combinations required are listed
as seen in Fig. 4b.

2.4. Neural network model

We utilized a deep neural network (DNN) to approximate the cell
position as a function of the electrodes’ phases, as they seem to inhibit
regions of both linear and non-linear correlations, which prevents
the use of simpler interpolation techniques. As a tool, Deep Learning
(DL) has demonstrated great success over various domains by end-to-
end learning, i.e., an algorithm learns, given only an input and the
target, to automatically detect correlations. DNNs are most commonly
implemented as stacked layers of artificial neurons, where the weight
of each neuron is updated (or learned) with backpropagation (Matias
et al., 2014) and gradient descent, to minimize a loss function on given
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training data. Regularization plays an important role to avoid over-
fitting of the NN, i.e., unwanted memorization of the training samples,
and bad generalization, and commonly used approaches are batch nor-
malization, dropout, and data augmentation. The usage of non-linear
activation functions, such as the rectified linear unit (ReLU) (Nair and
Hinton, 2010), with a sufficient number of processing layers (depth),
allows neural networks to approximate any arbitrary function between
inputs and targets. We refer to LeCun et al. (2015) for a more detailed
description of the entire DL idea.

Problem definition in terms of DL: We defined our simulation
ataset (from Section 3.2.) as  = {(𝐱, 𝐲)𝑖}

||

𝑖=1, where (𝐱, 𝐲)𝑖 is a pair
ncluding the input 𝐱 ∈ [0°, 360°] for 𝑛 phases, and the associated target
∈ [−50 μm, 50 μm] is given by the cell position (𝑥, 𝑦). We consid-

red a regression model 𝙵𝜽(⋅), represented by a multi-layer perceptron
MLP) with parameters 𝜽. The network parameters 𝜽 were learned
n a supervised manner using the database  in order to minimize

loss function  (e.g., the mean squared error (MSE)) between the
rediction �̂� = 𝙵𝜽(𝐱) and the target 𝐲. Implementation was done in
ython using the deep learning framework (PyTorch) (Paszke et al.,
019), and we utilized automated search algorithms to find the best
yperparameters and architecture properties using (ray tune) (Liaw
t al., 2018), a framework that allows neural architecture search and
utomated hyperparameter optimization (HPO). We manually selected
nd fine tuned our architecture and parameters starting from the best
onfiguration with respect to validation error given over 150 runs for
ifferent search spaces. Variables during HPO included the number of
ayers, neurons per layer, dropout, augmentation noise, different acti-
ation functions (including a periodic activation (Ziyin et al., 2020)),
oss functions, varying optimizers with learning rates and weight decay,
nd the batch size. The data was augmented during training via rotation
y multiples of 60°, and with additive uniform noise to both inputs and
argets. Each layer of the neural network contained a block consisting
f an fully-connected (FC) layer instance, the activation function, batch
ormalization and dropout.

.5. DEP microfluidic chip fabrication

The microfluidic chip was designed to have six 30 μm wide elec-
rodes arranged in a circular fashion enclosing an imaging area of
00 μm in diameter. A 500 μm thick 4-inch-wide MEMpax substrate
as coated with a Cr/Au (20 nm/60 nm) seed layer and subsequently
U-8 photoresist was patterned on the wafer using UV-lithography
EVG®620 EV Group) to define the electrodes. The exposed pattern
as electroplated with gold to a height of 5 μm and subsequently

he SU-8 mold was stripped off using an R3T plasma etcher. Finally,
he Cr/Au seed layer was etched out to form electrode patterns. The
icrofluidic channels were prepared by Xurography using a 75 μm

hick double sided Pressure Sensitive Adhesive (PSA) tape. The knife-
utter (CraftRobo Pro, Graphtec, USA) was used to cut the 150 μm
ide channels on the PSA. The inlet and outlet holes were cut on a
00 μm thick cover slip using a nanosecond laser (PIRANHA® ACSYS,
ermany). The laser was also used to cut holes in the 500 μm thick 4-

nch-wide MEMpax substrate to insert the pin headers after assembling
he microfluidic chip. The glass layer with the electrodes, the PSA
hannel layer, and the coverslip were stacked through lamination.
inally, 6 × 1 pin headers were soldered to the assembled chip to
onnect the electrodes to the DEP electronics unit via cables. The
abricated chip is shown in Fig. 2a.

.6. Sample preparation and experimental setup

Unicellular cyanobacteria of different species and shapes were used
n the study. This included rod shaped Thermosynechococcus elongatus
nd spherical Synechocystis sp. PCC 6803 cells. Additionally, yeast cells
ere also used in the study. The DEP buffer solution was made up
f 10mM TES buffer, 0.1mM CaCl , and 236mM sucrose at a pH
5

2

alue of 8. The cells were suspended in the DEP buffer solution. For
he initial experiments, 5 μL of cell suspension was dispensed on the
EP chip and sealed with a cover slip. The chip and the cover slip
ssembly was then sealed with parafilm oil to prevent evaporation
nd the generation of air bubbles. The imaging was performed using
40×/0.75 Nikon objective affixed to a Nikon Eclipse Microscope. The
ositional trapping experiments, after the application of different phase
ombinations, were performed on the DEP microchips with sealed
hannels. The imaging was performed using a Leitz (ERGOLUX 200)
icroscope fitted with an iDS camera (model UI-3060CP-C-HQ R2, IDS

maging Development Systems GmbH, Germany). The uEye Cockpit
IDS Imaging Development Systems GmbH, Germany) software was
sed to record the videos with a frame rate of 10.21 frames per second.
he experimental setup, along with the assembled and packaged DEP
lectronics unit, is shown in Fig. 2b-d.

.7. Image processing

A custom code was written in Python (Python Version 3.7.6
Van Rossum and Drake, 2009)) to process the acquired videos. The
mage frames corresponding to the cells trapped in the initial central
osition and the final position based on the applied input phase
ombinations were processed. The images were converted to gray scale,
Gaussian blur was subsequently applied, followed by automatic image

hresholding using Otsu’s method (Bangare et al., 2015). In order to
dentify the center of the imaging area for each recorded experimental
ideo, the tip of each electrode was found, and a circle was fit to these
oints. The center of the fitted circle was then taken as the origin of
he position calculations of the trapped cell/particle. To identify only
he electrodes in the image, an erosion operation was performed on
he thresholded image, followed by area thresholding to eliminate the
mall objects in the image, including the cells. Then the closest points
o the center of the image among the extreme points in each of the
ix electrodes were identified as the tips of each of the electrodes.
he thresholded image before erosion was then applied with area
hresholding to identify cell centroid positions. In order to compare
he cell positions, given the same input phase combination, between
he COMSOL simulation and the experimental results, the position of
he cells/particles extracted from the experimental results were rotated
o account for the electrodes’ orientations that arose during the imaging
rocess.

. Results and discussion

.1. Hardware characterization

The finalized printed circuit board is shown in Fig. 2c. The ADEPT-
enerated output signals were tested for different frequencies and load
esistances and are reported in this section. The time response of the
oard was also examined when switching between different voltage
evels. Fig. 3a demonstrates the transition in the peak to peak voltage
V𝑝𝑝) as the frequency of the output signal increased from 10Hz to
0MHz at different amplification factors (A) of the operational ampli-
ier, with the output port connected to an oscilloscope. As observed
n Fig. 3a, the output voltage V𝑝𝑝 is constant for frequencies up to
MHz and at higher frequencies the output voltage drops due to the
andwidth of the opamp in use. ADEPT can operate over such a wide
ange of frequencies without a voltage drop, and despite the voltage
rop of the signal beyond 2MHz, ADEPT can function effectively up to
frequency of 12MHz with a slight compromise on the moving speed of

he particle to the desired trap location. For typical DEP applications,
ignals with frequencies ranging from 100Hz to 10MHz are required,
nd hence, the developed board can satisfy the requirements of DEP
pplications . The frequency spectrum of the signal was measured at
he end of the amplifier stage. Fig. 3b shows a stacked 𝑦-axis plot of the
utput spectrum when ADEPT was programmed to synthesize different
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Fig. 3. Characterization plots of the DEP electronics unit. (a) The output peak-to-peak voltage (V𝑝𝑝) of the developed board, versus frequency in the operating range from 10Hz
to 30MHz, at different amplification factors (A). (b) Stacked plot of the frequency spectrum, from 100 kHz to 1.5MHz, at the output of the differential pre-amplifier when the DDS
chip was set to different frequencies to monitor for jitters. (c) The output voltage peak-to-peak amplitude at different load resistances connected to the board (1 kΩ–100 kΩ) for
discrete frequencies in the range of 100 kHz to 10MHz. (d) The measured settling curve of the output signal with the board operating in the DC mode. The output signal had a
settling time of around a few 10 s of μs when the voltage changed between levels with a voltage difference of 5V.
Fig. 4. (a) FEM based interactive toolbox coded using Mathematica. (b) Python based Bokeh plot which estimates trap locations using superposition on a single electrode field
pattern obtained using COMSOL simulation. The various phase combinations to trap a cell at the location pointed out by the arrow is listed in the GUI. (c) Computed surface and
arrow plots of the normalized electric field for phase combinations obtained by varying the phase of the electrodes in the range of 0° to 360°, using COMSOL. The black circle
represents the particle trap location within the experimental field of view.
frequencies between 100 kHz to 1.5MHz. The DC output signal switched
between different values. Fig. 3d demonstrates the change measured
using an oscilloscope when the output voltage changed from 0V to 5V.
At voltage levels with a difference of 5V, the output signal settled to
its final value after a few tens of μs with an overshoot of 0.8V.
6

Since the output signals were fed through the DEP buffer solution,
which possessed a relatively high resistance in the range of a few kΩ,
characterization on the effect of different load values was of great
interest. Fig. 3c shows the output voltage obtained for different values
of purely resistive loads connected to the board (1Ω–100 kΩ). The
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Fig. 5. (a) Schematic of the neural network map, listing the parameters used for hyperparameter optimization (HPO). (b) The probability density function of 122 test prediction
errors with Huber loss of the neural network model. (c) COMSOL phase combination for the 𝐺(5, 6) family of curves, and location mapping after applying 180◦ rotational symmetry.
The predictions of the neural network model are indicated by blue circles.
measurements were performed for discrete frequencies in the range of
100 kHz to 10MHz. At high load resistances the amplitude of the output
signal was relatively constant, but the voltage started to drop gradually
as the resistance decreased, demanding more current/power from the
system.

3.2. Simulation and deep learning

The trap location of the particle can be controlled in several ways:
either by varying the combination of the phases applied to each of
the six individual electrodes, or by controlling the magnitude of the
applied voltages and the physical position of the electrodes. In the
supplementary information (See Figure A1 and S4.gif), we demonstrate
that the voltage magnitude and the electrode position can be also used
for precise manipulation, which enables in principle the use of various
electrode topologies, depending on the application. In the present work,
we are using the phase combination for trap control. The frequency
used for trapping the cells (200 kHz) is in the negative DEP regime for
the cells and hence the cells experience a pull away from the electrodes.
The trap location is the position were the superposition of the net
electric field is minimum as shown in the simulations in Fig. 4a and
Fig. 4c. The different simulation approaches used in this work presented
in Section 2.3 are shown in Fig. 4. The FEM toolbox using Mathematica
(Fig. 4a) served as a quick interactive guide to visualize the field pattern
trends of the trap locations in a qualitative manner. Alternatively, the
phase combinations could be selected from the Bokeh plot (Fig. 4b).
The Bokeh plot was generated using a Python code that superposed
the fields generated by the six electrodes. The input for the Python
code was the field pattern generated by a single excited electrode
computed using COMSOL. The Python code subsequently performed
phase additions, generated a time dependent signal, performed rotation
7

of the field pattern based on the electrode orientation, and finally
identified the field minima after the superposition of the fields of the
six electrodes. The trap location from the various minimum points over
one period was identified as the location where the points were close
together. As evident from the simulations shown in the Bokeh plot
(Fig. 4b), the inner portion of the trapping region with radius less than
40 μm had the trap locations mapped to different phase combinations,
and also, multiple phase combinations could have the same trap loca-
tion. The outer regions of the Bokeh plot close to the electrodes showed
lesser mapping due to the strong field emanating from an electrode.

Compared to the previous two simulation approaches, which pro-
vide a quick approximate solution to the trap location, the COM-
SOL time-dependent study with particle tracking feature (presented
in Fig. 4c) offers more accurate prediction of the trap location. To
provide guidelines to the user for the selection of the phases, in order
to trap the particle/cell at the desired location, a trend map was
generated as shown in Fig. 5c. Fig. 5c is the map of the pool of trap
points obtained using simulations whose phase values are known. The
number of permutations to select six phases from 360◦ (steps of 1◦)
is large (≈ 2 × 10+15) and would lead to multiple combinations of the
phase resulting in the same 𝑥 and 𝑦 output points. The goal was to
identify the phase combinations to obtain reliable traps in the complete
trapping zone. Thus, to simplify the selection of the appropriate phase
angles, we started by picking the initial trap points from the Bokeh and
Mathematica tool box, and then vary the phase of certain electrodes to
observe the change in the trap location. We report three families of
curves (G(5,6) shown in Fig. 5c) as well as Figure A.2, and G(4,5) and
G(4) as seen in Figure A.2 which sufficiently cover the approximately
one-fourth of the 100 μm trapping zone. As the COMSOL simulations are
slow and resource-intensive (roughly 30 min per data point), additional
data points were included in the data pool by applying symmetry and
interpolation using a neural network model to cover the entire trapping

zone.
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Fig. 6. Cell experiments: (a) Electrorotation. (b) Push–pull effect. (c) Positional trapping of bacteria at arbitrary trapping location as drawn on the canvas of the GUI by the user.
The red contour shows the segmented cell whose position changes by changing the phase combination as indicated in the GUI. Voltage signals with an amplitude of 18 V𝑝𝑝, and
frequency 200Hz, were applied to the six electrodes.
The first family of phase combinations is G(5,6) = (0◦, 180◦, 180◦,
0◦, 𝜃5, 𝜃6), fixing the phases of the first four electrodes. As 𝜃5 is varied
from 70◦ to 180◦, the trap points move outward from the center of
the trapping zone, with an increasingly curved trajectory of points for
the 𝜃6 values from 0◦ to 180◦. The second set of phase combinations
G(4,5) = (0◦, 180◦, 180◦, 𝜃4, 𝜃5, 10◦) is obtained by varying 𝜃4 and 𝜃5
from 0◦ to 70◦ and 60◦ to 180◦, respectively. Increasing the 𝜃4 causes
the trap location to move anti-clockwise, while increasing 𝜃5 to 180◦

moves the trap location closer to the center. The third set of phase
combinations G(4) = (315◦, 0◦, 90◦, 𝜃4, 90◦, 0◦), causes a straight
line variation of the trap location as the phase of the fourth electrode
is varied from 0◦ to 45◦, outward from the center. The symmetrical
arrangement of the six electrodes in a circular fashion offers the possi-
bility to augment extra data points by performing rotation operations
(five times) with a step of 60◦. The plot in Fig. 5c shows the augmented
data points after performing 180◦ rotation operation, while the rest of
the data points are not shown in the plot.

In order to interpolate regions that are not identified by the time-
costly simulation, the neural network model was developed as dis-
cussed in Section 2.4. After training on 969 simulated and augmented
phase-position pairs, the model predicts the cell position given previ-
ously unseen electrode phases with a mean squared error of 0.27(106) μm
(also shown in Fig. 5b). Since the model was not specifically regularized
to reproduce our manually inferred patterns, but only to minimize
the loss between input and targets of the training data, the network
picked up the underlying concept. We show in Fig. 5c how interpolation
8

of missing data points approximates the assumed patterns (linear or
curved based on observation) of the different families of curves.

3.3. Cell experiments

The demonstration of various functionalities (i.e. electrorotation,
push–pull effect, and positional trap) offered by the DEP platform are
shown in Fig. 6. Electrorotation is widely used in label free single
cell diagnosis of malignant cells based on a cell’s membrane capaci-
tance and/or their dielectric properties. The torque generated by the
rotational electric field is proportional to the imaginary part of the
Clausius–Mossotti (CM) factor. The dielectric constant and the con-
ductivity of the bacterium were estimated from the electrorotation
spectrum, which is the rotational speed as a function of the applied
frequency. Fig. 6a shows the electrorotation of the rod-shaped Ther-
mosynechococcus elongatus at various time stamps when a frequency
of 100 kHz, and a 60° phase shift, was applied among the electrodes
(see supplementary video S1). The push–pull effect on the cell was
accomplished by trapping the cells with a particular location in the
imaging field of view and switching the frequency of one of the
electrodes between 200 kHz and 2MHz. The switching of the bacteria
from the trap location to the location close to the electrode took 0.3 s
after the application of the frequency. Supplementary video (S2) of the
push–pull experiments performed on spherical bacteria are provided.
This video captures the autofluorescent cells in the CY3 (Cyanine-3)
microscope fluorescence channel.
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Fig. 7. (a) The comparison of the (𝑥, 𝑦) coordinate points of the traps for simulation and experiments for different phase combinations. The results are shown for phase patterns
𝐺(5) = (0◦ , 180◦ , 180◦ , 0◦ , 𝜃5 , 180◦), where 𝜃5 is the varied from 0◦ to 300◦. (b) The comparison of the (𝑥, 𝑦) coordinate points of the traps for simulation and experiments for
different phase combinations. The results are shown for phase patterns 𝐺(6) = (0◦ , 180◦ , 180◦ , 0◦ , 180◦ , 𝜃6), where 𝜃6 is the varied from 0◦ to 300◦. (c) The scatter plot of the (𝑥, 𝑦)
coordinates of the trapped position when the phase combination of the electrodes was set to 𝐺 = (0◦ , 90◦ , 180◦ , 0◦ , 90◦ , 180◦) for 30 repetitions. Histograms indicate the 𝑥-axis and
𝑦-axis coordinates of the trap location.
Finally, we demonstrate trapping the cell/micro particle at different
locations within the trapping zone by varying the phase combinations
applied to the six electrodes arranged along the circumference. Fig. 6c
shows the GUI with the circular canvas depicting the 100 μm imaging
zone and the electrode locations and phases applied to each electrode.
The green points in the canvas are the look-up-table (LUT) trap loca-
tions whose phase combinations of the electrodes are experimentally
verified. The supplementary video S3 shows the user can draw the
desired trap locations (drawn as red points in the GUI) and these points
are then approximated to the nearest point in the LUT and highlighted
in blue sequentially as and when the corresponding phase combination
is applied to the electrodes. Fig. 6c shows the six locations defined
by the user to trap the cells. The bacteria are then moved to these
locations as shown in the snapshots taken from the supplementary
video (S3). Four of the six trap positions are shown in Fig. 6c. The
supplementary video (S3) was recorded when the six electrodes were
applied a frequency of 200 kHz and a voltage of 18 V𝑝𝑝 for different
phase combinations.

The experimental characterization of the trap positions and compar-
ison with the COMSOL simulations are shown in Fig. 7. The frequency
and the applied voltage used in these experiments were 200 kHz and
9 V𝑝𝑝, respectively. Fig. 7a and Fig. 7b show the trend in the 𝑥 and
𝑦 positions of the trapped cells in simulation and experiments for
two different families of phase combinations: 𝐺(5) = (0◦, 180◦, 180◦,
0◦, 𝜃5, 180◦) and 𝐺(6) = (0◦, 180◦, 180◦, 0◦, 180◦, 𝜃6) respectively,
where 𝜃5 and 𝜃6 are varied from 0◦ to 300◦. The plots show that the
trends of the 𝑥 and 𝑦-axis coordinates of the trapped cells in COMSOL
simulation (and the neural network which is not shown in the plots
as they follow the COMSOL simulations) and the experimental results
are similar. Supplementary Figure A3 shows the acquired images of
single cyanobacterium captured for 𝜃5 values of 180◦, 120◦, 90◦ 𝑎𝑛𝑑 10◦,
in the phase combination 𝐺(5) = (0◦, 180◦, 180◦, 0◦, 𝜃5, 180◦) reported
in Fig. 7a. However, the variation in the exact position for each
phase combinations could arise due to the difference in the simulation
9

parameters used to model a cell, compared to the actual parameters of
the cell. The repeatability of a trap position on application of a specific
phase pattern can be observed in Fig. 7c, which shows the variations in
the trap positions in the scatter plot as well as the distributions in the 𝑥
and 𝑦-axis coordinates of the trapped cells. The 𝑥 and 𝑦-axis coordinates
have a standard deviation of 1.5 μm and 2.3 μm respectively.

4. Conclusion and outlook

In this paper, we have introduced a portable and reconfigurable
electronics system (ADEPT) for eDEP applications. This system is capa-
ble of generating signals to control up to six electrodes simultaneously
with independent V𝑝𝑝 amplitudes in the range 0.1V to 20V, for fre-
quencies in the range 0MHz to 10MHz, phase in the range 0° to 360°
and offset in the range 0V to 5V, as desired by the user and/or
required by the application, and is fully compatible with typical optical
microscopes. This compact system with a dedicated graphical user
interface is easy to use and does not need a skilled person to operate.
We demonstrated the capabilities of the electronics system using a
six-electrode microfluidic chip loaded with spherical and rod-shaped
cells. Cell manipulation operations of electro-rotation, negative and
positive dielectrophoresis and positional trapping were demonstrated.
The graphical user interface allows the user to drag microorganisms or
particles along a trajectory by drawing the path in a canvas. Simula-
tion studies were employed to identify the trap locations for a phase
condition and further extended to neural network model to predict
the locations for a given arbitrary phase combination applied to the
electrodes. Further regularization during training the deep learning
model should support learning the patterns. Additional experiments
with encoder–decoder architectures indicated that the inverse problem
(from position to phases) could also be solved, thus allowing to predict
the original problem (phases to position) with the same model. The
established instrument opens up a plethora of applications by simply
connecting it to a chip with user-definable electrode designs, while
operating the chip in the light path of a suitable microscope.
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