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A data-driven modeling approach is presented to quantify the
influence of morphology on effective properties in nanostruc-
tured sodium vanadium phosphate Na3V2ðPO4Þ3/ carbon com-
posites (NVP/C), which are used as cathode material in sodium-
ion batteries. This approach is based on the combination of
advanced imaging techniques, experimental nanostructure
characterization and stochastic modeling of the 3D nano-
structure consisting of NVP, carbon and pores. By 3D imaging
and subsequent post-processing involving image segmentation,
the spatial distribution of NVP is resolved in 3D, and the spatial
distribution of carbon and pores is resolved in 2D. Based on this

information, a parametric stochastic model, specifically a Pluri-
Gaussian model, is calibrated to the 3D morphology of the
nanostructured NVP/C particles. Model validation is performed
by comparing the nanostructure of simulated NVP/C compo-
sites with image data in terms of morphological descriptors
which have not been used for model calibration. Finally, the
stochastic model is used for predictive simulation to quantify
the effect of varying the amount of carbon while keeping the
amount of NVP constant. The presented methodology opens
new possibilities for a ressource-efficient optimization of the
morphology of NVP/C particles by modeling and simulation.

Introduction

For energy storage in consumer electronics, electric vehicles
and stationary applications, lithium-ion batteries allowing for
high energy densities are the dominant technology nowadays.[1]

Due to the potential increase in the price of lithium, the toxicity
of cobalt required for the widely used active material
LiNi1� x� yMnxCoyO2 (NMC), and the limited supply of both,
lithium and cobalt,[2] alternative battery chemistries are ex-
plored. Among these alternatives, sodium-ion batteries[3] are
promising candidates. This requires the manufacturing of
appropriate electrode materials for an optimized performance
of these batteries.

A popular active material for cathodes in sodium-ion
batteries is Na3V2ðPO4Þ3 (NVP).[4] The main benefit of this
material arises from its high energy density, cycle stability, and
rate capability.[5] To obtain a sufficient conductivity of the
cathodes, NVP/carbon composite coatings are applied.[6–8] The

performance of the cell strongly depends on effective proper-
ties of the composite material at the nano-scale, which–in turn–
are influenced by the spatial distribution of the constituents of
this composite material. Optimizing these electrode materials
requires a comprehensive understanding of relationships
between parameters of the synthesis process, the morphology
of the composite material, and the corresponding effective
properties.

As shown in Ref. [9–13] for different electrode materials
used in lithium ion batteries, 3D imaging with a subsequent
analysis based on methods from spatial statistics and mathe-
matical morphology[14,15] is a powerful tool. It allows for
quantitatively studying the nanostructure and their depend-
ence on the synthesis process on the one hand and their
impact on effective properties on the other hand. However,
merely investigating experimental image data is limited due to
the effort of sample preparation, image acquisition and analysis.
This problem can be overcome by data-driven parametric
stochastic 3D structure modeling, where virtual structures are
generated that are statistically similar to the observed ones. By
varying the parameters of the stochastic model, virtual
structures can be simulated which exhibit different morpholog-
ical properties than the structures reconstructed based on
experimental imaging techniques. To mention two examples,
the impact of calendering on the morphology of graphite
anode electrodes[16] and structure-property-relationships of solid
oxide fuel cell anodes (SOFC) anodes[17] have been quantita-
tively explored with this methodology. Moreover, a stochastic
structure model has been developed to generate virtual, but
realistic nanostructured NMC particles[18] and has been used to
study process-structure-property relationships of the latter.

In the present paper, a stochastic 3D structure model for
nanoporous NVP/C active material particles is calibrated based
on image data aqcuired by focused ion beam (FIB) - scanning
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electron microscopy (SEM) tomography, FIB cross-sectioning,
transmission electron microscopy (TEM) and energy-dispersive
X-ray spectroscopy (EDX). A major challenge in electron micro-
scopy of composite electrodes is the porous nature of the
specimen which introduces imaging artefacts, e.g. shine-
through artefacts and brightness variations due to the edge
effect. This leads afterwards to a demanding analysis and
segmentation of the obtained images. To cope with those
difficulties an elaborate sample preparation, like embedding in
epoxy or silicone resins to fill the pore space and thereby
minimize imaging artefacts can be applied prior imaging[19] or
for instance algorithm-based segmentation approaches by
optical flow estimations are deployed.[20] Therefore, an embbed-
ing approach with a silicone resin is used to fill the pore space
and enhance contrast between the three phases, NVP, carbon
and pore space. Further, to fine tune the segmentation of the
detailed carbon and pore space additional high resolution SEM
(HR-SEM) images are used. For underpinning of the information
obtained by FIB-SEM and HR-SEM, further EDX and TEM
measurements were performed. Since the considered nano-
structure inside the active material particles consists of the
three phases NVP, carbon and pores, the two-phase model for
nanostructured NMC particles developed in[18] can not be
applied. For modeling the three-phase nanostructure, we use
the rather flexible Pluri-Gaussian model introduced in,[21] where
we present a methodological framework to consistently
combine the information from FIB-SEM and HR-SEM data. The
model presented in Ref. [21] has the advantage that the
parameters of the 3D model can be predicted based on 2D SEM
data. Note that the required assumption of spatial isotropy is
fulfilled in our case. The model is validated by means of
morphological descriptors that have not been used for model
calibration. Finally, the stochastic model is used for predictive
simulation in order to quantify the effect of varying the amount
of carbon while keeping the amount of NVP constant.

Materials and imaging

Synthesis of nanostructured NVP/C particles

For the synthesis of the NVP/C-composite material, NH4VO3,
NH4H2PO4;Na2CO3 in molar ration of 4 :6 : 3 were dissolved in
water at 73 �C. Lactose was added as carbon source with 18
mass %. The resulting solution was spray-dried with an inlet-
temperature of 210 �C and an outlet temperature of 112 �C.
The so obtained precursor were calcined under an argon
atmosphere. Hereby, the material was heated up to 450 �C with
a heating rate of 1 K/min. Then the material was heated up to
850 �C with a heating rate of 3 K/min and a subsequent dwell
time of 5 h. Finally, the cooling was done with a cooling rate of
5 K/min to room temperature. This pre-calcined powder was
ground in an agitator ball mill for 450 min at 3000 rpm with the
use of ZrO2-milling balls (� 0:2 mm) in an aqueous suspension.
Polyacrylic acid (PAA) (Mn =1800) and polyethylenglycol (PEG)
was added to the suspension and it was spray-dried with same
conditions. Finally, a second calcination step at 800 �C (dwell

time=5 h, heating rate=3 K/min, atmosphere=Ar=H2 (97 :3))
is done. Volume fractions of 0.556, 0.126, 0.318 are calculated
for NVP, carbon and pores, respectively, based on the following
values: specific pore volume of 0.162 cm3/g, carbon content of
10.5 wt%, a density of 2.88 g/cm3 for the synthesized NVP/C
composite, and a density of 3.16 g/cm3 for the pure NVP phase.

Sample preparation for electron imaging

To enhance the contrast between the electrode components
and the pore space during the imaging process, the pore space
was infiltrated with a silicone resin (ELASTOSIL® RT601 A/B,
Wacker Chemie AG, Germany). A small portion of the NVP/C
composite electrode material was immersed into the resin and
two vacuum steps were applied (5 min at 240 mbar, 5 min at
ambient pressure, followed by 30 min at 240 mbar). Afterwards,
the sample was removed from the resin and cured for 24 hours
at ambient conditions. Subsequently, the sample was em-
bedded in epoxy resin (EpoFix, Struers GmbH, Germany). The
embedded electrode sample was exposed using SiC abrasive
papers and the surface polished using diamond suspensions
(monocrystalline, 3 μm and 1 μm, Leco Corporation, USA) on
Nylon paper (Leco Corporation, USA). Finally, to avoid charging
effects during electron imaging the samples were sputtered
with an approx. 10 nm thick platinum layer.

FIB/SEM, TEM and EDX analysis

The FIB/SEM analysis was done with a Helios Nanolab 600
(Thermo Fisher Scientific Inc., USA) with a gallium ion beam
operated at 30 kV and beam currents chosen accordingly.
Protective platinum layers were deposited at the region of
interest via ion beam induced deposition (IBID) using meth-
ylcyclopentadienyl trimethyl platinum (C9H16Pt) as precursor
prior cross-sectioning and FIB/SEM tomography. FIB/SEM to-
mography of a single particle of the active material was
obtained using the “slice and view” software package (Thermo
Fisher Scientific Inc., USA). Electron image acquisition was done
at 3 kV and 86 pA using immersion mode and the through the
lens detector (TLD) operated in backscattering electron (BSE)
mode, electron images have a pixel size of 16:6� 16:6 nm2. For
each image a slice of 20 nm thickness was removed at the front,
200 of these slices were done. For further phase identification
and fine tuning of the segmentation algorithm, FIB/SEM cross-
sectioning and HR-SEM imaging was done on another particle
of the same active material. TLD BSE images were taken with
3 kV, 0.34 nA and a pixel size of 5� 5 nm2. In addition, a
lamella with an average thickness of 130 nm was prepared from
the same particle and transferred to a copper TEM grid using an
OmniProbe manipulation needle (Oxford Instruments plc, GB)
and platinum deposition via IBID. The TEM lamella was imaged
using a TEM JEM-1400 (JEOL Ltd., Japan) operated at 120 kV.
EDX mapping was done at the same lamella using a Quanta 3D
FEG (Thermo Fisher Scientific Inc., USA) operated at 20 kV and
23 nA equipped with a SDD Apollo XV detector using the
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Genesis 6.5 acquisition software package (both EDAX Inc.,
Germany). For the element mapping a size of 512� 400 pixel
was chosen, pixel size was 8� 8 nm2 and the dwell time was
200 ms with 64 measured frames. The results of EDX measure-
ments are provided as supplementary information, see Figure
S1. In accordance with the EDX analysis the grayscale values in
the SEM images can be allovcated as follows: high/bright
indicates NVP, medium/gray indicates filled pore space, low/
dark indicates the carbon domain.

Image segmentation

First, to segment the NVP phase in the image stack obtained by
FIB/SEM tomography (exemplary cross-section is shown in
Figure 2a), the area of the NVP/C composite particle in the
individual images is separated from its surroundings using the
software package Ilastik.[22] In short, a random forest classifier is
trained using a few hand-labelled voxel and thereby, the area
of the particle is separated from the rest of the image
(Figure 2b). Within this separated area a local Otsu threshold[23]

is applied with a radius of 0:5 mm. This procedure is performed
on each individual cross-section to compensate for brightness
variations within the image stack. Afterwards, a majority filter
using a 3� 3� 3 voxel neighborhood was applied on the
segmented image stack which leads to a smoothing between
subsequent slices of the stack.

Since the phase identfication between carbon and filled
pore space is not unambiguous in the image stack obtained by
FIB/SEM tomography, additional HR-SEM images of cross-
sections were taken into account. Firstly, a median filter using a
radius of 25 nm is applied for noise reduction and a local Otsu
threshold[23] is used with a radius of 0:25 mm for segmentation
of the NVP phase. In a second step, the complementary area of
the image is further subdivided into carbon and filled pore
space. Therefore, a 7� 7 Mexican hat filter[24] is applied to
enhance the contrast at the boundaries of the NVP phase to
reduce a missclassification of medium high grayscale values, a
usual problem in multi-phase image segmentation.[25] Finally, an
Otsu threshold[23] is applied with a radius of 0:25mm in this
complement followed by a majority filter with a radius of
25 nm. This segmentation procedure leads to a good agree-
ment between HR-SEM images and segmentation of the three
phases (Figure 3a and 3b).

Stochastic 3D modeling

The nanostructure consisting of the active material NVP, carbon
and pores is modeled by a Pluri-Gaussian model, i. e., by
excursion sets of Gaussian random fields.[14,26] Excursion sets of
Gaussian random fields are an appropriate model for the
morphology of electrode materials.[17,21,27,28] In the present paper,
we make use of the stochastic model described in Ref. [21]. The
model is briefly described in Section 3.1. Model calibration to
the image data, segmented as presented in Section 2.4., is
performed in Section 3.2.

Model description

We consider two motion invariant, i. e., stationary and isotropic,
Gaussian random fields X ¼ Xf ðuÞ : u 2 R3g and
Y ¼ Yf ðuÞ : u 2 R3g which are centered and standardized. The
latter means that the conditions EX uð Þ ¼ 0 and VarX uð Þ ¼ 1 for
the expectation and variance of the random variable X(u) are
fulfilled for each u 2 R3. Let 1X ; 1Y : R3 �R3 ! R denote the
covariance functions of X and Y, i. e., 1Xðu; vÞ ¼ Cov Xð ðuÞ; XðvÞÞ
for all u; v 2 R3 and analogous for Y. Note that by the motion
invariance of X and Y, the values of their covariance functions at
a pair ðu; vÞ 2 R3 �R3 only depend on the distance ju � vj for
all u; v 2 R3. Hence, with some abuse of notation, we write
1X hð Þ ¼ 1Xðu; vÞ and 1Y hð Þ ¼ 1Yðu; vÞ for any h 2 ½0;∞Þ, where
u; v 2 R3 are arbitrary with h ¼ ju � vj. By means of the
random fields X and Y, we define a third random field
Z ¼ Zf ðuÞ : u 2 R3g by Z uð Þ ¼

ffiffiffiffi
m
p

X uð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � m
p

Y uð Þ for
each u 2 R3 and some model parameter m 2 0; 1½ �: By
construction, Z is also a motion-invariant, centered and stand-
ardized Gaussian random field. It inherits these properties from
X and Y. Note that if m ¼ 0, the random field Z coincides with Y
and, thus, X and Z are independent. The closer the value of m is
to 1, the stronger is the correlation between X and Z and in the
extreme case m ¼ 1, the random fields X and Z coincide.

Based on the random fields X and Z, we construct random
sets X1;X2 and Ξ3, which denote NVP, carbon, and pores,
respectively. First, NVP is modeled as an excursion set of the
random field X, namely X1 ¼ fu 2 R

3 : XðuÞ � lXg for some
parameter lX 2 R: In a second step, the remaining space is
subdivided in carbon and pores with the random field Z. We
define X2 ¼ fu 2 R

3 : XðuÞ < lX ; ZðuÞ � lZg for some model
parameter lZ 2 R: The pore space X3 ¼ R

3nðX1 [ X2Þ is then
given by complement of NVP and carbon. The model is
uniquely determined by the two thresholds lX ; lZ , the cova-
riance functions 1X ;1Y of the underlying Gaussian random fields
X, Y, and the parameter m. By means of the two thresholds, the
volume fractions of the two phases can be controlled, while the
covariance functions strongly influence the shape of the phases.
In particular, the faster the covariance functions decay, the finer
is the morphology of the nanostructure in the model. The
parameter m controls the dependence between the random
fields X and Z and thus it influences the correlation between
the phases Ξ1 and Ξ2. For larger values of m, the accumulation
of Ξ2 around Ξ1 is stronger, i. e., more carbon is accumulated
close to the active material.

Model calibration

The model calibration is based on analytical relationships
between morphological descriptors which can be estimated
from image data on the one hand and the levels lX ; lZ , the
correlation functions 1X ; 1Y and the parameter m on the other
hand. In the present paper, model calibration differs from the
approach in[21] in the sense, that we use two different types of
image data with different resolutions. More precisely, we use
3D image data obtained by FIB-SEM tomography with a voxel
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size of 16 nm� 16 nm� 20 nm to fit the covariance function
1X which determines the shape of the NVP phase. For
calibrating the other parameters, which also require information
about the spatial distribution of carbon and the pore space, we
use the HR-SEM images with a pixel size of 5 nm� 5 nm.

From image data, we estimate the volume fractions and the
two-point coverage probability functions, see Section 3.1.6 in.[14]

The volume fraction 0 � ei � 1 of Ξi is defined by

ei ¼
1

n3 Wð Þ
E n3½ ðXi \WÞ�; (1)

for each 1 � i � 3, where ν3 denotes the three-dimensional
Lebesgue measure and W � R3 with 0 < n3 Wð Þ < ∞ is an
arbitrary sampling window. Note that in the case of stationarity,
which is assumed for the nanostructures considered in the
present paper, the definition of the volume fraction does not
depend on the choice of W. To estimate the volume fractions
from image data, we use the information from 3D FIB-SEM data
to determine an estimator be1 ¼ 0:5148 for the volume fraction
ɛ1 of NVP by voxel counting. As described in Section 2.4., carbon
can not be distinguished from the pore space in FIB-SEM data.
Thus, to estimate the volume fraction of carbon and pores, we
make use of the segmented HR-SEM images. Note that by voxel
counting, volume fractions of a three-phase material can be
estimated from cross-sections in an unbiased way, see
Section 10.2.2 in.[14] Doing so, we obtain the estimators
be2;2D ¼ 0:3328 and be3;2D ¼ 0:1461 for ɛ2 and ɛ3, respectively. For
consistency, it is required that be1 þ be2 þ be3 ¼ 1. Thus, based on
the 3D estimator for the volume fraction of NVP and the 2D
estimators for the volume fraction of carbon and porosity, we
define the final estimators be2 and be3 for ɛ2 and ɛ3 by

be2 ¼ ð1 � be1Þ
be2;2D

be2;2D þ be3;2D
(2)

and

be3 ¼ ð1 � be1Þ
be3;2D

be2;2D þ be3;2D
: (3)

This means that we complement the information from 3D
image data with the information regarding the ratio of volume
fraction of carbon and of porosity. Thereby, we obtain

be1 ¼ 0:5148;be2 ¼ 0:3372, and be3 ¼ 0:1480. The estimated vol-
ume fraction of NVP is in good accordance with the determined
value in Section 2.1. The slight underestimation can be
attributed to the fact that we consider a cutout from the inner
structure of an NVP/C particle and the volume fraction of NVP is
larger at the boundary, see Figure 1. The mismatch between
the estimated volume fractions of carbon and pores compared
to the values in Section 2.1. arises due to possible small
nanopores which are not resolved in the segmentation of HR-
SEM images as observed in TEM data, the visualization of which
is provided as supplementary information, see Figure S7. Thus,
when speaking about the carbon phase, we mean the carbon
phase including small nanopores. When discussing the influ-
ence of the volume fraction of carbon on the morphology of
NVP/C particles in Section 4.2., we provide a formula to
recompute the mere volume fraction of carbon based on the
volume fraction of carbon including the small nanopores. The
latter is reflected in be2:

In addition to the volume fractions of phase, we use the
two-point coverage probability functions Cij : ½0;∞Þ ! 0; 1½ �

defined by

Cij hð Þ ¼ Pðs 2 Xi; t 2 XjÞ; (4)

for 1 � i � j � 3 and each h � 0 where s; t 2 R3 such that
js � tj ¼ h. Note that due to the assumption of stationarity and
isotropy, the values of Cij hð Þ do not depend on the particular
choice of s and t. The two-point coverage probabilities indicate
spatial dependencies within the considered structure. If the
phases at locations having a distance h between each other are
independent, then

Cij hð Þ ¼ Pðs 2 XiÞPðt 2 XjÞ ¼ eiej; (5)

where the latter equality follows from Equation (6.34) in.[14]

Provided that Cij hð Þ � eiej, then it is more likely that a
predefined point belongs to the ith phase if there is another
point with distance h that belongs to the jth phase. An
analogous statement can be made if Cij hð Þ < eiej: For comput-
ing estimators bCij for the two-point coverage probability
functions Cij for all 1 � i � 3 from image data, we use the
algorithm described in Section 6.2 of[29] which is based on the
fast Fourier transformation. We estimate C11, i. e., the two-point
coverage probability function of NVP based on all FIB-SEM

Figure 1. BSE image of a cross-section of a NVP/C composite particle (a), area of the NVP/C particle extracted from the BSE image in white using the software
Ilastik (b) and the segmented NVP phase (white, c).
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cross-sections, while the other functions Cij with j � 2 are
estimated based on the HR-SEM images, for which a three-
phase segmentation is possible.

Based on this information contained in the volume fractions
and the two-point coverage probability functions, the model
parameters are estimated. First, the model parameter λX is
estimated using the relationship e1 ¼ P Xð ðuÞ � lXÞ; see Equa-

tion (6.157) in [14] i. e., the estimator blX for λX is given by

blX ¼ F� 1ð1 � be1Þ; (6)

where Φ denotes the probability distribution function of the
standard normal distribution. Furthermore, for all s; t 2 R, let
f2ðs; t;gÞ denote the bivariate probability density function of a
two-dimensional Gaussian random vector evaluated at ðs; tÞ,
where the marginal distributions are standard normal and the
correlation coefficient is � 1 � g � 1: With the estimator bC11 for
C11, we determine a non-parametric estimator b1X for 1X by
means of the relationship

C11 hð Þ ¼ e21 þ
1
2p

Z
1X hð Þ

0
f2ðlX ; lX ;gÞ dg; (7)

which is valid for each h > 0. Considering b1X , it turns out that

1X hð Þ ¼ expð� ðaXhÞ
2Þ (8)

is an appropriate model for the correlation function of the
random field X. The estimator baX for the parameter αX is
determined via the method of least squares.

For estimating the remaining parameters, we make use of
the following analytical relationships derived in,[21] where f tð Þ
denotes the density of the standard normal distribution
evaluated at t 2 R. The first, which reads as

e2 ¼

Z
lX

� ∞
f tð Þ 1 � F

lZ �
ffiffiffiffi
m
p

t
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � m
p

� �� �

dt; (9)

related the volume fraction of the carbon phase to the model
parameters λZ and m. The second and the third, given by

C22 hð Þ ¼
Z

lX

� ∞

Z
lX

� ∞
f2 s; t; 1X hð Þð Þ:::

Z ∞

lZ �
ffiffi
m
p

sffiffiffiffiffi
1� m
p

Z ∞

lZ �
ffiffi
m
p

tffiffiffiffiffi
1� m
p

f2 ~s;~t;1Y hð Þ
� �

d~sd~t ds dt
(10)

And

C12 hð Þ ¼
Z

lX

� ∞

Z ∞

lX

f2ðs; t;1XðhÞÞ 1 � F
lZ �

ffiffiffiffi
m
p

t
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � m
p

� �� �

dt (11)

for each h > 0, relate the covariance functions 1X and 1Y of the
random fields X and Y as well as the parameter m to the two-
point coverage probability functions C22 and C12. Then, we fix

the parameter m, and compute an estimator blZ for λZ by

Equation (9). Here we plug in blX , which is obtained by
Equation (6), for λX. In a further step, we plug in the estimators

blX ;
blZ and the non-parametric estimator b1X , computed by

means of Equation (7), into Equation (10). Doing so, a non-
parameteric estimator b1Y for 1Y is determined. Having estimated
all the parameters for each fixed m in the range of
0; 0:005; 0:010; 0:015; :::; 1; we plugin the obtained estimators
into Equation (11) and minimize the distance between the
right-hand side of Equation (11) and the estimator bC12

computed from image data. For numerical details of the
described computation of estimators, we refer to Section 3 in.[21]

Considering the final non-parameteric estimator b1Y , it is suitable
to assume

1Y hð Þ ¼ expð� ðaYhÞ
2Þ (12)

for each h > 0, where aY > 0 is a model parameter. As in the
case of αX, an estimator baY for αY is computed by the method of
least-squares. The values of the computed estimators are
provided in Table 1.

Results and discussion

In this section, the main results of stochastic 3D modeling of
nanostructured NVP/C-particles are discussed. First, we validate
the proposed stochastic 3D struture model in Section 4.2.
Second, in Section 4.2., the validated model is used for a
simulation-based prediction on how the amount of carbon
influences the morphology and thus effective properties of the
nanostructured active material particles.

Model validation

For validating the stochastic structure model, we simulate three
realizations of the calibrated model with the parameters shown
in Table 1 with a cubic voxel size of 16.6 nm3. The nano-
structures are realized within cubes of side length 4:98 mm.
Figure 2 shows a comparison between a segmented HR-SEM
image and a 2D cross-section of a model realization. Here one
can observe a good visual fit, which is quantitatively under-
pinned by comparing morphological descriptors.

For the quantitative validation, we consider the two-point
coverage probability functions introduced in Section 3.2. as well
as the 2D continuous phase size distributions.[30] The two-point
coverage probability functions are shown in Figure 3. The
functions are centered here, i. e., we show the functions
Cij hð Þ � eiej, such that all functions asymptotically tend to 0. It is
evident that we have a nearly perfect fit of the model with

Table 1. Model parameters estimated from tomographic 3D image data.

blX
blZ baX baY m

� 0.03371 � 0.4886 16.6 μm� 1 26.5 μm� 1 0.6
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respect to these descriptors. Even if these functions have been
used for model calibration, the good accordance can be
considered as model validation regarding the following two
aspects. First, Figure 3 (a) shows the consistency between FIB-
SEM images with a voxel size of 16 nm� 16 nm� 20 nm and
the SEM images with a pixel size of 5 nm. Recall from Section 3
that the correlation function 1X, which determines C11 is
estimated based on FIB-SEM data, while the Figure 3 (a)
compares C11 computed from model realizations with C11
estimated from the three HR-SEM images which are used to
quantify the spatial distribution of carbon and pores. Second,
the results shown in Figure 3 justify the particular choice of the
covariance functions 1X and 1Y given in Equations (8) and (12),
which both depend only on one model parameter. It is not

clear a priori that this choice allows to fit all two-point coverage
probability functions as well as it is shown in Figure 3.

Moreover, the 2D continuous phase size distribution of
model realizations and HR-SEM images are compared in
Figure 4. The 2D continuous phase size distribution
Y i : ½0;∞Þ ! 0; 1½ � of the phase Ξi, 1 � i � 3 is defined by

Y i hð Þ ¼
1

ein2 Wð Þ
E n2 ððX \WÞ � Dðo; hÞÞ � Dðo; hÞð Þ½ �; (13)

where W � R2 with two-dimensional Lebesgue measure n2 Wð Þ
and Dðo; hÞ denotes the disk centered at the origin o 2 R2 with
radius h > 0: In other words, the continuous phase size
distribution of Ξi at h > 0 is the volume fraction of the
morphological opening[31] of Ξi with a disk of radius h > 0 as

Figure 2. Comparison between greyscale image obtained by 2D SEM (a), the corresponding segmented image data (b) and a virtual nanostructure generated
by the stochastic 3D model (c). NVP, carbon, and pores are represented in yellow, red and blue, respectively.

Figure 3. Centered two-point coverage probability functions Cij ɛiɛj estimated from HR-SEM images and simulated data. The cases i= j=1 (a), i= j=2 (b),
i= j=3 (c), i=1 and j=2 (d), i=1 and j=3 (e) as well as i=2 and j=3 (f) are shown. Recall that represent NVP, carbon, and pores, respectively.
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structuring element, which is normalized by the volume fraction
of Ξi itself. Note that this opening can be considered as the
subset of Ξi which can be covered by a union of disks Dðo; hÞ;
where each disk is completely contained in Ξi. The continuous
phase size distribution carries the same information as the
granulometry function in mathematical morphology,[15,32] which
is a widely used descriptor measuring the size distribution of
complex structures. We estimate the continuous phase distribu-
tion at h > 0 from image data by estimating the volume
fraction of the morphological opening of Ξi with structuring
element Dðo; hÞ: Edge effects are avoided by means of minus-
sampling as described in Section 4.7.2 of.[14] Figure 4 shows that
the mean 2D continuous phase distribution of the HR-SEM
images shows a rather similar behavior than the 2D continuous
phase size distributions of the cross-sections of the simulated
data. In particular for NVP, the fit is good in the sense that the
mean curve computed from the HR-SEM images is completely
contained within the domain in which the curves computed
from the cross-sections of FIB-SEM data are located. Even if
slight deviations are observed for carbon and pores, the model
captures the continuous phase size distribution well. Note that
these results validate the choice of the stochastic structure
model described in Section 3.1. since continuous phase size
distributions have not been used for model calibration. Note
that a good fit of the two-point coverage distributions does not
necessarily imply a good fit with respect to the continuous
phase size distributions, see the discussion in Section 4.3 of.[21]

Predictive simulation: Varying the volume fraction of carbon

Having validated the stochastic model, it can be used for
predictive simulation of virtual, but realistic NVP/C electrodes
where the volume fraction of carbon is varied for a constant
NVP volume fraction of 0.5148, which has been estimated from
image data (Section 3.2.). Based on these virtual nanostructures,
effective transport properties, i. e., effective conductivity and
effective diffusivity of the three phases respectively, are
predicted for different volume fractions of carbon by means of
the empirical relationships derived in.[33,34] Recall from Section 2
that the volume fraction of carbon means the volume fraction
of carbon and nanopores within carbon that are not resolved in

the segmentation of HR-SEM data. Under the assumption that
computations in Section 2.1. correctly reflect the mere volume
fraction of carbon without nanopores, we propose the following
recomputation. The mere volume fraction of carbon in the
complement of NVP computed in Section 2.1. is 0.28, while –
due to possible nanopores that are not resolved in HR-SEM –
the same fraction obtained from HR-SEM data is 0.69 (Section
3.2.). The volume fraction of carbon without nanopores can
then be computed by multiplying the volume fractions of
carbon with small nanopores by 0:28=0:69 ¼ 0:41:

For this purpose, we keep all model parameters fix except
of λZ, which controls the volume fraction of carbon denoted by
ɛ2. We consider e2 2 f0:150; 0:175; :::; 0:400g. For a fixed value
of ɛ2, we plug-in ɛ2, λX, m into Equation (9). Due to the
monotonicity of the right-hand side in λZ, we can numerically
solve for λZ using the method of bisection. This means, that for
each predefined value of the volume fraction of carbon ɛ2, we
obtain the full set of model parameters, which can then be
used to generate virtual NVP/C nanostructures. We generate
three realizations for each e2 2 f0:150; 0:175; :::; 0:400g. Corre-
sponding 3D visualizations are represented in Figure 5. It is
important to note that these predictive simulations are based
on the simplifying assumption that varying the amount of
carbon does only influence the model parameter λZ. A
validation of this assumption would require further image data
of NVP/C particles synthesized with different amounts of
carbon. Under the same assumption, we also perform simu-
lations to generate virtual structures with an NVP volume
fraction of 0.6. This means that after changing λX accordingly,
we generate structures with the same covariance functions of
the underlying random fields. For the volume fraction of
carbon, we consider e2 2 f0:150; 0:175; :::; 0:350g, which en-
sures a porosity of at least 0.05.

For the virtual structures, morphological descriptors, which
are electrochemically important, such as the pairwise interface
area between the phases, mean geodesic tortuosity quantifying
the length of shortest transportation paths as well as
constrictivity which is a measure for botteleneck effects are
computed. In combination with the volume fractions, the latter
two descriptors are used to predict the effective transport
properties of the virtual structures. Recall that the volume

Figure 4. Comparison of 2D continuous phase size distributions between HR-SEM images and simulated data. The green curves represent the continuous
phase size distributions computed for each slice of the simulated 3D data. The blue dotted lines show the continuous phase size distributions of the three HR-
SEM images, the mean of which is represented in red. Results are shown for NVP (a), carbon (b) and pores (c).
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fractions of the three phases are adjusted by the parameters of
the stochastic model.

For estimating the interface areas from image data, we
exploit the algorithm presented in Ref. [35] to compute the
surface area of each phase. From this information, we can
compute the pairwise interface areas using Equation (3) of Ref.
[36] Figure 6a shows the pairwise interface areas per volume,
dependent on the volume fraction of carbon. For the interface
area per volume between NVP and carbon and between NVP
and pores, we can observe a linear increase and decrease,
respectively, for an increasing volume fraction of carbon. The
relationship between the interface area of carbon and pores
and the volume fraction of carbon, on the contrary, is not linear.
Keeping in mind that the volume fraction of NVP is fixed in our

simulations, the behavior shown in Figure 6a is reasonable. The
higher the carbon content is in the nanostructured particles,
the less pore space is there and thus the interface area per
volume between carbon and pores will have a maximum for
volume fraction of carbon about 0.25. Figure 6d shows the
interface areas per volume for NVP volume fractions of 0.6. The
qualitative behavior is the same, while the interface areas per
volume between NVP and carbon are increasing and the
interface areas of the other two pairs of phases are decreasing.
Moreover, the maximum of the interface area per volume
between carbon and pores is shifted to a carbon volume
fraction of 0.2.

Mean geodesic tortuosity denoted by tgeod of a phase is
defined as the quotient of the expected length of shortest

Figure 5. 3D rendering of virtual NVP/C nanostructures with 0.2 (a), 0.3 (b) and 0.4 (c) volume fraction of carbon (including small nanopores). The size of each
structure is 4:98mm� 4:98mm� 4:98mm: NVP is represented in yellow, carbon in red and pores in blue.

Figure 6. Influence of the volume fraction of carbon (including small nanopores) on the pairwise interface area per unit volume (a,d), mean geodesic
tortuosity (b,e), and the M-factor (c,f) predicted by Equation (15). The results are shown for NVP volume fractions of 0.5148 (a,b,c) and 0.6000 (d,e,f). Note that
the value of 0.5148 is estimated from image data. For mean geodesic tortuosity of pores and carbon, a comparison with a fitted percolation model (black
dotted line) is shown.

Wiley VCH Montag, 19.02.2024

2499 / 339201 [S. 8/12] 1

Batteries & Supercaps 2024, e202300409 (8 of 11) © 2024 The Authors. Batteries & Supercaps published by Wiley-VCH GmbH

Batteries & Supercaps
Research Article
doi.org/10.1002/batt.202300409

 25666223, 0, D
ow

nloaded from
 https://chem

istry-europe.onlinelibrary.w
iley.com

/doi/10.1002/batt.202300409 by K
arlsruher Institut F., W

iley O
nline L

ibrary on [21/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



paths through the considered phase, divided by the thickness
of the material.[34] Note that mean geodesic tortuosity is a
purely morphological descriptor. For an overview about differ-
ent notions of tortuosity, we refer to.[37–39] A formal definition of
mean geodesic tortuosity in the framework of random closed
sets can be found in.[40] Figures 6b and 6e show how mean
geodesic tortuosity of the three phases depends on the volume
fraction of carbon. As expected, mean geodesic tortuosity of a
phase correlates strongly with its volume fraction. The values
for NVP are low in both cases. The mean geodesic tortuosity of
the pore space, which gives information about the length of
shortest pathways for ions being transported through the
pores, is lower than the mean geodesic tortuosity of carbon
until the volume fraction of carbon is higher than the porosity.
The values of the pore space are strongly increasing with an
increasing volume fraction of carbon meaning that the pore
space is reduced. At some point there is the percolation
threshold of the pore space, at which the mean geodesic
tortuosity of the pore space tends to infinity. At these or higher
volume fractions of carbon, there are no pathways through the
pore space from one side to the other in the cube of side
length 4.98 μm. Additionally, we quantify the relationship
between volume fraction of a phase and its geodesic tortuosity
by means of regression analysis. We assume that mean
geodesic tortuosity tgeod can be expressed by

tgeod ¼ ðe � epÞ
g; (14)

for each e � ep � 0, where ɛp is the percolation threshold and
g 2 R: Based on the values for ɛ and tgeod, the parameters ɛp
and γ are estimated by nonlinear regression using the toolbox
cftool in Matlab. The fitted parameters are provided in Table 2.
With the fitted parameters, the relationship between volume
fraction and mean geodesic tortuosity can be well described,
see Figures 6b and 6e. The percolation thresholds ɛp are all
between 0.09 and 0.13. For pores and carbon, the scaling
exponents γ are slightly different but are not affected when
changing the NVP volume fraction from about 0.5 to 0.6.
Parametric functions of the form in Equation (14) are useful to
predict a wide range of morphological properties that are
related to percolation phenomena, see Chapter 9 in Ref. [41].
Interestingly, even if mean geodesic tortuosity is a purely
morphological descriptor, its dependence on volume fraction
can be described by a power law similar to the Bruggeman
relationship.

An important quantity determining the effective properties
of aggregated active material particles are the effective trans-

port properties, namely effective diffusivity and effective
conductivity, of the pore space, NVP and carbon, respectively.
The M-factor, see Section 5.2 in Ref. [39], is defined as the ratio
of effective and intrinsic diffusivity (and analogously conductiv-
ity). Together with constrictivity β, the information contained in
the volume fraction and mean geodesic tortuosity can be used
to predict the M-factor. Constrictivity β is a descriptor for the
strength of bottlenecks effects, given as squared ratio of the
width of the typical bottleneck obtained from simulated
mercury intrusion porosimetry over the median of the 3D
continuous phase size distribution, see Ref. [30,40] for details.
An empirically derived prediction bM for the M-factor[33] is given
by

bM ¼
e1:15 b0:35

t4:39geod
: (15)

Note that this prediction formula has been particularly
validated for nanostructured NMC particles by finite element
modeling in Ref. [18]. The predictions of M-factors are shown in
Figure 6c. When increasing the NVP volume fraction from 0.5 to
0.6, the corresponding predicted M-factor increases from 0.3 to
0.4. For the pore space and carbon, we observe an almost linear
decrease and increase, respectively, of the M-factor when
increasing the volume fraction of carbon. The M-factor becomes
0, when the percolation threshold is reached. This effect can be
observed for decreasing porosities and coincides with the
results obtained for mean geodesic tortuosity. Moreover, as
observed for mean geodesic tortuosity, the curves of M-factors
of pores and carbon intersect with each other around the point,
where the volume fractions of both phases are identical.

The M-factors of nanostructured active material particles
quantify the microstructure influence on effective conductivity
and effective diffusivity, respectively, in the three phases. M-
factors close to 1 mean that the microstructure has hardly a
limiting effect on these effective properties, while values close
to 0 indicate strong limitations.[34] The M-factors on the nano-
scale are crucial for the electrochemical performance of the
sodium-ion cells, as they significantly impact effective transport
properties on the micro-scale, i. e. effective properties of the
ensemble of active material particles surrounded by a binder-
additive phase. The effective properties on the micro-scale, in
turn, have an important impact on the electrochemical perform-
ance of the cell. A modeling framework allowing for simulating
the electrochemical performance of batteries with nanostruc-
tured cathode materials is given in[42] for lithium-ion batteries.
In particular, the influence of nanoporosity on the specific
capacity at different C-rates is discussed.

Conclusions

In the present paper, we have used stochastic 3D modeling to
generate virtual structures which are statistically similar to the
nanostructure of NVP/C particles used as active material for
sodium-ion batteries. Model calibration has been performed
based on image data. For this purpose, experimental data sets

Table 2. Fitted parameters ɛp and to describe the relationship between
volume fraction and mean geodesic tortuosity by means of Equation (14).

Phase Volume fraction of NVP ɛp γ

Pores 0.5 0.1237 � 0.1003

Pores 0.6 0.0997 � 0.1103

Carbon 0.5 0.1332 � 0.0763

Carbon 0.6 0.1276 � 0.0775
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have been obtained with FIB-SEM, high-resolution SEM, EDX
and TEM. While the morphology of NVP can be appropriately
reconstructed from FIB-SEM data, high-resolution SEM is
required to resolve the morphology of carbon and filled pores.
The Pluri-Gaussian model introduced in Ref. [21], is calibrated
using both, FIB-SEM and HR-SEM data. Here it is important to
note that statistical techniques are used which allow to
estimate these parameters of the 3D model, which concern the
spatial distribution of carbon and pores, merely based on 2D
SEM data. The good agreement between model and data in
terms of morphological descriptors which are not used for
model calibration validates the choice of the Pluri-Gaussian
model. Finally, the parameters of the stochastic model are
systematically varied for virtual scenario analysis. In particular,
the influence of the volume fraction of carbon on electrochemi-
cally important descriptors such as the area of interfaces per
unit volume and effective transport properties is quantitatively
investigated. These values are important input parameters for
modeling and simulation of effective properties of nanostruc-
tured NVP/C active material particles within the composite
electrode, which strongly influence the performance of the
battery.

Supplementary information

As supplementary information, results of EDX (Figure S1) and
TEM (Figure S2) measurements are visualized.
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