
Journal of Computational Physics 505 (2024) 112907

Contents lists available at ScienceDirect

Journal of Computational Physics

journal homepage: www.elsevier.com/locate/jcp

Multi-component electro-hydro-thermodynamic model with 

phase-field method. I. Dielectric

Haodong Zhang a,b, Fei Wang a,b,∗, Britta Nestler a,c

a Institute of Applied Materials-Microstructure Modelling and Simulation, Karlsruhe Institute of Technology (KIT), Strasse am Forum 7, Karlsruhe, 
76131, Germany
b Institute of Nanotechnology, Karlsruhe Institute of Technology (KIT), Hermann-von-Helmholtz-Platz 1, Eggenstein-Leopoldshafen, 76344, Germany
c Institute of Digital Materials Science, Karlsruhe University of Applied Sciences, Moltkestrasse 30, Karlsruhe, 76133, Germany

A R T I C L E I N F O A B S T R A C T

Keywords:

Electro-hydro-thermodynamic model

Phase-field method

Multicomponent

Phase separation

Phase diagram

We derive a multi-component electro-hydro-thermodynamic (EHTD) model for both leaky and 
perfect dielectric materials via the principle of energy dissipation. Differing from previous 
electro-hydrodynamic (EHD) models focusing on fluid mechanics, the electrochemical potential 
expression is revised and the electric field related term is added to the mass and momentum 
conservation equations. Resulting from this new correction, we obtain a generalized electro-

hydro-thermodynamic stress tensor including the effect of Kortweg and Maxwell stresses. We 
observe the magnificent impact of the electric field on the thermodynamic equilibrium of the 
system in two aspects: (i) phase diagram modified by the electric field; (ii) electric field induced 
surface tension decrease/increase. In addition, the proposed model is validated and shows well 
conformity with previous analytical solutions in literature. As exemplary applications, we perform 
phase-field simulations to study the ternary droplet coalescence and spinodal decomposition 
and observe several typical morphological transformations, such as satellite drop formation and 
Quincke rotation.

1. Introduction

The electrohydrodynamics (EHD) of fluid has been studied for decades and bred great amounts of contemplation to understand 
the fluid behavior affected by the electric field. The most fundamental study on dielectric materials is established on the pioneer 
and fundamental study of Taylor [1] and Melcher [2]. In this theoretical model, the droplet is slightly deformed by the uniform 
electric field and its equilibrium shape is highly correlated with its electrical properties, such as the permittivity 𝜀 and conductivity 
𝜎. Later, Feng [3] improved Taylor’s theory and derived the droplet deformation in the 2-dimensional case, which matches well 
with experiments. However, these predictions are strongly restricted by the limit of small deformation which is inapplicable to many 
industrial processes, such as the electrospinning & electrospraying process and electric field enhanced droplet coalescence. Numerical 
simulation can overcome these limitations by modeling the interplay of fluid flow, droplet deformation, and interfacial charges in a 
set of mathematical physical equations.

The milestones of the mathematical approach to EHD are well documented in the quintessential work of Stratton [4] and Sav-

ille [5], where the coupling of Navier-Stokes equations with Gauss’s law is derived. To solve the complex electro-hydrodynamics 
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of fluids, two popular models, namely, the sharp interface and the diffuse interface models, are profoundly applied. Belonging to 
the former group, the level-set method (LS) has been widely adopted for years to simulate the electric field enhanced droplet de-

formation [6], liquid fuel injection [7]. Another important approach is the volume-of-fluid (VOF) which assists in the investigation 
of droplet coalescence [8], bubble deformation [9], and droplet emulsification [10] inside the electric field. Other sharp interface 
models, such as the boundary integral method [11,12], front-tracking method [13], have also achieved a great number of accomplish-

ments in the droplet-matrix binary system. The great advantages of these sharp interface models are their high efficiency, robustness, 
and ease of implementation. However, these models suffer from mass conservation and implementation of surface tension force. For 
instance, the LS method has a mass conservation problem. Some intermediate algorithm steps are needed to smoothen the compo-

sition profile across the interface to preserve the mass [14]. For the VOF method, there is an unsettled knotty issue: the treatment 
of the interface and the resulting surface tension force. The most common approach is to assign a finite interface, rather than zero 
thickness. With a selected distribution function, the property changes across the interface are estimated. The calculation of the sur-

face tension force crucially relies on a smooth function that numerically allocates the force onto the finite thickness. This approach 
can lead to nonphysical interfacial spurious currents, which are eliminated by numerical algorithms to reconstruct the curvature and 
normal directions at the interface location [15].

In contrast to this, the diffuse interface methods show the power by modeling the interface as a diffused thick layer [16–18]. For 
instance, the phase-field method gains its popularity through the ingenious yet simple implementation of different fields for com-

plex physical scenarios [19]. First proposed by Lin and Carlson [20], the EHD phase-field model with Cahn-Hilliard-Navier-Stokes 
equations has been applied to simulate many electrohydrodynamic related processes, such as eletroprinting [21] and electropat-

terning [22,23]. In the Cahn-Hilliard (CH) approach, the droplet-matrix interface varies continuously from the equilibrium droplet 
composition to the equilibrium matrix composition. Especially, the composition profile 𝑐 across the interface is iterated towards 
the equilibrium which is defined by the uniform chemical potential 𝜇 and homogeneous Landau potential (also known as grand 
potential) inside the whole domain. Meanwhile, the surface tension force is more easily interpreted as −𝑐∇𝜇 [24,25] which eases 
the burden of calculating the curvature and normal direction. Besides, the Allen-Cahn type (AC) phase-field model is also reported 
in [26]. Compared with the CH model, this approach has a higher numerical efficiency but possesses an apparent drawback with 
respect to volume conservation. To preserve the volume, Ref. [26] neglected the curvature effect by canceling the curvature-related 
term in the chemical potential 𝜇. Obviously, this treatment is only valid for the single droplet setup where the fluid flow overwhelms 
the diffusion. For the droplet coalescence and liquid phase separation where interface curvature changes drastically with time, this 
AC model is incapable of resolving the correct dynamics.

In some literature, the surface tension force takes the formulation of 𝜇∇𝑐 which is the Legendre transformation of −𝑐∇𝜇. Both 
formulations are correct if the chemical free energy density 𝑓 is symmetric to the composition 𝑐 and the equilibrium chemical 
potential is 0 according to the far field condition. But for the system with an asymmetric 𝑓 , such as the polymeric fluid described 
by the Flory-Huggins theory [27,28], −𝑐∇𝜇 is the only adoption. In addition, the electric field can change the free energy into 
asymmetric with the electric energy of the matrix larger than the droplet. In contrast to the thermodynamic formulation −𝑐∇𝜇, 
the surface tension force has also been written as 𝛾𝐾𝛿 [29,30], where 𝛾 and 𝐾 are respectively the surface tension and the mean 
curvature. This formulation is motivated by the Young-Laplace equation by distributing the fluid static pressure 𝛾𝐾 into a finite 
interface via an appropriate smooth Delta function 𝛿. The advantage is the direct interpretation of the equilibrium pressure. However, 
the surface tension 𝛾 can vary with time when the interface is not well established, for example, at the early stage of the phase 
separation. The surface tension is nothing but the excess free energy across the interface. According to this interpretation, the 
formulation of the surface tension force in terms of the chemical potential is more generalized than a constant value of the surface 
tension. In this work, the thermodynamic formulation for the surface tension will be extended when an electric field is present to 
account for the dielectric and Coulomb forces.

These state-of-the-art EHD models are all based on the great route explored by the fluid mechanic society, which mainly focuses 
on the electrohydrodynamic dominated fluid flow [6,26,31–33]. In other words, the diffusion process is barely paid attention to and 
thermodynamics is vastly neglected. However, for applications where surface tension plays a vital role, such as micro-scale droplet 
coalescence, droplet breakup by electrospinning, electric field enhanced spinodal decomposition, electrowetting/dewetting, the elec-

trochemical potential and the resultant surface tension force in previous models is not rigorously deduced with thermodynamic 
consistency which shall obey the principle of energy dissipation. Here, we revisit the electrochemical potential expression in our 
electro-hydro-thermodynamic (EHTD) model and extend it to multi-component systems for both leaky and perfect dielectric materi-

als. We validate our EHTD model with the theory of Taylor [1] and Feng [3] for the binary leaky dielectric system. Furthermore, with 
the help of the revised electrochemical potential, the underlying mechanism of the electric field thinning/thickening surface tension 
is discussed from the thermodynamic perspective. In addition, the double droplet coalescence and ternary spinodal decomposition 
are investigated as exemplary applications.

2. Model

2.1. System definition

In this work, we investigate a multi-component fluid system coupled with hydrodynamics and electrodynamics inside the domain 
Ω enclosed by the boundary 𝑆 , as schematically illustrated in Fig. 1. The domain is subjected to an electric field E with voltages 
Ψ1 and Ψ0 at the top and bottom boundaries, respectively. The electrostatic potential is represented by Ψ. The fluid consists of 
2

𝑁 components and the space 𝒙 and time 𝑡 dependent fluid composition is represented by 𝒄 = (𝑐1, 𝑐2, … , 𝑐𝑁 ). The number of the 
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Fig. 1. Schematic of the multicomponent fluid system amid the domain Ω within the electric field E. The domain boundary 𝑆 is colored in gray. The voltages at the 
top and bottom boundaries are Ψ1 and Ψ0 , respectively. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

immiscible phases in the 𝑁 -component system depends on the formulation of the chemical free energy  . The density of the fluid 
𝜌(𝒙) does not vary with time within the scope of incompressible fluids. The convection velocity is denoted by u. The charge density 
is denoted by 𝜌𝑒(𝒙, 𝑡). The system is at a constant temperature and one atmosphere pressure. No mass and heat in-/outflow are 
considered at the boundaries of the domain. The system energy functional  is spatial and temporal dependent and consists of three 
main parts, namely, the chemical free energy functional  , the macroscopic kinetic energy , and the electric energy functional 

 =  (𝒙, 𝑡,𝒄,∇𝒄) +(𝒙, 𝑡, 𝜌,u) + (𝒙, 𝑡, 𝜌𝑒,∇Ψ).

Other notations applied for the model description are documented in Appendix A.

2.2. Chemical free energy functional 
The chemical free energy functional of mixture  in the domain Ω is formulated as the summation of the bulk free energy density 

𝑓 (𝒄) and the gradient-related interfacial term as

 = ∫
Ω

𝑔(𝒄,∇𝒄) dΩ = ∫
Ω

[
𝑓 (𝒄) +

𝑁∑
𝑖=1

𝜅 𝜖

2
(
∇𝑐𝑖

)2]dΩ. (1)

The interfacial tension parameter 𝜅 and the interface width parameter 𝜖 jointly scale the surface tension. Here, we adopt the regular 
solution model for 𝑓 as

𝑓 (𝒄) =
𝑅𝑔𝑇

𝑣𝑚

( 𝑁∑
𝑖=1

𝑐𝑖 ln 𝑐𝑖 +
𝑁,𝑁∑
𝑖<𝑗

𝜒𝑖𝑗 𝑐𝑖𝑐𝑗 +
𝑁,𝑁,𝑁∑
𝑖<𝑗<𝑘

𝜒𝑖𝑗𝑘 𝑐𝑖𝑐𝑗𝑐𝑘
)
, (2)

in which the molecular interaction between components is quantified by the Flory parameter 𝜒𝑖𝑗 , as 𝜒𝑖𝑗 > 0 denotes the repulsion 
and vice versa [34]. The triple interaction is scaled by 𝜒𝑖𝑗𝑘. The gas constant, temperature, and molar volume are represented by 𝑅𝑔 , 
𝑇 , and 𝑣𝑚, respectively. At equilibrium, the interfacial tension 𝛾∗ between the droplet and matrix without the external electric field 
is calculated as

𝛾∗ =

𝒄𝑑

∫
𝒄𝑚

√
𝜅 𝜖Δ𝑓 d𝑐 =

∞

∫
0

𝑁∑
𝑖=1

𝜅 𝜖 (∇𝑐𝑖
)2d𝑥, (3)

where the equilibrium concentrations of the matrix and droplet are labeled as 𝐜𝑚 and 𝐜𝑑 , respectively [35,36]. The excessive free 
energy density Δ𝑓 is defined as 𝑓 (𝐜) − 𝑓 (𝐜𝑚) − (𝜕𝑓∕𝜕 𝐜 − 𝜅 𝜖∇2𝐜) ⋅ (𝐜 − 𝐜𝑚).

2.3. Kinetic energy 
The kinetic energy takes the following formulation with the constant density 𝜌 and the macroscopic fluid flow velocity 𝐮

 = ∫
Ω

𝜌𝐮2

2
dΩ. (4)

2.4. Electric potential energy 
The electric potential energy  is considered when the system is placed inside an electrostatic field

 = 𝑢(𝜌𝑒,∇Ψ)dΩ =
[
− 𝜀 (∇Ψ)2 + 𝜌𝑒 Ψ

]
dΩ. (5)
3

∫
Ω

∫
Ω

2
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The volume integral in Eq. (5) is composed of two aspects. One stems from the energy density of the electric field related to the 
material permittivity 𝜀 =

∑𝑁

𝑖=1 𝜀𝑖𝑐𝑖 with 𝜀𝑖 representing the permittivity of component 𝑖. The other term 𝜌𝑒Ψ denotes the energy 
needed for putting the charge 𝜌𝑒 onto the electric potential Ψ. For perfect dielectric systems where no charge exists, this term can be 
canceled. By applying the Gauss’ law ∇ ⋅ (𝜀∇Ψ) = −𝜌𝑒 and the divergence theorem, together with the no-flux boundary condition on 
the boundary 𝑆 , the electrostatic energy functional can be rewritten as

 =∫
Ω

[
− 𝜀

2
(∇Ψ)2 − ∇ ⋅ (𝜀Ψ∇Ψ) + 𝜀 (∇Ψ)2

]
dΩ = ∫

Ω

𝜀

2
(∇Ψ)2dΩ.

2.5. Electrochemical potential

With the above total energy functional, we define the electrochemical potential 𝜇𝑖 of the component 𝑖 as the functional derivative 
of  with respect to the concentration 𝑐𝑖. The electrochemical potential is composed of two aspects, namely, the contributions from 
the chemical free energy density 𝛿𝑔∕𝛿𝑐𝑖 and the electric energy density 𝛿𝑢∕𝛿𝑐𝑖

𝜇𝑖 =
𝛿𝑔

𝛿𝑐𝑖
+ 𝛿𝑢

𝛿𝑐𝑖
= 𝜕𝑓

𝜕𝑐𝑖
− 𝜅 𝜖∇2𝑐𝑖 −

1
2
𝜕𝜀

𝜕𝑐𝑖

(
∇Ψ

)2
. (6)

3. Energy law

Abiding by the second law of thermodynamics, the total energy functional  ought to dissipate as

d∕d𝑡 ≤ 0,

at any time 𝑡 for the whole system Ω. To prove this energy-minimizing principle, we decompose the total dissipation into three 
components.

3.1. Chemical free energy functional dissipation

The time derivative of the free energy functional of mixture  is deduced with the definition of the materials derivative and the 
calculus of derivative

d∇𝑐𝑖
d 𝑡

=
𝜕∇𝑐𝑖
𝜕𝑡

+ 𝐮 ⋅∇∇𝑐𝑖,
𝜕∇𝑐𝑖
𝜕𝑡

=∇
𝜕𝑐𝑖
𝜕𝑡

. (7)

By using Eq. (7), the total derivative of the chemical free energy functional is derived as

d
d 𝑡

=∫
Ω

d𝑔(𝒄,∇𝒄)
d 𝑡

dΩ

=∫
Ω

𝑁∑
𝑖=1

[ 𝜕𝑔
𝜕𝑐𝑖

d𝑐𝑖
d𝑡

+ 𝜕𝑔

𝜕∇𝑐𝑖
⋅
d(∇𝑐𝑖)
d 𝑡

]
dΩ

=∫
Ω

𝑁∑
𝑖=1

[
𝜕𝑓

𝜕𝑐𝑖

d𝑐𝑖
d𝑡

+ 𝜅 𝜖∇𝑐𝑖 ⋅
d(∇𝑐𝑖)
d 𝑡

]
dΩ

=∫
Ω

𝑁∑
𝑖=1

[
𝜕𝑓

𝜕𝑐𝑖

d𝑐𝑖
d𝑡

+ 𝜅 𝜖∇𝑐𝑖 ⋅∇(𝜕𝑡𝑐𝑖) + 𝜅 𝜖∇𝑐𝑖 ⋅ 𝐮 ⋅∇∇𝑐𝑖

]
dΩ

=∫
Ω

𝑁∑
𝑖=1

[( 𝜕𝑓

𝜕𝑐𝑖
− 𝜅 𝜖∇2𝑐𝑖

)d𝑐𝑖
d𝑡

+ 𝜅 𝜖∇2𝑐𝑖
(
𝐮⋅∇𝑐𝑖

)
+ 𝜅 𝜖∇𝑐𝑖 ⋅𝐮⋅∇∇𝑐𝑖

]
dΩ.

By using a well-known equality of vector calculus, ∇ ⋅ (𝐚 ⊗ 𝐛) = (∇ ⋅ 𝐚)𝐛 + 𝐚 ⋅∇𝐛, the above equation is further simplified as

𝑑
d𝑡

=∫
Ω

𝑁∑
𝑖=1

[( 𝜕𝑓

𝜕𝑐𝑖
− 𝜅 𝜖∇2𝑐𝑖

)d𝑐𝑖
d𝑡

+∇ ⋅
(
𝜅 𝜖∇𝑐𝑖 ⊗∇𝑐𝑖

)
⋅ 𝐮

]
dΩ

=∫
Ω

𝑁∑
𝑖=1

[
𝛿𝑔

𝛿𝑐𝑖

d𝑐𝑖
d𝑡

+∇ ⋅
( 𝜕𝑔

𝜕∇𝑐𝑖
⊗∇𝑐𝑖

)
⋅ 𝐮

]
dΩ. (8)

With this derivation, we obtain the definition of the chemical potential 𝛿𝑔∕𝛿𝑐𝑖. The formulation of the chemical potential is consistent 
with the variational calculus as well as the Euler-Lagrange equation. The rest term is consistent with the Kortweg stress tensor 
∇𝑐𝑖 ⊗∇𝑐𝑖 by using the relation 𝜕𝑔∕𝜕∇𝑐𝑖 ∼ ∇𝑐𝑖 if Cahn’s formulation for the free energy is applied. This term is responsible for the 
transformation of the free energy into the macroscopic kinetic energy, 𝜌 𝐮2∕2. The combination of the Kortweg stress tensor with the 
4

grand potential leading to the thermodynamic formulation of the surface tension force, as will be demonstrated in Sec. 5.
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3.2. Electric energy functional dissipation

The time derivative of the electric energy functional  is categorized into two cases: (I) and (II).
(I) For the leaky dielectric system with net charges, the charge density 𝜌𝑒 evolves with time. The net charge can be induced by 

the electric field. In this way, we derive the time derivative of the electric energy functional as

d
d 𝑡

=∫
Ω

d
d𝑡

[
𝜌𝑒 Ψ− 𝜀

2
(∇Ψ)2

]
dΩ

=∫
Ω

[
Ψ
d𝜌𝑒

d𝑡
+𝜌𝑒

dΨ
d𝑡

−
𝑁∑
𝑖=1

1
2
𝜕𝜀

𝜕𝑐𝑖
(∇Ψ)2

d𝑐𝑖
d𝑡

−𝜀∇Ψ ⋅
d(∇Ψ)
d𝑡

]
dΩ

=∫
Ω

[
Ψ
d𝜌𝑒

d𝑡
+𝜌𝑒

dΨ
d𝑡

−
𝑁∑
𝑖=1

E2

2
𝜕𝜀

𝜕𝑐𝑖
⋅
d𝑐𝑖
d𝑡

−∇⋅
(
𝜀E) dΨ

d𝑡
−∇⋅(𝜀E⊗E)⋅𝐮

]
dΩ (9)

=∫
Ω

[
𝛿𝑢

𝛿𝜌𝑒

d𝜌𝑒

d𝑡
+

𝑁∑
𝑖=1

𝛿𝑢

𝛿𝑐𝑖

d𝑐𝑖
d𝑡

−∇ ⋅ ( 𝜕𝑢

𝜕∇Ψ
⊗∇Ψ) ⋅ 𝐮

]
dΩ. (10)

Here, Gauss’ law is used to cancel the second term with the fourth term in Eq. (9).

(II) For the perfect dielectric system, there is no net charge. The electrostatic functional only contains the gradient of the electro-

static potential. By using the vector calculus, ∇ ⋅ (𝐚 ⊗𝐛) = (∇ ⋅ 𝐚)𝐛 + 𝐚 ⋅∇𝐛, and the total derivative of gradient-term related function, 
we obtain the following equation

d
d 𝑡

= ∫
Ω

d
d𝑡

[
− 𝜀

2
(∇Ψ)2

]
dΩ

= ∫
Ω

[
−

𝑁∑
𝑖=1

(∇Ψ)2

2
𝜕𝜀

𝜕𝑐𝑖

d𝑐𝑖
d𝑡

−∇ ⋅ (𝜀∇Ψ⊗∇Ψ) ⋅ 𝐮
]
dΩ

= ∫
Ω

[ 𝑁∑
𝑖=1

𝛿𝑢

𝛿𝑐𝑖

d𝑐𝑖
d𝑡

−∇ ⋅ ( 𝜕𝑢

𝜕∇Ψ
⊗∇Ψ) ⋅ 𝐮

]
dΩ. (11)

Note that both Eq. (10) and Eq. (11) lead to a term ∼∇Ψ ⊗∇Ψ if 𝑢 ∼ (∇Ψ)2 is applied. This new term is consistent with the Maxwell 
stress tensor. As the effect of the chemical term ∇𝑐𝑖 ⊗∇𝑐𝑖, the stress tensor ∇Ψ ⊗ ∇Ψ is responsible for the transformation of the 
electrostatic energy into the kinetic energy.

3.3. Kinetic energy dissipation

The kinetic energy evolution is governed by the Navier-Stokes equations

∇ ⋅ 𝐮 = 0, (12)

𝜌
d𝐮
d𝑡

=∇ ⋅ (−𝑝 𝐈+ T−Θ− 𝜎M), (13)

where 𝑝 stands for the hydrodynamic pressure solved by the incompressibility condition via ∇ ⋅ 𝐮 = 0. The viscous stress tensor T, 
thermodynamic stress tensor Θ, and electrostatic Maxwell stress tensor 𝜎M are formulated as

T = 𝜂
(
∇𝐮+∇𝐮𝑇

)
,

Θ =−
(
𝑔 −

𝑁∑
𝑖=1

𝛿𝑔

𝛿𝑐𝑖
𝑐𝑖

)
𝐈+

𝑁∑
𝑖=1

𝜕𝑔

𝜕∇𝑐𝑖
⊗∇𝑐𝑖,

𝜎M = −
(
𝑢−

𝑁∑
𝑖=1

𝛿𝑢

𝛿𝑐𝑖
𝑐𝑖 −

𝛿𝑢

𝛿𝜌𝑒

𝜌𝑒

)
𝐈− 𝜕𝑢

𝜕∇Ψ
⊗∇Ψ.

With the assumption that the density does not change with time, the kinetic energy of the whole system  dissipates as

d
d 𝑡

=∫
Ω

𝜌
d𝐮
d𝑡

⋅ 𝐮dΩ

=∫
Ω

∇⋅
[
−𝑃 𝐈−

𝑁∑
𝑖=1

𝜕𝑔

𝜕∇𝑐𝑖
⊗∇𝑐𝑖+

𝜕𝑢

𝜕∇Ψ
⊗∇Ψ+𝜂

(
∇𝐮+∇𝐮𝑇

)]
⋅𝐮dΩ. (14)
5

Here, in contrast to the thermodynamic potential, we define a generalized grand potential 𝑃 as
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𝑃 = 𝑝− 𝑔 − 𝑢+
𝑁∑
𝑖=1

( 𝛿𝑔

𝛿𝑐𝑖
𝑐𝑖 +

𝛿𝑢

𝛿𝑐𝑖
𝑐𝑖

)
+ 𝛿𝑢

𝛿𝜌𝑒

𝜌𝑒

= 𝑝− 𝑔 − 𝑢+
𝑁∑
𝑖=1

𝜇𝑖𝑐𝑖 + 𝜌𝑒Ψ. (15)

Considering the no-slip boundary condition and the incompressibility assumption with ∇ ⋅ 𝐮 = 0, it is noteworthy that

∫
Ω

−∇ ⋅ (𝑃 𝐈) ⋅ 𝐮dΩ = 0.

Substituting Eq. (15) into Eq. (14), the kinetic energy dissipation follows

d
d 𝑡

= ∫
Ω

∇⋅
[
−

𝑁∑
𝑖=1

𝜕𝑔

𝜕∇𝑐𝑖
⊗∇𝑐𝑖 +

𝜕𝑢

𝜕∇Ψ
⊗∇Ψ+ 𝜂

(
∇𝐮+∇𝐮𝑇

)]
⋅ 𝐮dΩ. (16)

3.4. Total energy functional dissipation

Next, we derive the evolution equations for the composition 𝒄 and the charge density 𝜌𝑒 by considering the dissipation of the 
system energy. Combining Eq. (8), Eq. (10) and Eq. (16), the total energy functional of the leaky dielectric system dissipates with time 
as

d
d 𝑡

=∫
Ω

{
∇⋅

[
𝜂
(
∇𝐮+∇𝐮𝑇

)]
⋅𝐮+

𝑁∑
𝑖=1

( 𝛿𝑔

𝛿𝑐𝑖
+ 𝛿𝑢

𝛿𝑐𝑖

)d𝑐𝑖
d𝑡

+ 𝛿𝑢

𝛿𝜌𝑒

d𝜌𝑒

d𝑡

}
dΩ

=∫
Ω

{
∇⋅

[
𝜂
(
∇𝐮+∇𝐮𝑇

)]
⋅𝐮+

𝑁∑
𝑖=1

𝜇𝑖

d𝑐𝑖
d𝑡

+Ψ
d𝜌𝑒

d𝑡

}
dΩ.

Obviously, the dissipation of  is decided by choosing the time evolution equations for the composition 𝒄, and the charge den-

sity 𝜌𝑒. Here, we adopt the conservation equation for the charge density and take the charge convection and relaxation both into 
consideration as

𝜕𝜌𝑒

𝜕𝑡
+∇ ⋅ (𝐮𝜌𝑒) = ∇ ⋅ (𝜎∇Ψ).

The material conductivity is expressed as 𝜎 =
∑𝑁

𝑖=1 𝜎𝑖𝑐𝑖 with 𝜎𝑖 representing the conductivity of component 𝑖.
For the composition evolution, two feasible options are available, namely,

(I) Cahn-Hilliard model, which is a kind of diffusion equation

d𝑐𝑖
d𝑡

=∇ ⋅ (
𝑁∑
𝑗=1

𝑖𝑗∇𝜇𝑗),

which is derived with the Gibbs-Duhem equation for the multicomponent system [37]. The mobility  is a 𝑁 ×𝑁 positive semi-

definite matrix for arbitrary values of the gradient of the chemical potential. In some works, the constant mobility 0 is adopted 
with 0 =

∑𝑁

𝑖=1 𝐷𝑖𝑐𝑖 and 𝐷𝑖 stands for the diffusivity of component 𝑖 [38–40]. Another classic formulation is proposed by Onsager 
with the reciprocal relation as 𝑖𝑗 =0 𝑐𝑖(𝛿𝑖𝑗 − 𝑐𝑗) [41,42]; a detailed derivation based on the Gibbs-Duhem relation is shown in 
Ref. [37].

(II) Allen-Cahn model, a type of reaction equation [43–46]

d𝑐𝑖
d𝑡

= −𝜏𝑖 𝜇𝑖 + 𝜆,

where 𝜏𝑖 is the kinetic parameter that controls the system evolution speed towards the equilibrium. The Lagrange multiplier 𝜆 ensures 
the constraint 

∑𝑁

𝑖=1 𝑐𝑖 = 1 for the 𝑁 -component system by taking the following formulation

𝜆 = 1
𝑁

𝑁∑
𝑖=1

𝜏𝑖 𝜇𝑖. (17)

Similarly, combining Eq. (8), Eq. (11), and Eq. (16), the total energy functional of the perfect dielectric system evolves with time as

d
d 𝑡

=∫
Ω

{
∇⋅

[
𝜂
(
∇𝐮+∇𝐮𝑇

)]
⋅𝐮+

𝑁∑
𝑖=1

𝜇𝑖

d𝑐𝑖
d𝑡

}
dΩ.

3.4.1. Cahn-Hilliard-Navier-Stokes-Gauss model (CHNSG)

On one hand, substituting the evolution equations for the composition and the charge density, the energy law of the leaky dielectric 
6

system reads
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d
d 𝑡

= −∫
Ω

[
𝜂∇𝐮 ∶∇𝐮+

𝑁,𝑁∑
𝑖=1,𝑗=1

∇𝜇𝑖 ⋅ (𝑖𝑗∇𝜇𝑗) + 𝜎
(
∇Ψ

)2]dΩ
= −∫

Ω

[
𝜂∇𝐮 ∶∇𝐮+ 𝜎

(
∇Ψ

)2]dΩ− ∫
Ω∗

𝑁∑
𝑖=1

𝐌𝑖𝑖

(
∇∗𝜇𝑖

)2dΩ∗ ≤ 0.

Because the mobility matrix  is positive semi-definite, we define the gradient operator ∇∗ ∶= 𝐋∇ in the Ω∗ space. The transforma-

tion matrix 𝐋 is reckoned with the Cholesky decomposition of  = 𝐋𝑇𝐌𝐋.

On the other hand, the energy law of the perfect dielectric system reads

d
d 𝑡

=− ∫
Ω

𝜂∇𝐮 ∶∇𝐮dΩ− ∫
Ω∗

𝑁∑
𝑖=1

𝐌𝑖𝑖

(
∇∗𝜇𝑖

)2dΩ∗ ≤ 0.

3.4.2. Allen-Cahn-Navier-Stokes-Gauss model (ACNSG)

For leaky dielectric systems, the total energy functional  dissipates as

d
d 𝑡

= −∫
Ω

[
𝜂∇𝐮 ∶∇𝐮+

𝑁∑
𝑖=1

𝜏𝑖 𝜇
2
𝑖
+ 𝜎

(
∇Ψ

)2]dΩ ≤ 0.

For the perfect dielectric system, we have

d
d 𝑡

=− ∫
Ω

[
𝜂∇𝐮 ∶∇𝐮+

𝑁∑
𝑖=1

𝜏𝑖 𝜇
2
𝑖

]
dΩ ≤ 0.

4. Grand pressure and curvature effect

Considering a droplet with a radius 𝑅 inside a domain, the chemical potential in the entire domain reaches the equilibrium 𝜇𝑒
𝑖

which is expressed in 𝑑-dimensional polar coordinate (𝑑 = 2, 3) as

𝜇𝑒

𝑖
= 𝛿𝑔

𝛿𝑐𝑖
+ 𝛿𝑢

𝛿𝑐𝑖
= 𝜕𝑓

𝜕𝑐𝑖
− 𝜅 𝜖

( 𝜕2𝑐𝑖
𝜕𝑟2

+ 𝑑 − 1
𝑟

𝜕𝑐𝑖
𝜕𝑟

)
− 1

2
𝜕𝜀

𝜕𝑐𝑖

(
∇Ψ

)2
.

Multiplying by 𝜕𝑐𝑖∕𝜕𝑟 and integrating from 0 (droplet center) to ∞, and summing the equations for different components yield

∞

∫
0

𝑁∑
𝑖=1

𝜇𝑒

𝑖

𝜕𝑐𝑖
𝜕𝑟

d𝑟

=

∞

∫
0

𝑁∑
𝑖=1

[
𝜕𝑓

𝜕𝑐𝑖
− 1

2
𝜕𝜀

𝜕𝑐𝑖

(
∇Ψ

)2 − 𝜅 𝜖
( 𝜕2𝑐𝑖
𝜕𝑟2

+ 𝑑 − 1
𝑟

𝜕𝑐𝑖
𝜕𝑟

)] 𝜕𝑐𝑖
𝜕𝑟

d𝑟

=

∞

∫
0

𝑁∑
𝑖=1

[
𝜕𝑓

𝜕𝑐𝑖
− 𝜅 𝜖

(𝜕2𝑐𝑖
𝜕𝑟2

+ 𝑑 − 1
𝑟

𝜕𝑐𝑖
𝜕𝑟

)] 𝜕𝑐𝑖
𝜕𝑟

d𝑟−

∞

∫
0

1
2
𝜕𝜀

𝜕𝑟

(
∇Ψ

)2d𝑟

=
[
𝑓 (𝒄) +

𝑁∑
𝑖=1

𝜅 𝜖

2
(
∇𝑐𝑖

)2]||||
∞

0
− 𝑑 − 1

𝑟

∞

∫
0

𝑁∑
𝑖=1

𝜅 𝜖
( 𝜕𝑐𝑖
𝜕𝑟

)2
d𝑟−

∞

∫
0

1
2
𝜕𝜀

𝜕𝑟

(
∇Ψ

)2d𝑟

= 𝑔(𝒄,∇𝒄)|||∞0 − 𝑑 − 1
𝑟

∞

∫
0

𝑁∑
𝑖=1

𝜅 𝜖
(𝜕𝑐𝑖
𝜕𝑟

)2
d𝑟−

∞

∫
0

1
2
𝜕𝜀

𝜕𝑟

(
∇Ψ

)2d𝑟. (18)

By applying the integration by parts, we rewrite the last integral in Eq. (18)

∞

∫
0

1
2
𝜕𝜀

𝜕𝑟

(
∇Ψ

)2d𝑟 = 𝜀

2
(
∇Ψ

)2|||∞0 −

∞

∫
0

𝜀
𝜕Ψ
𝜕𝑟

∇2Ψd𝑟

= 𝜀

2
(
∇Ψ

)2|||∞0 −

∞

∫
0

𝜀

[
𝑑−1
𝑟

(
𝜕Ψ
𝜕𝑟

)2
+ 𝜕Ψ

𝜕𝑟

𝜕2Ψ
𝜕𝑟2

]
d𝑟

= 𝜀 (∇Ψ)2||∞ −

∞

𝑑 − 1
𝜀
(
𝜕Ψ)2

d𝑟−

∞

𝜀
𝜕Ψd

(
𝜕Ψ)
7

2 |0 ∫
0

𝑟 𝜕𝑟 ∫
0

𝜕𝑟 𝜕𝑟
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= 𝜀

2
(
∇Ψ

)2|||∞0 −

∞

∫
0

𝑑 − 1
𝑟

𝜀
(
𝜕Ψ
𝜕𝑟

)2
d𝑟− 𝜀

(
𝜕Ψ
𝜕𝑟

)2|||||
∞

0

= 𝜀

2
(
∇Ψ

)2|||∞0 −

∞

∫
0

𝑑 − 1
𝑟

𝜀
(
𝜕Ψ
𝜕𝑟

)2
d𝑟. (19)

Substituting Eq. (19) into Eq. (18), we have

∞

∫
0

𝑁∑
𝑖=1

𝜇𝑒

𝑖

𝜕𝑐𝑖
𝜕𝑟

d𝑟

=
[
𝑔(𝒄,∇𝒄) − 𝜀

2
(
∇Ψ

)2]||||
∞

0
−

∞

∫
0

(𝑑 − 1)
[ 𝑁∑

𝑖=1

𝜅 𝜖

𝑟

( 𝜕𝑐𝑖
𝜕𝑟

)2
− 𝜀

𝑟

(
𝜕Ψ
𝜕𝑟

)2
]
d𝑟

=
(
𝑔 + 𝑢− 𝜌𝑒Ψ

)|||∞0 −

∞

∫
0

(𝑑 − 1)
[ 𝑁∑

𝑖=1

𝜅 𝜖

𝑟

(𝜕𝑐𝑖
𝜕𝑟

)2
− 𝜀

𝑟

(
𝜕Ψ
𝜕𝑟

)2
]
d𝑟

=
𝑁∑
𝑖=1

(
𝜇𝑒𝑐𝑖

)|||∞0 .
At equilibrium, with the formulation of the grand pressure 𝑃 in Eq. (15), the curvature effect on the pressure Δ𝑃 with the first-order 
approximation is replicated as

Δ𝑃 = 𝑃 (0) − 𝑃 (∞) =
(
𝑔 + 𝑢− 𝜌𝑒Ψ−

𝑁∑
𝑖=1

𝜇𝑒

𝑖
𝑐𝑖
)|||∞0

=

∞

∫
0

(𝑑 − 1)
[ 𝑁∑

𝑖=1

𝜅 𝜖

𝑟

( 𝜕𝑐𝑖
𝜕𝑟

)2
− 𝜀

𝑟

(
𝜕Ψ
𝜕𝑟

)2
]
d𝑟

= (𝑑 − 1) 𝛾
𝑅

+( 1
𝑅 2

)
,

in which 𝑅 represents the droplet radius and the surface tension 𝛾 reads

𝛾 =

∞

∫
0

[ 𝑁∑
𝑖=1

𝜅 𝜖
(𝜕𝑐𝑖
𝜕𝑟

)2
− 𝜀

(
𝜕Ψ
𝜕𝑟

)2
]
d𝑟. (20)

5. Forces

In the Navier-Stokes equation, Eq. (13), the complex divergence of the surface stress tensor Θ and electrostatic Maxwell stress 
tensor 𝜎M can be simplified as the thermodynamic force 𝒇 𝑐 and the dielectric force 𝒇 𝑒, respectively. We find that these force terms 
can be simplified as

(I) The thermodynamic force

𝒇 𝑐 =−∇ ⋅Θ=∇ ⋅
[(

𝑔 −
𝑁∑
𝑖=1

𝛿𝑔

𝛿𝑐𝑖
𝑐𝑖

)
𝐈−

𝑁∑
𝑖=1

𝜕𝑔

𝜕∇𝑐𝑖
⊗∇𝑐𝑖

]

=−
𝑁∑
𝑖=1

𝑐𝑖 ∇
( 𝛿𝑔

𝛿𝑐𝑖

)
. (21)

(II) The dielectric force

𝒇 𝑒 =∇ ⋅ 𝜎M = ∇ ⋅
[(

𝑢−
𝑁∑
𝑖=1

𝛿𝑢

𝛿𝑐𝑖
𝑐𝑖 −

𝛿𝑢

𝛿𝜌𝑒

𝜌𝑒

)
𝐈− 𝜕𝑢

𝜕∇Ψ
⊗∇Ψ

]

=∇ ⋅
{[

𝜌𝑒Ψ− 1
2
𝜀(∇Ψ)2 −

𝑁∑
𝑖=1

𝛿𝑢

𝛿𝑐𝑖
𝑐𝑖 −

𝛿𝑢

𝛿𝜌𝑒

𝜌𝑒

]
𝐈− 𝜕𝑢

𝜕∇Ψ
⊗∇Ψ

}
𝑁∑ [ 𝑐𝑖 𝜕𝜀 ( )2] 1 ( )2
8

=
𝑖=1

∇
2 𝜕𝑐𝑖

∇Ψ −
2
∇𝜀 ∇Ψ − 𝜌𝑒∇Ψ (22)
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=−
𝑁∑
𝑖=1

𝑐𝑖 ∇
(
𝛿𝑢

𝛿𝑐𝑖

)
− 𝜌𝑒 ∇

(
𝛿𝑢

𝛿𝜌𝑒

)
. (23)

Both 𝒇 𝑒 and 𝒇 𝑐 can be written in the tensor format. The force in Eq. (23) consists of two parts. Both of them are expressed in 
a conservative way, like the force term in Eq. (21). Most importantly, the first term in Eq. (22) is a coupling contribution of the 
dielectric force by the chemical part. In previous models, this term is interpreted as the electrorestriction force

∇
[𝜌
2
𝜕𝜀

𝜕𝜌

(
∇Ψ

)2]
,

and is erroneously neglected due to the constant density assumption for one-phase flow or pure fluid dynamics problem. However, 
for multi-component systems with diffusion, one cannot use density as the variable for the diffusion process. Instead, the permittivity 
depends on the composition 𝒄 and varies in space. The second term in Eq. (23) is the regular Coulomb’s force by using the relation 
𝛿𝑢∕𝛿𝜌𝑒 =Ψ.

6. Evolution equations

6.1. Cahn-Hilliard-Navier-Stokes-Gauss EHTD model

The final CHNSG equations for the leaky dielectric read

(1) Incompressibility ∇ ⋅ 𝐮 = 0,

(2) Gaussian law ∇ ⋅ (𝜀∇Ψ) = −𝜌𝑒,

(3) Charge conservation 𝜕𝑡𝜌𝑒 +∇ ⋅
(
𝐮𝜌𝑒) = ∇ ⋅ (𝜎∇Ψ), (24)

(4) Material conservation 𝜕𝑡𝑐𝑖 +∇ ⋅ (𝐮 𝑐𝑖) = ∇ ⋅ (∑𝑁
𝑗=1𝑖𝑗∇𝜇𝑗 + 𝝃𝑐),

(5) Momentum balance 𝜌d𝑡𝐮=−∇𝑝−∑𝑁
𝑖=1𝑐𝑖∇𝜇𝑖−𝜌𝑒∇Ψ+∇⋅

[
𝜂 (∇𝐮+∇𝐮𝑇 )

]
.

For the perfect dielectric system where no net charges exist, the above equations can be simplified as

∇ ⋅ 𝐮 = 0,

∇ ⋅ (𝜀∇Ψ) = 0,

𝜕𝑡𝑐𝑖 +∇ ⋅ (𝐮 𝑐𝑖) = ∇ ⋅ (∑𝑁
𝑗=1𝑖𝑗∇𝜇𝑗 + 𝝃𝑐),

𝜌 (𝜕𝑡𝐮+ 𝐮⋅∇𝐮) = −∇𝑝−∑𝑁
𝑖=1𝑐𝑖∇𝜇𝑖 +∇ ⋅

[
𝜂 (∇𝐮+∇𝐮𝑇 )

]
.

(25)

Here, the composition noise for each component 𝑖 is adopted as the crucial trigger for the spinodal decomposition, which follows the 
fluctuation-dissipation theorem as

⟨
𝝃𝑐 ,𝝃

′
𝑐

⟩
=

2𝑖𝑖𝑅𝑔𝑇

𝑣𝑚Δ𝑡
∇2𝛿(𝒙− 𝒙′)𝛿(𝑡− 𝑡′), (26)

where 𝛿 is the Dirac’s delta. The noise amplitude 𝝃𝑐 is decided by the gas constant 𝑅𝑔 , temperature 𝑇 , molar volume 𝑣𝑚, and the time 
step of the simulation Δ𝑡. The thermal noise formulation is derived in the quintessential paper by Hohenberg and Halperin [47]. Its 
realization in the phase-field model has been intensively discussed in Ref. [48]. The numerical accuracy and stability of the stochastic 
phase-field model coupled with hydrodynamics have been studied in our previous study [49].

6.2. Allen-Cahn-Navier-Stokes-Gauss EHTD model

The final ACNSG equations for the leaky dielectric materials read

(1) Incompressibility ∇ ⋅ 𝐮 = 0,

(2) Gaussian law ∇ ⋅ (𝜀∇Ψ) = −𝜌𝑒,

(3) Charge conservation 𝜕𝑡𝜌𝑒 +∇ ⋅
(
𝐮𝜌𝑒) = ∇ ⋅ (𝜎∇Ψ), (27)

(4) Material conservation 𝜕𝑡𝑐𝑖 +∇ ⋅ (𝐮 𝑐𝑖) = −𝜏𝑖 𝜇𝑖 + 𝜉𝑎 + 𝜆,

∑𝑁
[

𝑇
]

9

(5) Momentum balance 𝜌d𝑡𝐮 =−∇𝑝− 𝑖=1𝑐𝑖∇𝜇𝑖−𝜌𝑒∇Ψ+∇⋅ 𝜂 (∇𝐮+∇𝐮 ) .
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For the perfect dielectric system without induced charges

∇ ⋅ 𝐮 = 0,

∇ ⋅ (𝜀∇Ψ) = 0,

𝜕𝑡𝑐𝑖 +∇ ⋅ (𝐮 𝑐𝑖) = −𝜏𝑖 𝜇𝑖 + 𝜉𝑎 + 𝜆,

𝜌 (𝜕𝑡𝐮+ 𝐮 ⋅∇𝐮) = −∇𝑝−∑𝑁
𝑖=1𝑐𝑖∇𝜇𝑖 +∇ ⋅

[
𝜂 (∇𝐮+∇𝐮𝑇 )

]
.

(28)

Here, the composition noise amplitude for the component 𝑖 in the Allen-Cahn equation obeys

⟨
𝜉𝑎, 𝜉

′
𝑎

⟩
=

2𝜏𝑖𝑅𝑔𝑇

𝑣𝑚Δ𝑡
𝛿(𝒙− 𝒙′)𝛿(𝑡− 𝑡′). (29)

In the following, we mainly focus on droplet coalescence and fluid phase separation. Therefore, the ACNSG model is only deduced 
and will not be applied to simulations in the rest part.

7. Numerical stability and verification

In this section, we first present a concise overview of the contemporary state-of-the-art in numerical methodologies for solving the 
Cahn-Hilliard-Navier-Stokes equation, which decides the dissipative energy law at the discrete level. Substantial efforts have been 
dedicated to devising robust discretization methods aimed at yielding unconditionally energy-stable schemes. Noteworthy strate-

gies include the utilization of the convex splitting technique [50,51], the invariant energy quadratization approach [52], and the 
scalar auxiliary variable approach [53,54]. Also, various strategies have been proposed to mitigate computational expenses. Notable 
among these is the decoupling of the composition field (phase-field) from the fluid velocity field, as comprehensively discussed in 
Refs. [55–58]. Furthermore, efforts have been directed towards the exploration of numerical techniques tailored for multi-phase 
flows characterized by various density and viscosity ratios. This investigation encompasses diverse and intricate scenarios, as docu-

mented in Refs. [59,60,17,19,61,18]. In this work, the paramount focus lays in the modeling aspect, related to the formulation and 
conceptualization of the coupling of the phase field and fluid flow field with the electric field. Therefore, the numerical scheme is 
not the main concern of this work and is briefly present as follows.

We adopt the finite difference method to solve the Cahn-Hilliard-Navier-Stokes-Gauss model Eqs. (24) with the equidistant 
Cartesian mesh on a staggered grid, where the domain Ω is discretized with Δ𝑥 = Δ𝑦 = Δ𝑧. To treat the convection fluxes in the 
phase-field equation, the second order weighted upwind scheme is applied, combined with the Lax-Friedrichs method to enhance 
the numerical stability (see supplementary Sec. I. A). Meanwhile, the incompressible Navier-Stokes equation is solved with Chorin’s 
projection method [62]; see the supplementary Sec. I. B. for more details. In addition, the explicit Euler scheme is used for solving 
the diffusion-convection equations for the composition and the charge density. To solve the hydrodynamic pressure 𝑝 in the incom-

pressible Navier-Stokes equation, as well as the electric potential Ψ following Gauss’ law, these two Poisson equations are iterated 
with the conjugate gradient method. The time step Δ𝑡 for the explicit Euler scheme is chosen according to the von Neumann stability 
analysis which is documented in the supplementary Sec. I. E.

7.1. Boundary condition

We apply the following boundary conditions to the Cahn-Hilliard-Navier-Stokes-Gauss equations as

• Neumann boundary condition for the composition 𝑐𝑖, charge density 𝜌𝑒, and electrochemical potential 𝜇𝑖 for each component 𝑖
as:

∇𝑐𝑖 ⋅ 𝐧 = 0, ∇𝜇𝑖 ⋅ 𝐧 = 0, ∇𝜌𝑒 ⋅ 𝐧 = 0.

• Dirichlet boundary condition is applied for electric potential Ψ on the top and bottom boundaries, while no-flux boundary 
condition is added on the other boundaries with

Ψ top =Ψ1, Ψbottom =Ψ0,

while no-flux boundary condition is added on the other sides

∇Ψ ⋅ 𝐧 = 0.

• No-slip boundary condition is used for the velocity 𝐮 on the top and bottom boundaries, while periodic boundary condition is 
added on the other boundaries.
10

𝐮 top = 𝐮bottom = 𝟎,
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Fig. 2. (a) The verification with the mesh resolution Δ𝑥. Blue dots: deformation factor 𝐷 with Δ𝑥; black hexagons: surface charge density 𝐶
𝑒

with Δ𝑥. (b) Initial 
filling of the red droplet inside the blue matrix. The scale bar denotes 40 and the colorbar measures the droplet concentration. (c) Charge density 𝜌

𝑒
at 𝑡 = 1𝑒4 scaled 

by the colorbar below. (d) (e) and (f) illustrate the electric potential Ψ, charge density 𝜌
𝑒
, and droplet concentration 𝑐 at 𝑡 = 1𝑒4 in x and y directions, respectively.

7.2. Mesh resolution Δ𝑥

In the first part, we present the numerical stability of our model and vary the resolution by changing Δ𝑥 from 0.5 to 4.0. The 
initial simulation setup is illustrated in Fig. 2(b) in which a droplet with the equilibrium composition 𝑐𝑚 = 0.973 and diameter 
𝑑0 = 80 is placed amid a 240 × 240 fluid matrix with the equilibrium composition 𝑐𝑑 = 0.027; see Fig. 2(b). The electric potential in 
the domain takes Ψ1 = 10 at the boundary top and Ψ0 = 0 at the bottom. The conductivity 𝜎 of the droplet and matrix are chosen 
as 5.0 and 1.0, respectively, while their permittivities 𝜀 are assigned to be 80.0 and 1.0. The Flory parameter in Eq. (2) is fixed as 
𝜒 = 3.78, with the surface parameter 𝜅 = 1.0 and 𝜖 = 4.0. The density and viscosity of both droplet and matrix are set to be 1.0. After 
the non-dimensionalization process (see supplementary), we adopt the following non-dimensionalized number, namely, the Péclet 
number Pé, Weber number We, Reynold number Re, and electro-capillary number Ca𝐸 in the simulations as

Pé = 1.0, We = 1.0, Re = 1.0, Ca𝐸 = 1.0.

For the solution of the incompressible Navier-Stokes equation and Poisson equation, we select the residual threshold eps = 1𝑒 − 7
and simulation timestep Δ𝑡 = 1𝑒 − 4 for the numerical accuracy, which will be discussed in the next part.

Here, two criteria are available for the evaluation process, namely the deformation factor 𝐷 and the surface charge 𝐶𝑒. The 
deformation factor reflects the oval shape of the droplet inside the electric field. Fitting the droplet interface with an ellipse, 𝐷 is 
calculated as

𝐷 = 𝑎− 𝑏

𝑎+ 𝑏
, (30)

where 𝑎 and 𝑏 represent the lengths of the semi-major axis (align with the x-axis) and the semi-minor axis (the y-axis), respectively. 
In the diffuse interface phase-field model, the droplet interface position denotes the location with 𝑐 = 0.5, based on which 𝑎 and 𝑏
are fitted with the least squares method. The surface charge density 𝐶𝑒 is integrated by the charge density 𝜌𝑒 along the y-axis of the 
oval droplet from the center as

𝐶𝑒 =

𝑁𝑦

∫
𝑁𝑦∕2

𝜌𝑒 d𝑦. (31)

As shown in Fig. 2(a), both 𝐷 and 𝐶𝑒 converge with the reduction in Δ𝑥 at the constant interface width parameter 𝜖 = 4.0. The 
difference is attributed to the calculation of the induced charge density 𝜌𝑒, as demonstrated in Fig. 2(c) and (e), especially in the x 
direction. In addition, the electric field distribution at the droplet-matrix interface is also modified which can be noticed in the inset 
of Fig. 2(d). And only subtle variance is observed in the concentration distribution of Fig. 2(f). To achieve acceptable accuracy and 
11

save calculation time, we adhere to Δ𝑥 = 1.0 in the following parts.
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Fig. 3. (a) The verification with the Cahn number (Cn =𝑤∕𝑑0). Blue dots: deformation factor 𝐷 with Cn; black hexagons: surface charge density 𝐶
𝑒
with Cn. (b) Charge 

density at 𝑡 = 104 . Upper row: charge density distribution; lower row: intersections along x and y directions. The upper and lower domain borders are constrained 
with the electric potential Ψ1 = 10 and Ψ0 = 0, respectively. The scale bar denotes 50 and the colorbar scales 𝜌

𝑒
. (c) Concentration field at 𝑡 = 1𝑒4 with the colorbar 

below measures the droplet concentration.

7.3. Interface width-Cahn number Cn

In the second part, the influence of the interface width 𝑤 on the numerical accuracy is discussed. Here, we alter the model 
parameter 𝜖 in the free energy density functional Eq. (1) from 0.5 to 4.0. In this way, the so-called Cahn number Cn = 𝑤∕𝑑0 to 
express the ratio of the interface width to the droplet diameter. By setting a larger 𝜖, the interface width increases, and so as Cn. The 
result in Fig. 3(a) implies that both the deformation factor 𝐷 and the surface charge density 𝐶𝑒 indicate Cn = 0.1 (𝜖 = 4.0) to be a 
good compromise between accuracy and calculation speed.

Here, we address that the surface charge density 𝐶𝑒 is the key value of the verification process, rather than the charge density 𝜌𝑒. 
With the widened interface with Cn, the composition gradient ∇𝑐 reduces (see Fig. 3(c)) which results in the decreasing permittivity 
gradient ∇𝜀 = (d𝜀∕d𝑐)∇𝑐. While the surrounding electric potential Ψ is hardly modified, for there are not huge amounts of induced 
charges in our simulations. Resulting from this, the calculated 𝜌𝑒 by the Poisson equation changes with Cn as

∇ ⋅ (𝜀∇Ψ) = ∇𝜀 ⋅∇Ψ+ 𝜀∇2Ψ = d𝜀
d𝑐

∇𝑐 ⋅ E + 𝜀∇2Ψ = −𝜌𝑒. (32)

In fact, according to the Gaussian law, the induced charge wrapped by a closed surface should be irrelevant to the interface width. 
Hence, we choose the more appropriate 𝐶𝑒 as the criterion for deciding the resolution Δ𝑥 and interface width parameter 𝜖, rather 
than the charge density 𝜌𝑒.

7.4. Residual threshold eps and time step Δ𝑡

In this part, we focus on the numerical accuracy of solving the Navier-Stokes equation and Poisson equation. Two factors are 
investigated, namely the residual threshold eps and the time step Δ𝑡. Here, eps controls the accuracy of the Poisson equation 
solutions for the Navier-Stokes equation, as well as the Gaussian equation. When the absolute residual values of these two equations 
become smaller than the preset eps, the iteration stops and returns the velocity u and electric potential Ψ. As illustrated in Fig. 4, 
the deformation factor 𝐷 shows hardly any prominent influence by eps and Δ𝑡. But the surface charge density 𝐶𝑒 converges as 
eps ≤ 1𝑒 − 8 and Δ𝑡 ≤ 1𝑒 − 4. So we choose eps = 1𝑒 − 8 in all other simulations of this work.

7.5. Energy stability of the numerical method

In this part, we confirm numerically the energy stability of the Cahn-Hilliard-Navier-Stokes-Gauss model Eq. (24). We use the same 
setup and modeling parameters as in Sec. 7.2, and choose three distinct values of the time step Δ𝑡. As demonstrated in Fig. 5, the total 
energy of the system has an apparent oscillation at 𝑡 < 5𝑒2 which is attributed to the intrinsic shortage of the explicit Euler method. 
Afterwards, the simulations with Δ𝑡 ≤ 1𝑒 − 3 show the continuous energy decrease with time until the final equilibrium state is 
reached. However, by choosing inappropriately large time step, Δ𝑡 = 1𝑒 −2, the total energy is erroneously increasing gradually with 
time. A further increase in the time step leads to numerical instability. The presented tests in Fig. 5, altogether with the restriction 
12

for the time step resulting from the von Neumann stability analysis in the supplementary Sec. I. E, prove the energy stability and 
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Fig. 4. (a) Convergence of the droplet deformation factor 𝐷 and the surface charge density 𝐶
𝑒

with (a) the residual threshold of Poisson equation eps and (b) the time 
step Δ𝑡.

Fig. 5. Total energy dissipation of the droplet by electrostriction with the reduction in the time step Δ𝑡.

accuracy of our CHNSG model for relatively small time step. In the following sections, we choose a feasible, but small time step 
Δ𝑡 = 1𝑒 −4 which is less than the one obtained by the stability analysis of Cahn-Hilliard-Navier-Stokes equations in Ref. [63]. A fully 
unconditional energy stability scheme needs to be heedfully discussed in future works.

8. Model verification with Taylor’s theory

For the leaky dielectric droplet inside the electric field, its shape is deformed into an ellipse. The deformation factor 𝐷 has been 
deduced as a function of permittivity ratio 𝜀𝑑∕𝜀𝑚, conductivity ratio 𝜎𝑑∕𝜎𝑚, and the electro-capillary number Ca𝐸 . In Ref. [1], Taylor 
derived the deformation factor

𝐷 =
9Ca𝐸

16
(𝜎𝑑∕𝜎𝑚)2 + 1.5𝜎𝑑∕𝜎𝑚 − 3.5𝜀𝑑∕𝜀𝑚 + 1

(𝜎𝑑∕𝜎𝑚 + 2)2
. (33)

Another derivation in 2-dimensional case is achieved by Feng [3] who presents the following expression,

𝐷 =
Ca𝐸[(𝜎𝑑∕𝜎𝑚)2 + 𝜎𝑑∕𝜎𝑚 − 3𝜀𝑑∕𝜀𝑚 + 1]

3(𝜎𝑑∕𝜎𝑚 + 1)2
. (34)

In the following parts, we validate our model by changing the permittivity ratio 𝜀𝑑∕𝜀𝑚, conductivity ratio 𝜎𝑑∕𝜎𝑚 between droplet and 
matrix, and the electro-capillary number Ca𝐸 . The simulated droplet deformation factor 𝐷 is compared with both Eqs. (33) and (34).

8.1. Permittivity 𝜀

The initial setup is identical to Sec. 7.2, as shown in Fig. 2(b). The permittivity ratio 𝜀𝑑∕𝜀𝑚 varies from 0.1 to 100. The simulated 
deformation factor presents two behaviors, as depicted in Fig. 6(a). At 𝜀𝑑∕𝜀𝑚 < 10.3, 𝐷 < 0 denotes a prolate droplet shaped under 
the electric field. While for the setup with 𝜀𝑑∕𝜀𝑚 > 10.3, the droplet is stretched in the horizontal direction forming an oblate 
ellipse with 𝐷 > 0. The droplet morphology snapshots in Fig. 6(b) clearly demonstrate the shape changing from prolate to oblate 
with increasing 𝜀𝑑∕𝜀𝑚. Compared with Eqs. (33) and (34), a better match gives credit to Feng at a larger permittivity ratio, and 
the droplets with 𝜀𝑑∕𝜀𝑚 ≤ 1.0 are more consonant with Taylor’s theory. As discussed in previous researches [20,26], the droplet 
deformation is propelled by the induced interfacial charges, which change signs at 𝜀𝑑∕𝜀𝑚 = 10.3 (see Fig. 6(b)). Resulting from this, 
the Coulomb force and the dielectric force trigger the fluid flow tangent to the droplet interface. For 𝜀𝑑∕𝜀𝑚 > 10.3, the material flows 
from pole to equator, while reversed at 𝜀𝑑∕𝜀𝑚 < 10.3, which is illustrated by the velocity vectors in Fig. 6(d). Consequently, the 
13

droplet shows diverse ending equilibrium morphologies.
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Fig. 6. (a) The droplet deformation factor 𝐷 with the permittivity ratio 𝜀
𝑑
∕𝜀

𝑚
between droplet and matrix, compared with Taylor’s (black dashed line) and Feng’s 

theory (blue solid line). (b)(i) The charge density 𝜌
𝑒

and (ii) the concentration distribution 𝑐. (c) Left half panel: the velocity field u; right half panel: |u| scaled by 
the color bar below. The gray circles mark the droplet interfaces.

8.2. Conductivity 𝜎

Next, the conductivity ratio between the droplet and matrix 𝜎𝑑∕𝜎𝑚 is varied from 0.5 up to 100.0 at the constant permittivity ratio 
𝜀𝑑∕𝜀𝑚 = 80.0. All other simulation parameters are identical to Sec. 8.1. The comparison with Taylor and Feng’s theory is demonstrated 
in Fig. 7 and the good consistency of the droplet deformation factor 𝐷 with Feng’s equation (blue solid line) can be observed.

Fig. 7. The droplet deformation factor 𝐷 with the conductivity ratio 𝜎
𝑑
∕𝜎

𝑚
between droplet and matrix, compared with Taylor’s (black dashed line) and Feng’s theory 

(blue solid line).

8.3. Electro-capillary number Ca𝐸

Next, we alter the electro-capillary number Ca𝐸 . Here, two scenarios are considered, the oblate and prolate droplet (named after 
the final morphology). Setting the permittivity ratio 𝜀𝑑∕𝜀𝑚 = 80.0 and the conductivity ratio 𝜎𝑑∕𝜎𝑚 = 5.0, the droplet deformation 
factor 𝐷 shows a linear relationship with Ca𝐸 , as guided by the blue dashed line in Fig. 8(a)(i). Similarly, for the prolate drops, 
by choosing 𝜀𝑑∕𝜀𝑚 = 1.75 and 𝜎𝑑∕𝜎𝑚 = 3.5, 𝐷 ∝ Ca𝐸 is in good agreement with Feng’s theory. Some discrepancies are expected 
at large Ca𝐸 setups where the droplet interface deviates from the elliptical shape. Clearly noticeable in Fig. 8(b), the interface 
position marked by the red dots for Ca𝐸 = 10.0 shows large mismatches with the solid ellipse line fitted with the least squares 
method. In this way, both Taylor and Feng’s analytical equations are incapable of describing the real stretched interface. In our 
model, we observe another mechanism attributing to this derivation which is not considered in previous researches. As we compare 
the concentration distribution along the interface between different Ca𝐸 in Fig. 8(c)(i), the interface widens itself and the matrix 
14

equilibrium concentration increases with Ca𝐸 . It indicates that the thermodynamic equilibrium is modified by the external field.
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Fig. 8. (a) The droplet deformation factor 𝐷 with the electro-capillary number Ca
𝐸
, compared with Feng’s theory (blue dashed lines), (i) oblate droplets; (ii) prolate 

drops. (b) The droplet interface with various Ca
𝐸

of the oblate drops. Dots: simulated interface positions with 𝑐 = 0.5; lines: elliptical fitting with the least squares 
method. (c) concentration profiles of the interface intersected at x=0, (i) oblate; (ii) prolate.

Fig. 9. (a) The schematic equilibrium condition. The free energy densities with and without the electric field strength E are depicted with the solid blue and black 
lines, respectively. The dot-dashed lines are the common tangent at equilibrium, with the open dots marking the equilibrium compositions 𝑐 with E and open squares 
for 𝑐 without E. (b) The equilibrium concentration 𝑐 and electric potential Ψ at 𝑡 = 1𝑒5 with the electro-capillary number Ca

𝐸
= 0.5. (c) Droplet-matrix interfacial 

tension 𝛾 < 0 with Ca
𝐸

number. The simulated values (open dots) fall on the theoretical line with Eq. (36). The red-colored region highlights the interfacial instability 
with 𝛾 < 0 at Ca

𝐸
≥ 6.0. (d) The interface instability evolves with time at Ca

𝐸
= 8.0. The color bar scales the composition.

9. Thermodynamics with electric fields

To study the electro-thermodynamic equilibrium, a flat droplet-matrix interface is considered, as illustrated in Fig. 9(d)(𝑡 = 0), 
where the curvature effect is negligible inside the bulk regions with 𝜅𝜖∇2𝑐 = 0. In this way, the simplified electrochemical potential 
reads

𝜇(𝑐) = 𝜕𝑓

𝜕𝑐
− 𝜕𝑢

𝜕𝑐
= 𝜕𝑓

𝜕𝑐
−

Ca𝐸

2
(𝜀𝑑 − 𝜀𝑚)E2. (35)

Due to the difference of the conductivity 𝜎(𝑐) = 𝜎𝑑𝑐 + 𝜎𝑚(1 − 𝑐), the electric field strength E𝑚 inside the bulk matrix becomes larger 
than E𝑑 amid the bulk droplet, as shown by the simulated equilibrium electric field in Fig. 9(b). Moreover, the electric field strength

E changes the energy state of the droplet and matrix, leading to the right-lopsided free energy density 𝑓 + 𝑢 which is schematically 
illustrated in Fig. 9(a). At equilibrium, the new equilibrium compositions 𝑐𝑚 and 𝑐𝑑 of each phase are established by the tilted blue 
dot-dashed common tangent line. In the matrix phase, the equilibrium concentration 𝑐𝑚 shows a larger deviation Δ𝑐𝑚 than Δ𝑐𝑑 inside 
the droplet. Due to the equilibrium concentration changes, the surface tension is affected by the electric field and can be expressed 
by the following integral from 𝑦 = 0 to ∞ as

𝛾 =

∞

∫
0

[
Δ𝑓 (𝑦) + Δ𝑢(𝑦) + 𝜅𝜖

2
(∇𝑐)2|||𝑦 − Ca𝐸

2
𝜀
(
∇Ψ

)2|||𝑦
]
d𝑦

=

∞

∫
0

[
𝜅𝜖(∇𝑐)2 − Ca𝐸𝜀E2

]
d𝑦

= 𝛾∗ − Ca𝐸

∞

∫
0

𝜀E2d𝑦. (36)

Testified in our simulations shown in Fig. 9(c), the surface tension 𝛾 follows the linear relationship with Ca𝐸 . A further increase in 
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the electric effect can result in interface instability. As demonstrated in Fig. 9(d) with Ca𝐸 = 8.0, the interface starts to oscillate and 
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Fig. 10. (a) The schematic phase diagram (PD) of the binary fluid system with temperature 𝑇 -composition 𝑐-electric field strength |E| obeying the Gibbs’ phase rule. 
(b) The binodal compositions with temperature 𝑇 are influenced by the electric field and deviate from the black binodal line (E = 0). Open dots: simulation as in 
(c) and (d); solid colored lines: theory with Eq. (37). (c) Equilibrium concentration profile across the interface with temperature 𝑇 at E = 𝟎 (solid lines) and with E

(dashed lines) as (ii). (d) Equilibrium electric potential Ψ with temperature 𝑇 at 𝑡 = 1𝑒6 with Ψ1 = 20 at 𝑦 = 0 and Ψ0 = 0 at 𝑦 = 200. Rest parameters are identical to 
Fig. 2.

develops the fingering morphology at 𝑡 = 4𝑒2. Finally, the droplet phase gets polarized and its interface lays parallel to the electric 
field direction at 𝑡 = 1.5𝑒3. With further enhancing the dielectric force, the surface tension converges to zero.

Inferring from the above discussion, we emphasize two crucial mechanisms contributing to the fluid deformation inside the 
electric field. (i) The dielectric force proportional to − 

∑𝑁

𝑖=1 𝑐𝑖(𝛿𝑢∕𝛿𝑐𝑖) − 𝜌𝑒(𝛿𝑢∕𝛿𝜌𝑒) (see Eq. (23)). (ii) The droplet surface tension 
reduction proportional to −Ca𝐸𝜀E2. Resulting from this, the fluid gets stretched and expands its surface area most rapidly in the 
direction with the largest surface tension decrease. The electric field induced surface tension drop is vastly ignored in previous 
researches and should be carefully scrutinized for the surface tension force treatment in the front-tracking simulation methods, such 
as LS and VOF.

In addition, we suggest a more complex phase diagram for the binary fluids inside the electric field, as illustrated in Fig. 10(a). 
According to Gibbs’ phase rule, the degree of freedom F=C− P+ n is decided by the component number C = 2, the phase number P, 
and the external factor number n. In isobaric cases, n = 2 represents the two decisive factors, namely the temperature 𝑇 and electric 
field strength E. Theoretically, the equilibrium compositions 𝑐𝑚 and 𝑐𝑑 can be calculated with

𝜇(𝑐𝑚) = 𝜇(𝑐𝑑) = 𝜇𝑒,[
𝑓 (𝑐𝑚) + 𝑢(𝑐𝑚)

]
−
[
𝑓 (𝑐𝑑) + 𝑢(𝑐𝑑)

]
= 𝜇𝑒(𝑐𝑚 − 𝑐𝑑),

|E𝑚| = Ψ1 −Ψ0

𝐿

𝜎(𝑐𝑑)
𝜎(𝑐𝑚) + 𝜎(𝑐𝑑)

, |E𝑑| = Ψ1 −Ψ0

𝐿

𝜎(𝑐𝑚)
𝜎(𝑐𝑚) + 𝜎(𝑐𝑑)

.

(37)

Instead of the binodal line, the equilibrium composition is expressed by a 3-dimensional binodal surface, as highlighted in Fig. 10(a). 
Simulated at various temperatures 𝑇 ; see Fig. 10(c) and (d), the T-c phase diagram for the binary fluid system at Ca𝐸 = 1.0 is 
recovered in Fig. 10(b). Both 𝑐𝑚 (blue open dots) and 𝑐𝑑 (red open dots) deviate largely from the black solid E-free binodal line and 
show good consistencies with the theoretical colored binodal lines calculated via Eq. (37).

10. Dynamics with capillary wave theory

In the previous section, thermodynamics, especially the equilibrium states, are discussed. In this section, we study energy dissipa-

tion with the help of the capillary wave theory (CWT). For liquid surfaces perturbed by small thermal noises, its energy dissipation 
obeying CWT has been proved by several experiments [64,65]. When the perturbation is small, the increase in the surface energy 
Δ𝐸 is proportional to the change in the surface area as

Δ𝐸 ≈ 𝛾

2 ∫
(
∇ℎ

)2 d𝑥d𝑦, (38)

where the interface position ℎ is marked by the location with the droplet composition 𝑐 = 0.5. After Fourier transformation, Eq. (38)

is rewritten as

Δ𝐸(𝑞) = 𝛾

2 ∫ 𝑞2
|||Δℎ̃(𝑞)|||2d𝑞,

where 𝑞 denotes the wave frequency, and Δℎ̃2(𝑞) stands for the capillary wave amplitude. At equilibrium, each wave mode of the 
fluctuation has the energy of 𝑘𝐵𝑇 , which says⟨

Δℎ̃2(𝑞)
⟩
=

𝑘𝐵𝑇

4𝜋2𝑞2 𝛾
. (39)

To validate the energy dissipation of the droplet interface in our electro-hydro-thermodynamic model, a flat fluid-fluid interface 
16

is placed in the center of a 100 × 100 domain, as shown in Fig. 11(a)(i). The rest setups are identical to Sec. 8.3. Perturbed by the 
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Fig. 11. (a) The exemplary composition 𝑐 and charge density 𝜌
𝑒

perturbed by the composition noise 𝝃
𝑐
= (0.01, 0.01) at 𝑡 = 1𝑒5 with Ca

𝐸
= 0.1. The color bar of 𝜌

𝑒

value is in log-scale. (b) The capillary wave amplitudes ⟨Δℎ̃2(𝑞)⟩ with the wave frequency 𝑞 for different Ca
𝐸

numbers. The black solid line guides ⟨Δℎ̃2(𝑞)⟩ ∼ 𝑞−2 .

Table 1

Simulation parameters for the ternary system.

Parameters Description Values

𝜒12, 𝜒13, 𝜒23 Flory parameters 2.5, 2.5, 2.5

𝜒123 Triple interaction parameter 3.5

𝜅 Surface tension parameter 1.0

𝜖 Interface width parameter 4.0

𝐷1,𝐷2,𝐷3 Diffusivity for each component 1.0, 1.0, 1.0

𝜌1, 𝜌2, 𝜌3 Density for each component 1.0, 1.0, 1.0

𝜂1, 𝜂2, 𝜂3 Viscosity for each component 1.0, 1.0, 1.0

Fig. 12. Ternary phase diagram of an A-B-C system, on which the equilibrium compositions of A, B, and C are marked by the red open dot, blue open dot, and purple 
open square, respectively. The parameters of free energy density are tabulated in Table 1. The color bar measures the free energy density magnitude.

compositional fluctuation with the amplitude of 𝝃𝑐 = (0.01, 0.01), the induced charges are clearly visible at both interface and the 
bulk regions, as demonstrated in Fig. 11(a)(ii). This observation is totally distinct from the charge distribution without noise; see 
Fig. 2(b). By varying Ca𝐸 from 0.01 to 1.0, the capillary wave amplitude 

⟨
Δℎ̃2(𝑞)

⟩
in Fig. 11(b) not only shows the 𝑞−2 scaling law 

predicted by the CWT, but also magnifies with the increase in Ca𝐸 . This observation indicates that the leaky dielectric droplet still 
follows CWT, which suggests the energy dissipation via surface energy reduction.

11. Result and discussion

In this section, we discuss the droplet coalescence and spinodal decomposition of an A-B-C ternary system with the electro-hydro-

thermodynamic model. Choosing the free energy parameters in Table 1, the ternary phase diagram in Fig. 12 has three local minimal 
states, as marked by the red open dot for component 1 rich phase A, the blue open dot for component 2 dense phase B, and the purple 
open square for C. The corresponding equilibrium compositions for phases A, B, and C are (0.770, 0.115, 0.115), (0.115, 0.770, 0.115), 
and (0.115, 0.115, 0.770), respectively.

11.1. Ternary droplet coalescence

For binary system, abundant previous results [20] are available for the droplet coalescence with electro-hydrodynamics. The 
droplets merge by minimizing the surface energy, resulting in the final morphology of a single droplet. With our multi-component 
model, we elucidate the ternary droplet coalescence by placing the red droplet (component 1 riched phase A) and another blue 
droplet (component 2 dense phase B) in a 240 × 480 purple matrix (phase C) domain. The initial droplet radii are 40 and their 
17

spacing is set to be 40, as shown in Fig. 13(a)(i). The external electric field parallel to the x-direction is applied with Ψ1 = 24.0 at the 



Journal of Computational Physics 505 (2024) 112907H. Zhang, F. Wang and B. Nestler

Fig. 13. Ternary droplet coalescence coupled with electro-hydrodynamics. (a) Surface tension dominant coalescence with a weak electrostatic effect, Ca
𝐸
= 1.0. (i) 

The composition field 𝒄 evolves with time and the color bar shows red for droplet A, blue for droplet B, and purple for matrix C. The velocity field is stacked on 
the same figure. (ii) The evolution of the charge density 𝜌

𝑒
with time and the values are scaled by the color bars beneath the figure. (b) The electric field dominated 

droplet motion with a strong electrostatic effect, Ca
𝐸
= 10.0. The velocity magnitude is measured by the vector cone size, as well as the white-black color bar.

left boundary and Ψ0 = 0 at the right. Here, the conductivity for each component is assigned to be (𝜎1, 𝜎2, 𝜎3) = (5.0, 1.0, 1.0) and a 
special permittivity setup is chosen as (𝜀1, 𝜀2, 𝜀3) = (50.0, 1.0, 5.0).

Clearly noticeable in charge density distribution in Fig. 13(a)(ii), the selected permittivity ratio emerges the negative charges at 
the right side of droplet A, directly towards the charges with the same sign on the left side of droplet B. This scenario can never take 
place in the binary system and the repulsive Coulomb force of the same charges can magnificently alter the droplet coalescence. By 
setting a weak electric capillary effect with Ca𝐸 = 1.0, the surface tension overwhelms the electric forces. The Coulomb force scaled 
by Ca𝐸 is too weak to stop the aggregation of the negative charges. At 𝑡 = 1𝑒4, the droplets merge into a Janus particle which is 
composed of the oblate droplet A and prolate drop B, as depicted in Fig. 13(a). After coalescence, the Janus droplet experiences the 
so-called Quincke rotation [66,67] counterclockwise. Similar morphological transformations are reported in the Janus droplet [68]

and double-emulsion droplet [69].

With further increasing Ca𝐸 to 10.0, the droplet coalescence is entirely denied by the repulsive Coulomb force between A and B, as 
highlighted by the white squares in Fig. 13(b)(ii). The left interface of the red droplet A is firstly deformed into a concave shape, and 
finally cut into 2 small droplets, as marked by yellow dashed lines in Fig. 13(b)(i). Moreover, the strong electrostatic force propels 
the fluid flow in the whole domain, causing the instability of the elongating blue droplet B which ruptures into 3 satellite drops at 
𝑡 = 3𝑒3. Similar droplet breakup has been observed in the electrospinning process [70] and needs to be heeded in future works.

11.2. Ternary spinodal decomposition

In this part, the influence of electrohydrodynamics on the ternary spinodal decomposition is elucidated. Initially, a homo-

geneous 200 × 200 domain with composition 𝒄 = (0.33, 0.33, 0.34) is perturbed by the composition noise with amplitude of 
𝝃𝑐 = (0.01, 0.01, 0.01). The permittivity and conductivity are set to be (50.0, 25.0, 1.0) and (5.0, 3.0, 1.0), and the electric field setup 
is identical to sec. 7.2. Triggered by noises, the phase separation starts and produces a huge amount of interfaces, as shown in 
Fig. 14(a)(i). Due to the selected permittivity ratio, the purple phase C is stretched in y direction by the electric force, while 
the red phase A elongates in the x direction which is highlighted by the yellow dot-dashed line in Fig. 14(a)(i). Since the weak 
electro-capillary effect with Ca𝐸 = 1.0 is adopted, the surface tension dominates the morphological evolution. The inhomogeneous 
surface tension induced the so-called Marangoni flow which propels the droplet coalescence. In the white squares of Fig. 14(a)(i), 
the Marangoni flow is sketched by the gray cones. Large flow velocity appears when droplets merge and the fluid flow behaves 
vastly like the laminar flow with direction perpendicular to the interfaces. Consequently, the final morphology shows only a subtle 
difference from the spinodal structures with slightly deformed droplets.

By increasing Ca𝐸 to 10.0, the electric effect becomes dominant. The fluid flow is no longer decided by the surface tension itself, 
and its direction is highly correlated with the charge distribution. Highlighted in the white dashed squares in Fig. 14(b), negative 
charges are induced at the left interface of the purple droplet C, and positive charges on the right side. Therefore, the Coulomb’s 
force results in the upwards fluid flow tangent to the left interface, while the downstream appears on the right. Consequently, the 
vortex marked by the white “⊗” symbol is produced which rotates the droplet C clockwise. Moreover, the vortex expands to the 
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entire domain until damped by the viscous effect, and results in the rotation of the whole domain. Consequently, the phase separation 
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Fig. 14. Ternary spinodal decomposition (SP) coupled with electro-hydrodynamics. (a) Surface tension dominant SP with weak Ca
𝐸
= 1.0. (i) The composition 𝑐

stacked by the velocity field (gray cones). Two stretched droplets are highlighted with yellow dot-dashed lines. (ii) The charge density 𝜌
𝑒

evolution scaled by the color 
bars below. (b) The electric field dominated SP with strong Ca

𝐸
= 10.0. Some charge-induced vortices are highlighted in white “⊗∕⊙” symbols obeying the right-hand 

rule.

morphology deviates largely from the spinodal structure in Fig. 14(a). In addition, we find the transient state in the white circles in 
Fig. 14(b). Different from the surface tension dominated scenario, the zigzag interface is stabilized by the electric field. Finally, when 
the induced charges get gradually dissipated by the conduction, all droplets get polarized, forming a lamellar structure parallel to 
the external field.

12. Conclusion

In conclusion, we present a multi-component electro-hydro-thermodynamic model to investigate the droplet behaviors affected 
by the interplay of diffusion, hydrodynamics, and electric field. The total energy functional for both leaky and perfect dielectric 
materials is derived and the corresponding energy law is presented. The verification of our model with Taylor and Feng’s classic 
theories is performed in 2D. Most importantly, differing from the previous models, the expression of the electrochemical potential 𝜇
is revisited and the dielectric-related correction term is added to recapitulate the models. The modification in the chemical potential 
leads to a generalized electro-hydro-thermodynamic force including the Kortweg stress and the Maxwell stress. Consequently, the 
thermodynamic equilibrium is deeply impacted by the electric field which explains the surface tension reduction induced by the 
electric field that has been observed in many experiments. In addition, our multi-component model enables us to study the ternary 
droplet coalescence and spinodal decomposition, bringing some interesting observations that can hardly be scrutinized in the binary 
system. We expect that the present model will help to understand the electrohydrodynamic behaviors of complex droplet systems 
and deepen our knowledge of droplet/fluid manipulation by the electric field, for instance, in the electrospinning process. Other 
suggestions for future work could be the electro-wetting/dewetting and ionized surfactant-related phenomena.
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Appendix A. List of symbols

Notation Description

Ω Domain investigated

𝑆 Domain boundary

 Total energy functional

 Chemical free energy functional

 Kinetic energy

 Electric potential energy

𝑔 Chemical free energy density

𝑓 Bulk free energy density

𝑐𝑖 Concentration of composition 𝑖
𝑐𝑑 Equilibrium droplet concentration

𝑐𝑚 Equilibrium matrix concentration

𝑁 Number of components

𝜇 Electrochemical potential

𝜒 Flory interaction parameter

𝛾 Surface tension

𝜅 Surface tension parameter

𝜖 Interface width parameter

𝑅𝑔 Gas constant

𝑣𝑚 Molar volume

𝑇 Temperature

𝑡 Time

𝐷𝑖 Diffusivity of component i
𝜏 Kinetic parameter for Allen-Cahn model

𝜉𝑎 Thermal phase variable noise amplitude

𝛿𝐾 Kronecker’s delta

𝜆 Lagrange multiplier

𝑝 Hydrostatic pressure

𝑃 Grand potential

𝜌 Density

𝜂 Dynamic viscosity⟨Δℎ̃2(𝑞)⟩ Capillary wave amplitude

𝑞 Capillary wave frequency

𝑢 Electrical energy density

Ψ Electric potential

𝜎 Conductivity

𝜀 Permittivity

𝜌𝑒 Charge density
20

𝐶𝑒 Surface charge density
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𝐷 Droplet deformation factor

Δ𝑥 Mesh resolution

Δ𝑡 Simulation time step

eps Poisson equation residual threshold

Pé Pélect number

Cn Cahn number

We Weber number

Re Reynold number

Ca𝐸 Electro-capillary number

𝒄 Composition vector

𝒙 Position vector

u Macroscopic fluid velocity

𝝃𝑐 Thermal composition noise amplitude

𝒇 𝑒 Dielectric force

𝒇 𝑐 Thermodynamic force

E Electric field strength

 Mobility

Θ Thermodynamic stress tensor

T Viscous stress tensor

𝜎𝑀 Maxwell stress tensor

Appendix B. Supplementary material

Supplementary material related to this article can be found online at https://doi .org /10 .1016 /j .jcp .2024 .112907.
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