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1. Introduction

In a huge amount of alloy systems of great
importance for advanced engineering mate-
rials, the solidification process involves the
simultaneous formation of two or more
phases from the liquid phase. During the
directional solidification of eutectic multi-
component alloys, the evolution of different
ordered fibrous and lamellar microstruc-
tures can be observed. Besides these
ordered structures, various forms of
instability-driven morphologies can evolve
depending on the applied composition
and temperature. The growth of eutectic
colonies[1] is one of these morphological
structures. These structures are mainly
observed in ternary systems for alloy com-
positions in the vicinity of a binary eutectic
reaction. Widely used and important alloys
in advanced engineering applications, in
which eutectic colony formation occurs,
are gray and white cast iron, aluminium-
silicon and aluminium copper, copper-
based and steel alloys as well as nickel-based

superalloys. Based on an understanding of the underlying physi-
cal mechanisms, optimizing eutectic colony microstructures are
crucial steps in the development of advanced engineering
materials, allowing engineers to design materials with tailored
microstructures and properties that meet the specific demands
of diverse industries. The formation of eutectic colony micro-
structures holds importance in advanced engineering materials
as they often result in enhanced mechanical properties of materi-
als. Upon the structural characteristics, the microstructure can
lead to increased hardness, strength, and toughness, making
the material more suitable for demanding engineering applica-
tions. Moreover, eutectic colonies provide a means of controlling
the grain size in materials and hence are a key material property
to establish higher strength and fatigue resistance. In addition,
certain eutectic microstructures can enhance the corrosion or
heat resistance of materials as, for example, of importance in
aerospace or automotive components.

The formation of eutectic colonies is driven by instabilities in
the planar solidification front, caused by the rejection of the
ternary impurities diffusing from the two solidifying phases into
the liquid. With increasing solidification velocities, the solidifica-
tion front becomes morphologically unstable and an impurity-
driven Mullins–Sekerka instability[2,3] can occur, in which parts
of the front grow preferentially, resulting in a cell-like pattern
with a characteristic spacing.[4] In these cases, the evolving
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The growth of two-phase eutectic colonies is a frequently observed phenomenon
in the microstructure of directionally solidified ternary alloys. The formation of
these macroscopic structures is driven by microscopic instabilities, caused by
minor component impurities, diffusing into the liquid from the two solidifying
phases. Due to an accumulation of this impurity component, a morphological
instability at the eutectic front leads to the formation of eutectic colonies. In this
work, the phase-field method is used to investigate the influence of different
melt composition and hence of the adjusting phase fractions on the growth of
eutectic colonies. For this purpose, specially designed model systems, N-xA-yC,
with defined phase fractions of the solids are generated on the basis of the high
performance material NiAl-34Cr. Based on these models, the evolution of
eutectic colonies is investigated in two- and three-dimensional (3D) large-scale
simulations with up to 3⋅109 cells. To perform these highly computationally
intense large-scale 3D simulations, the computational framework used is
optimized in several layers. The results obtained show the influence of the
melt composition on the formation and characteristics of the evolved eutectic
colonies and provide new insights into the formation of these macroscopic
structures.
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morphology changes and the solidifying eutectic fibers and
lamellae devolve not only along the direction of the temperature
gradient, but also tilt to the growth direction. Due to the tilting, a
curved solidification front is established that extends the lamellar
spacing. Eventually this leads to the growth of new lamellae, to
establish a reduced spacing, following the Jackson–Hunt
criterion.[5] Also caused by tilting, the fibers or lamellae start
to grow against each other, forming interfaces between the colo-
nies. Each colony consists of multiple splitting events of fibers or
lamellae that are many times smaller than the colony itself.
Similar to eutectic, dendritic, and cellular structures, the size
of a colony depends on its growth rate[6] and thus on the temper-
ature gradient. With increasing velocity, more and similarly sized
colonies evolve, while with decreasing velocity the size distribu-
tion of the colonies is larger and fewer colonies are found.

The formation of eutectic colonies is experimentally investi-
gated by Raj et al.[6] for the system Ni-Al-Cr-Mo, by Durand
et al. for the systems MnSb-(Sb,Bi) and MnSb-(Sb,Sn)[7] and
by Hecht et al.[8] for the system Al-Ag-Cu. Theoretical work
on the growth behavior of eutectic colonies are published by
Himemiya[9] and by Plapp and Karma.[10] The later ones contin-
ued their theoretical work[10] by comparing it with 2D large-scale
simulations of the system Al-Ag-Cu, using an isotropic
phase-field model.[11] This model is extended by Lahiri and
Choudhury[12] to study the effect of the growth fronts in multi-
phase alloys, by considering the anisotropy of the solid–solid and
solid–liquid interfaces. This results in a fixed colony spacing
evolves in their simulations, which is not observed for isotropic
systems. Depending on the growth velocity and the cell spacing,
Lan and co-workers[13–16] classify different shapes of the colony
formation within phase-field simulation studies. Spiral den-
drites, a special arrangement of eutectic colonies, are also
investigated with the phase-field method by Pusztai, Ratkai,
and co-workers[17,18] as well as Akamatsu et al.[19,20]

Some recent studies of the eutectic colony formation, per-
formed with the phase-field method, have been published by
the authors themselves.[21,22] In,[21] the influence of the applied
temperature gradient and in,[22] additionally, the influence of the
growth velocity on the evolving eutectic colonies is studied in
two-dimensional (2D) large-scale simulations of the system
NiAl-34Cr. As the formation of eutectic colonies requires the
occurrence of new lamellae within the simulation domain, a
kinetically consistent concentration-driven nucleation mecha-
nism is introduced in,[21] which follows the approach from
Schoof et al.[23] for martensitic phase transformation. Other
nucleation mechanisms are presented by Böttger et al.[24] and
Nestler and Wheeler.[25] A summary of the work on the study
of nucleation mechanisms, using the phase-field method, can
be found in Podmaniczky et al.[26]

Continuing the work of,[21,22] this article investigates influence
of the melt compositions and subsequently the influence of the
phase fractions on the eutectic colony formation. Preliminary
studies on these investigations are presented in.[27,28] In order
to simulate the nucleation during directional solidification in
the eutectic and three off-eutectic compositions, the nucleation
mechanism from[21] is transferred to the system AlCu-5Ag in.[27]

For each composition, a stable set of parameters is found to per-
form isothermal Jackson-Hunt studies[5] in 2D simulations.
Unfortunately, by increasing the simulation domain, a stable

configuration of the nucleation parameters is not found to estab-
lish the growth of eutectic colonies for the system AlCu-5Ag.
Hence, the investigation of the eutectic colony formation is
initially continued on the basis of the previously used system
NiAl-34Cr, which was originally derived in [29] for the phase-field
simulation of the direction solidification process. For this pur-
pose, the Gibbs energy functions of the system NiAl-34Cr are
recalculated by using the thermodynamic database of Peng
et al.[30] and the approximation workflow of Dargahi Noubary
et al.[31] To investigate the influence of the melt composition
on the formation of eutectic colonies, the next step is to modify
the newly modeled Gibbs energy paraboloid of the liquid phase
of NiAl-34Cr to shift the position of the equilibrium composition
of the liquid. New eutectic material systems N-xA-yC are digitally
designed by consequently adjusting the melt compositions in
the simulation domain. This approach is in contrast to other
works,[27,32,33] which also investigates the influence of the melt
composition on the adjusting microstructures. In these works,
only the melt compositions in the simulation domains are varied,
resulting in off-eutectic simulations. The additional modifica-
tions of the Gibbs energy paraboloid in the work presented here
still describes eutectic systems, which increases the stability of
the simulated microstructures. These newly designed eutectic
material systems do not represent the original NiAl-34Cr system.
However, using the system NiAl-34Cr as basis of the modeling
ensures the thermodynamic consistency of the new designed
N-xA-yC systems.

The results of preliminary studies for the material systems
N-37.7A-24.0C, N-33.3A-34.0C, and N-28.9A-44.0C, in small
2D simulation domains of 1500� 1000 cells, are summarized
in.[28] Based on these preliminary study results, four newly devel-
oped material systems, namely N-28.4A-45.3C, N-31.7A-37.8C,
N-33.3A-34.0C, and N-31.7A-34.0C, are selected for the upcom-
ing investigations in this work, so as to achieve phase ratios
from 50:50 to 66:33, for the solid phases after the solidification.
To enable the growth of multiple coexisting colonies within
one simulation, 2D and 3D large scale simulations are performed
on the gauss centre of supercomputer high performance com-
puting (GCS HPC)-system SUPERMUC-NG at the Leibniz
Supercomputing Centre[34] by using an optimized and vectorized
solver within the massively parallel multiphysics framework
PACE3D.[35,36] The simulation results are compared visually
and by analyzing the evolving structures with respect to the size
and growth height of the evolving colonies.

The so-called eutectic reactions occur at specific compositions
and temperature conditions, resulting in the formation of eutec-
tic and in particular eutectic colony microstructures. Widely used
and important alloys in advanced engineering applications, in
which eutectic colony formation occurs, are gray and white cast
iron, aluminium-silicon and aluminium copper, copper-based
and steel alloys as well as nickel-based superalloys. Based on
an understanding of the underlying physical mechanisms,
optimizing eutectic colony microstructures are crucial steps in
the development of advanced engineering materials, allowing
engineers to design materials with tailored microstructures
and properties that meet the specific demands of diverse indus-
tries. The formation of eutectic colony microstructures holds
importance in advanced engineering materials as they
often result in enhanced mechanical properties of materials.
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Upon the structural characteristics, the microstructure can lead
to increased hardness, strength, and toughness, making the
material more suitable for demanding engineering applications.
Moreover, eutectic colonies provide a means of controlling the
grain size in materials and hence are a key material property
to establish higher strength and fatigue resistance. In addition,
certain eutectic microstructures can enhance the corrosion or
heat resistance of materials as, for example, of importance in
aerospace or automotive components.

In the following, the basic phase-field model is introduced
together with the implemented nucleation mechanism and the
optimizations made. Subsequently, the modelling of the four
newly developed material systems is presented in detail, the
2D and 3D simulation setups are described, and the applied anal-
ysis method based on a watershed algorithm is explained. Based
on this, the simulation results are shown and the influence of the
melt composition on the evolving 2D and 3D structures is inves-
tigated. Finally, the results are summarized and discussed.

2. Phase-Field Model

For the simulations of the eutectic colony formation within the
ternary model systems N-xA-yC, a thermodynamically consistent
phase-field model, based on a grand potential functional and
an Allen–Cahn-type variation, is used.[37–39] The N= 3 order
parameters ϕα̂, describe the local phase fractions of the three
phases participating in the eutectic reaction Liq⇆ B2þ A2 in
N-xA-yC. To differentiate the phases α, β, … from their indices,
the indices are marked by an □̂ symbol in the following equa-
tions. The development of the N phase fields ϕα̂ are described by
the time evolution equations

τε
∂ϕα̂

∂t
¼ �ε

∂aðϕ,∇ϕÞ
∂ϕα̂

� ∇ ⋅
∂aðϕ,∇ϕÞ
∂∇ϕα̂

� �
� 1

ε

∂ωðϕÞ
∂ϕα̂|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

∶¼rhs1,α̂

� ∂ψðϕ,μ,TÞ
∂ϕα̂|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

∶¼rhs2,α̂

� 1
N

XN
β̂¼1

ðrhs1,β̂ þ rhs2,β̂Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

∶¼Λ

(1)

to couple the different timescales of the evolution equations, the
relaxation parameter τ is introduced.[38] The width of the inter-
face between the phases is controlled by the parameter ε and its
shape is modeled by the gradient energy a(ϕ, ∇ϕ) and by the
obstacle potential ω(ϕ). The gradient energy density a(ϕ, ∇ϕ)
is described in[39] and includes the interface energies γα̂ β̂ and
the function acðq̃Þ, which describes the anisotropy in the inter-
face energies. In this work, isotropic interfaces energies are used
to model the system N-xA-yC, leading to the function acðq̃Þ ¼ 1.
The formulation of the obstacle potential ω(ϕ) is also given
in [39]. Besides the interfacial energies γα̂ β̂, the obstacle potential
also includes the higher order term γαβδ, which is introduced to
reflect the correct equilibrium angle conditions at the triple junc-
tions,[39,40] by suppressing the appearance of a third phase at the
phase boundaries. The driving forces for the phase transitions
are described by the differences of the grand potentials ψβ̂, which
are stored in the grand potential function ψ(ϕ, μ, T ). The

derivation of the grand potentials from thermodynamic
CALPHAD databases is discussed in detail in the chapter 4.
Finally, the Lagrange multiplier Λ is introduced to fulfill the
constraint

PN
α̂¼1 ∂ϕα̂= ∂t ¼ 0.

To enable the growth of new nuclei in the simulations, a noise
term ζα of the form

ζα ¼
�
ndist ⋅ A ∀ϕβϕl > 0 tstep mod i ¼ 0

0, else
(2)

is added to the right hand side of the phase-field evolution
equation,[21,27] where ndist is the noise function and tstep is the
time step of the simulation. For the conducted material system,
the nucleation can be adjusted for the conducted material system
by means of the limit cdev, the amplitude A and the interval i.
The limit cdev describes the deviation of the concentrations from
the initially set melt composition. If the concentration of one or
more components reaches this predefined limit cdev in the inter-
face region ahead of the solidification front, the nucleation mech-
anism is executed. The strength of the nucleation is adjusted by
the amplitude A and the interval step i defines time period in
which the criterion cdev must be tested.

To ensure mass conservation during the simulations, the time
evolution of the chemical potentials is introduced and coupled
with the evolution equation of the phase fields. The vector of
the chemical potential μ consists of a parameter μk for each com-
ponent (k=N, A, C), and its time evolution is derived from the
mass balance of the K= 3 concentrations and Fick’s law as

∂μ
∂t

¼
XN
α̂¼1

hα̂ðϕÞ
∂cα̂ðμ,TÞ

∂μ

� �" #�1

�
 
∇ ⋅ ðMðϕ,μ,TÞ∇μ� Jatðϕ,μ,TÞÞ

�
XN
α̂¼1

cα̂ðμ,TÞ
∂hα̂ðϕÞ

∂t
�
XN
α̂¼1

hα̂ðϕÞ
∂cα̂ðμ,TÞ

∂T

� �
∂T
∂t

!
(3)

here, the vectors cα̂ðμ,TÞ contain the concentrations Acα̂, Ccα̂ and
Ncα̂ for the considered phase α̂. The mobility term M(ϕ, μ, T )[38]
contains the diffusion coefficient matrixD of the phases involved
and the function hα̂ is introduced in the form hα̂ ¼ ϕ2

α̂ð3� 2ϕα̂Þ
to interpolate between the different phases. The term Jat is an
anti-trapping current,[38,41,42] used to balance the effects of artifi-
cially enlarged interfaces from phase-field modeling.

The evolution of the temperature is described by a moving
analytic approach of the form

∂T
∂t

¼ ∂
∂t
ðT0 þ Gðy � vGtÞÞ ¼ �GvG (4)

starting from an initially imprinted temperature field, with the
base temperature T0, the temperature T evolves, with the gradi-
ent G and the velocity vG in the growth direction y.

3. Simulation Setup and Model Optimizations

The focus of this work is on the numerical study of the evolution
of eutectic colonies with the phase-field method in 2D and 3D
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simulation domains. For this, 2D and 3D Bridgman-type furnace
setups are used.[21,43] Starting from an initial arrangement of
nuclei on one side of the simulation domain, the two solid phases
A2 and B2 evolve into a liquid domain, controlled by the applied
temperature gradient (Equation 4) in the y-direction (z-direction
in 3D) and at the velocity v. An infinite domain, perpendicular to
the solidification front, is modeled by periodic boundary condi-
tions and a constant flux of the melt into the domain is realized
by a Dirichlet boundary condition at the liquid end of the
domain. At the opposite solid end of the domain, a no-flux
boundary condition is applied. Illustrations of the 2D and 3D
simulation domains are given in,[21,44] respectively.

To ensure the comparability of the resulting microstructures,
each simulation type (2D or 3D) is performed with the same ther-
mal gradient G and the same velocity vG. The simulation values
and their physical equivalence are summarized in Table B1 of the
Appendix B. Also the random Voronoi tessellation used to gen-
erate the initial arrangement of nuclei at the beginning of the
simulation has been generated only once for the 2D and for
the 3D simulations in advance and is used in all simulations
of each type, respectively.

The initially investigated 2D simulations are performed for 6
million time steps in a simulation domain of 4000� 750 cells, on
the SUPERMUC-NG with 96 cores. Due to the used optimized
moving-window technique,[45] the finally resulting structures
reach a final size of approximately 4000� 6000 cells. The subse-
quently performed 3D simulations are preformed in a domain of
2000� 2000� 750 cells with 18 432 cores for 4 million time
steps. Since the maximum usable time step width dt depends
on the dimension of the simulations, dt is reduced by 35%
for the 3D simulations compared to the 2D simulation. To com-
pensate for this smaller time step width as well as the reduced
calculation time the growth velocity of the structures in the 3D
simulations is enlarged by increasing the temperature gradient
velocity by 20%. It is mentioning that already nonphysically
enlarged growth velocities are used for the 2D simulations to
reduce the computational cost of achieving adequate growth
heights. A further increase in speed is not used, as this affects
the stability of the simulations. The 3D microstructures reach a
final height of up to 3000 cells. The individual parameters for the
2D and 3D simulations are also given in Table B.1.

To resolve the different scales between the eutectic and the
colony structures simultaneously in one simulation, large simu-
lation domains with a high resolution are required. Again, sim-
ulating of such large domain sizes with more than
1000� 1000� 500 voxel cells in a reasonable time (<several
days) requires an execution of the simulations with more than
10.000 cores[39,46] and thus using the fastest supercomputers cur-
rently available.

To increase the efficiency of these computations, compared to
the previously published simulation results of eutectic colonies
in 2D,[21] an optimized and vectorized version of the solver is
implemented in the massively parallel multiphysics framework
PACE3D[36] version 2.5.1. The optimizations in this new solver are
based on the improvements introduced by Bauer et al.[47] and
Hötzer et al.[39] for the computation of directional solidification
with the phase-field method within the massively parallel HPC
framework WALBERLa (www.walberla.net). These improvements
affect different layers of the code implementation, mainly for the

kernels of the phase fields ϕα̂ and the chemical potentials μi,
which account for more than 90% of the total program run-
time.[47] For example, the number of computationally intensive
divisions is reduced by using lookup tables and multiplications
with the inverse instead. Additionally, inverse square root calcu-
lations, required for vector normalizations, are replaced by
approximated values provided by a fast inverse square root algo-
rithm.[48] Next, explicit single instruction multiple data (SIMD)
vectorization is included in both computation kernels. Since
the targeted architectures all have a vector width of four values
with double precision, a straightforward method is used for vec-
torizing the algorithm of the μ-kernel by unrolling the innermost
loop and updating four cells in one iteration. In contrast to the
work of Bauer et al.[47] and Hötzer et al.[39] the number of used
components is variable and not limited to three. The number of
performed calculation loops of the μ-kernel is updated with the
required number of investigated components.

For the ϕ-kernel, a more natural approach is used. Instead of
dealing with four cells simultaneously, four phases are repre-
sented with the SIMD vector. Thus, the phase field is still
updated cellwise, allowing branching on a cell-by-cell basis.
However, a significant speed-up of the kernels is achieved, since
some computationally intensive terms only have to be calculated
for certain cell configurations.[47]

To further use the potential of vector andmatrix calculations to
reduce the computational effort, the formulations of the Gibbs
energies are also converted into a vector/matrix notation.
Instead of using the approximated parabolic formulations of

gα̂ðc,TÞ ¼
XK
i¼1

iAα̂ðTÞic2 þ
XK
j¼1

jBα̂ðTÞ jc þ Cα̂ðTÞ (5)

with the temperature dependent coefficients Ai
α̂ðTÞ, Bj

α̂ðTÞ, and
Cα̂ðTÞ and the bulk concentration vector c, for the observed ter-
nary systems, the following matrix notation

gα̂ðc,TÞ ¼ c,Ξα̂ðTÞch i þ c, ξα̂ðTÞh i þ X α̂ðTÞ (6)

with the matrix Ξα̂ðTÞ, the vector ξα̂ðTÞ and the scalar X α̂ðTÞ,
which are defined as

Ξα̂ðTÞ ¼
1Aα̂ðTÞ þ3 Aα̂ðTÞ 3Aα̂ðTÞ
3Aα̂ðTÞ 2Aα̂ðTÞ þ3 Aα̂ðTÞ
� �

(7)

ξα̂ðTÞ ¼
1Bα̂ðTÞ � 23Aα̂ðTÞ þ3 Bα̂ðTÞ
2Bα̂ðTÞ � 23Aα̂ðTÞ þ3 Bα̂ðTÞ
� �

(8)

X α̂ðTÞ ¼ Cα̂ðTÞ þ3 Aα̂ðTÞ þ3 Bα̂ðTÞ (9)

is implemented following.[39]

In addition to the improvements from,[39,47] efficient buffering
techniques are used for expensive computations such as the cal-
culation of the fluxes. As additional optimizations, the patterns in
the update rule for the phase field are exploited to reduce the
number of computational instructions, and the temperature field
is specified in a unidirectional functional. By reducing the call
frequency of the moving-window technique[45] a further reduc-
tion in the global communication is achieved.
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4. Modeling of Thermodynamic Gibbs Energy
Densities

The used ternary model systems N-xA-yC are derived based on
the thermodynamic information stored in the thermodynamic
CALPHAD database of Peng et al.[30] for the system Ni-Al-Cr-Mo.
This database also contains the Gibbs energy information of the
ternary system Ni-Al-Cr and improves the database from[49]

with more recent experimental data in the vicinity of the eutectic
reaction of the ternary system. To extract the data from,[30] the
workflow of Dargahi Noubary et al.[31] is used. In this semi-
automated workflow, the equilibrium concentrations of the
evolved phases are first calculated for a given temperature by
using the software package THERMOCALC.[50] For a melt concen-
tration of 34.4 at% Al, 34.0 at% Cr, and 31.6 at% Ni, correspond-
ing to the eutectic composition of the system NiAl-34Cr and an
isothermal undercooling temperature Tisoth of 1710 K the results
of this equilibrium calculation are summarized in Table 1.

Next, the Gibbs energies for the phases A2, B2,and Liq are
calculated at Tisoth with THERMOCALC in a range around their
equilibrium concentrations and approximated by using a least
square method and second-order concentration dependent poly-
nomials of the form as in Equation 5. After a small adaption of

the parameters B j
α̂ðTÞ and Cα̂ðTÞ, to improve the accordance of

the equilibrium concentrations, the adjusted Gibbs energy func-
tions are reduced to two components by using the constraint
Ncα̂ ¼ 1� Acα̂ � Ccα̂. The reduced functions are subsequently
transferred to the used matrix notation from Equation (6), to
derive the following dimensionless Gibbs energy formulations

geutA2 ðAc,CcÞ ¼ ðAc,CcÞ
3.293 1.750

1.750 1.549

" #
Ac

Cc

 !

þ Ac,Ccð Þ
�3.798

�2.423

" #
þ 0.033 Jsim cells�3

(10)

geutB2 ðAc,CcÞ ¼ ðAc,CcÞ
3.878 1.956

1.956 1.898

" #
Ac

Cc

 !

þ Ac,Ccð Þ
�3.922

�1.498

" #
� 0.488 Jsim cells�3

(11)

and

geutLiqðAc,Cc ,TÞ ¼ Ac,Ccð Þ
1.800 0.823

0.823 0.578

" #
Ac

Cc

 !

þ Ac,Ccð Þ
�1.810

�0.347

" #
� 0.755T

� 0.252 Jsim cells�3

(12)

for the observed phases A2, B2, and Liq, respectively. To reduce
the computational effort, only the concentration-independent
parameter CLiq(T ) of the Liq phase is defined as temperature-
dependent. The temperature dependence is modeled such that
the grand potential differences between the liquid and the solid
phase is zero at the eutectic temperature. As a result, there is no
driving force between the phases at Teut.

Despite a wide variation of the parameters A, I, and cdev to
adjust the nucleation mechanism, as well as of the isothermal
undercooling temperature Tisoth and the solidification velocity
v, no stable growth of eutectic colonies was established using
these approximated Gibbs energy functions. This may be due
to the fact that the concentration accumulations ahead of the
solidification fronts do not form properly. Because of this, either
the nucleation mechanism is too weak, resulting in a stable pla-
nar eutectic solidification front or the nucleation mechanism is
too strong, resulting in an unstable interface between the phases.

The concentration accumulations ahead of the solidification
front can be increased by specifically adjusting the applied melt
composition in the simulations. However, a straightforward
change of the melt concentration, how it is done for example
in,[27,32,33] results in an off-eutectic composition, which has an
influence on the stability of the systems. Therefore, instead of
just changing the melt concentration, the entire Gibbs energy
paraboloid of the liquid phase is modified to shift the position
of the equilibrium composition of the liquid. To do this, the

parameters B j
α̂ðTÞ and Cα̂ðTÞ of Equation (5) are adjusted to sat-

isfy the equilibrium conditions and to map the correct Gibbs
energies for the equilibrium concentrations. An additional
adjustment of the melt composition to the modeled Gibbs energy
function generates new eutectic material systems.

These new material systems do not represent the original
NiAl-34Cr system and are hereafter referred to as N-xA-yC,
where N is the original Ni concentration, A is Al and C is Cr.
The variables � and y in N-xA-yC respectively describe the
amounts of A and C in at% in the current system. The evolving
N– and A–rich (or Ni– and Al–rich) phase is still labeled as B2,
while the C–rich (or Cr–rich) phase is labeled as A2.

For the upcoming studies, four newly designed systems are
selected, namely N-28.4A-45.3C, N-31.7A-37.8C, N-33.3A-
34.0C, and N-31.7A-34.0C. The newly modelled Gibbs energy
functions of the liquid paraboloids for these systems are given
in the Equation (A.1)–(A.4) in the Appendix A, respectively. In
Figure 1, the melt compositions of these systems are marked
in the original liquidus projection of NiAl-34Cr, derived from
the database of Peng et al.[30] The melt compositions of all sys-
tems are located slightly beside the tie line between the equilib-
rium concentrations of the two solid phases (dashed green line in
Figure 1), with a higher amount of N. In addition, all composi-
tions also show a deviation from the eutectic line of the liquidus

Table 1. Equilibrium concentrations of A2 and B2 for an undercooling
temperature Tisoth of 1710 K and the concentration of Liq for the
eutectic reaction at Teut= 1718.47 K, calculated on the basis of. [30]. All
entries are rounded after the second decimal place.

Phase name Temp. in [K] Acα̂,equi in [at%] Ccα̂,equi in [at%] Ncα̂,equi in [at%]

A2 Tisoth= 1710 12.81 82.96 4.23

B2 Tisoth= 1710 46.03 7.69 46.28

Liq Teut= 1718.47 34.40 34.00 31.60
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projection to a higher amount of C. Both deviations should result
in a favored growth of the C–rich (originally Cr–rich) phase A2.

The systems N-33.3A-34.0C, N-31.7A-37.8C, and N-28.4A-
45.3C are selected to illustrate the influence of the phase frac-
tions on the microstructure evolution. Based on the equilibrium
concentrations of the solids and the respective liquid phase of
these three systems, the lever rule for the phases A2 and B2
results in phase ratios of 33:66, 40:60, and 50:50. As shown in
the highlighted enlargement beneath the legend of Figure 1,
the melt composition of the system N-31.7A-34.0C (marked in
cyan) has a larger deviation from the equilibrium line compared
to the other three systems. For this system, the lever rule predicts
the same phase fraction of 33:66, for A2 and B2, as for the system
N-33.3A-34.0C. By comparing the simulation results for the sys-
tems N-33.3A-34.0C and N-31.7A-34.0C, the influence of the
deviation from the tie line on the evolving eutectic colony struc-
tures is investigated. By modeling new eutectic systems instead
of only changing the melt composition, the influence of off-
eutectic melt compositions on the formation of the eutectic col-
onies can be neglected and the formation is only depending on
the evolving phase fractions and the deviation from the tie line.

5. Analysis Methods

To determine microstructure characteristics of the eutectic colo-
nies obtained by 2D and 3D phase-field simulations, a workflow
of data analysis steps is established. With this workflow, contig-
uous regions of each colonies are detected and labeled. These
labeled areas are then further analyzed in terms of number,
height, and size. For this purpose, the first step is to calculate
a height map of the solidified structure based on the isolines
of the diffuse solid–liquid interface. Due to the different growth
heights of the two solid phases the solidification front does not
have a smooth surface. To reduce the impact of the different
growth heights, the 0.1 isoline of the liquid phase is chosen
for the height map generation, instead of the more common

0.5 isoline. Then, a watershed segmentation algorithm[51–53] is
applied to the height map to divide the solidification front into
different sections. However, several deviations and disturbances
remain in the front, which initially leads to an over-segmentation
of the structures. To solve this problem, an optimization loop is
applied to merge several sections based on a predefined criterion.
For this purpose, the maximum height hmax of the detected sec-
tions are stored and sorted in a list. Starting from the section with
the lowest height, the direct neighborhood of the corresponding
section is identified and the maximum height of all contact
points cpmax with neighboring sections is detected. If the differ-
ence d in height between this contact point cpmax and the maxi-
mum height hmax of the section is less than a predefined criterion
dcrit, the section with the lower maximum height is merged with
the neighboring section, by relabeling it with the index of the
remaining section. This process is continued up to the section
with the overall highest maximum point. With this the number
of detected section can be reduced by multiple magnitudes.
Based on these finally detected sections, the geometries of the
colonies are analyzed in 2D and 3D.

The criterion dcrit for the merging of sections, is validated in
the upcoming investigation of the 2D simulations, since the
number of colonies in these simulations is usually clearly to
decide. For this purpose, the criterion is increased in full integer
steps starting from one, until the detected number of colonies
matches the visually observed number of colonies. The same cri-
terion dcrit is subsequently used to validate the 3D simulations,
where a visual detection is mostly not uniquely possible.

6. Results

6.1. Influence of Melt Composition on 2D Eutectic Colony
Formation

Using a highly optimized and vectorized solver within the
PACE3D framework, 2D simulations are performed on the high

Figure 1. Illustration of melt compositions for the systems: N-28.4A-45.3C, N-31.7A-37.8C, N-33.3A-34.0C, and N-31.7A-34.0C, within the liquidus pro-
jection of NiAl-34Cr, derived from the database of Peng et al.[30] The newly modeled transition lines for the different systems are highlighted in blue, violet,
and orange, respectively.
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performance computing cluster SUPERMUC-NG, to validate the
stability of the selected systems and to adjust the applied nucle-
ation mechanism and the described watershed-based analysis
method. Figure 2 shows the simulation results with the best
aligned and distinguishable colonies for each system. The con-
figuration parameters of the nucleation mechanism used for the
simulations (amplitude A, limit cdev, and interval i) are listed in
the subfigures and differ only in the amount of the amplitude A.

With a lower proportion of component A and an increasing
proportion of component C, a refinement of the eutectic struc-
ture (Figure 2a–c) can be seen. Accompanying this trend, the col-
ony boundaries are less pronounced for finer eutectic lamellar
spacings. The finest structure with a composition of N-28.4A-
45.3C resembles a seaweed structure. It can also be seen that
the roughness of the entire solidification front decreases with
a finer inner eutectic structure.

All plots in Figure 2 show the growth of eutectic colonies, with
the colonies in the microstructure of N-31.7A-34.0C in Figure 2d
being the most pronounced. Another striking feature within the
microstructures is also found in the simulation results of N-
31.7A-34.0C. Areas of pure B2 phase (grey) can be seen in the
centering three colonies. At these points the growth of the
A2–fibers is interrupted. Such a microstructure feature was
not observed in the microstructures of the other simulations.

One reason for this peculiarity in the microstructure of
N-31.7A-34.0C can be found in the large deviation from the tie
line for this system. This can lead to a larger fluctuation in the
concentration ahead of the solidification front can occur. Again,
these fluctuations can lead to an overgrowth of the A2–fibers and
thus to an establishment of areas with pure B2–matrix phase.
However, as these fluctuations are not permanent, new A2 fibers
nucleate and the familiar lamellar structure within the colonies is
continued.

To analyze the 2D colonies, the 0.1 isoline of the liquid phase
is plotted in Figure 3, for each simulation. Based on these iso-
lines, which represent the profiles of the solidification fronts, the
involved eutectic colonies are determined using the watershed-
based analysis described in chapter 5. The colored regions in the
subfigures a–d show the detected sections of colonies for a crite-
rion dcrit of seven grid cells. The criterion dcrit= 7 is chosen in
accordance with the visual observation of the colony boundaries
in the 2D simulations. The same choice of dcrit is used for the
analysis of the 3D structures, as this is the smallest criterion that
leads to a match between the determined and visually observed
colony numbers.

The initially found maximum and minimum heights in the
solidification front are reduced on the basis of the determined
colony sections. In the profiles in Figure 3, the remaining

(a)

(b)

(c)

(d)

Figure 2. Comparison of the two-dimensional simulation results for the systems: a) N-33.3A-34.0C, b) N-31.7A-37.8C, c) N-28.4A-45.3C, and
d) N-31.7A-34.0C, showing the formation of eutectic colonies with different eutectic spacings and colony shapes. The used parameters (amplitude A,
limit cdev, and interval i) for the nucleation mechanism are given below the microstructures.
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extreme points are marked at the with the symbols Δ and ∇,
respectively. The geometries of the colonies are calculated on
the basis of the detected sections as well as these extreme points.
The height of a colony h2Dcolony in 2D is defined by the average devi-

ation in height (y-direction) between its maximum point and its
two neighboring minimum points, while the width of a colony
λcolony is defined by the distances of the neighboring minimum
points in the x-direction. In contrast to the described detection of
the height map in chapter 5, the 0.5 isoline is used to calculate
the height and width of the colonies. For all colonies within the
simulations, Table 2 summarizes the averaged results of these
geometry measures along with the measured phase fractions

and lamellar spacings λ2Deut of the eutectic structure. It has to
be mentioned that the microstructures of the systems are not
converged. Due to the continuously active nucleation mecha-
nism, steady instabilities can occur at the solidification front,
which lead to an ongoing transformation of the microstructures.
Therefore, all results shown in Table 2 reflect the growth states
presented here.

As expected from the lever rule, the microstructures of the
first three systems N-33.3A-34.0C, N-31.7A-37.8C, and
N-28.4A-45.3C respectively show phase proportions of approxi-
mately 33:66, 40:60, and 50:50 for the phases A2 and B2. The
colony heights h2Dcolony are evaluated as the average difference

in the maximum (Δ) and minimum (∇) front positions and a
decrease in the maximum colony heights is found with decreas-
ing lamellar eutectic spacings, i.e., decreasing differences in the
phase fractions of the solids. A similar behavior can be stated for
the number of evolved colonies within the considered simulation
domain. While the microstructure of the system N-33.3A-34.0C
in Figure 3a indicates the growth of six colonies within the sim-
ulation domain, only five colonies are detected in the simulations
of the systems N-31.7A-37.8C and N-28.4A-45.3C, as shown in
Figure 3b,c. Consequently, as the number of colonies within

(a)

(b)

(c)

(d)

Figure 3. Visualization of the solidification front profiles for the systems: a) N-33.3A-34.0C, b) N-31.7A-37.8C, c) N-28.4A-45.3C after 6 million time steps,
and d) N-31.7A-34.0C after 3.6 million time steps with high Δ and low points ∇, which are used to measure the colony geometries and the event of
disruption to the overall solidification front. The colorized regions illustrate the detected sections of eutectic colonies from the presented analysis.

Table 2. Analysis of 2D eutectic colony simulations.

Name of
simulation

Time step
for analysis

Phase fraction
ratio of A2:B2

λ2Deut
in cells

λ2Dcolony
in cells

h2Dcolony
in cells

N-33.3A-34.0C 6·106 34.6: 65.4 27� 14 666� 368 63� 42

N-31.7A-37.8C 6·106 39.5: 60.5 24� 17 800� 430 65� 38

N-28.4A-45.3C 6·106 49.5: 50.5 20� 18 800� 338 53� 32

N-31.7A-34.0C 3.6·106 34.2: 65.8 42� 38 571� 279 210� 167
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the simulation domain decreases, the average colony width λ2Dcolony
is increasing. Regardless of the detected colony numbers within
the simulation, the maximum deviations from the average colony
width are between 42% and 55% of the detected colony width
λ2Dcolony. This ratio is detected for all investigated simulations,

which indicates a more or less homogeneous size distribution
of the evolved colonies.

The analysis of the simulations for the systems N-33.3A-
34.0C, N-31.7A-37.8C, and N-28.4A-45.3C show that a reduction
in the concentration of A, in favor of C, yields 1) a decreasing
difference in the phase fractions between the two solid phases;
2) less colonies with less pronounced characteristics such as max-
imum and minimum colony heights; and 3) less curvature along
the solidification front. The visual detection of the boundary
regions between the colonies and of the colonies themselves
is also de-emphasized from N-33.3A-34.0C in Figure 2a to N-
28.4A-45.3C in Figure 2c. A similar behavior is also found in
a preliminary study in smaller simulation domains of
1500� 1000[28] for the systems N-37.7A-24.0C, N-33.3A-34.0C,
and N-28.9A-44.0C, referred to as AB-24.0E, AB-34.0E, and
AB-44.0E, respectively. In this study, less pronounced eutectic
colonies are also observed for the simulation of the system
AB-24.0E, with a phase fraction difference of around 80:20, com-
pared to N-33.3A-34.0C (or AB-34.0E in [28]). In summary, it can
be said that larger deviations in the phase proportions of the two
solidifying phases favor the growth of eutectic colonies in 2D.

This conclusion is confirmed by the simulation results for
N-31.7A-34.0C, shown in Figure 2d and Figure 3d, with a phase
fraction of about 33:66, but with a larger deviation from the tie
line. The evolved microstructure shows the formation of seven
well-defined colonies with strongly curved solidification fronts,
with the colonies on the domain width between 980 and 1950
(see Figure 3d) cells just split up into two separate colonies,
reducing the colony spacing. The height of the colonies are four
to five times greater than in the other three simulations and
the variation in the average colony height is four times greater.
The curvatures in the solidification fronts are so strong that the
applied moving-window technique[45] has almost shifted the
delimitation areas between the colonies out of the domain so that
the residual fluid remains between the colonies. The simulation
is terminated after 3.6 million time steps. By comparing the sim-
ulation results of the systems N-33.3A-34.0C and N-31.7A-34.0C
in Figure 2a,d and their solidification front profiles in
Figure 3a,d, respectively, it can be assumed that the properties
of the eutectic colonies becomemore prominent with larger devi-
ations from the tie line.

To complete the investigations of the 2D simulations, a brief
discussion of the underlying eutectic structures follows. The
lamellar spacings λeut of the eutectic structures are measured
by counting the number of A2 rods within the solidified micro-
structures along the x-direction of the entire simulation domain
and dividing the width of the solidification domain by this
counted number. The results are also given in Table 2.
While the microstructures of the systems N-33.3A-34.0C,
N-31.7A-37.8C, and N-28.4A-45.3C show lamellar spacings λeut
of a similar order of magnitude with a trend to smaller spacings
with decreasing phase fractions, the lamellar spacing in the
microstructure of the system N-31.7A-34.0C is approximately

twice as large as in the other three systems. This again results
from the larger deviation from the tie line of this system.
Using the same initial parameters for the temperature profile,
the microstructures of the systems N-33.3A-34.0C, N-31.7A-37.8C,
and N-28.4A-45.3C grow with similar growth velocities vF.
However, due to the larger deviation from the tie line, a reduced
growth velocity of the solidification front by 27% is established
within the simulations of the system N-31.7A-34.0C, which leads
to a larger lamellar spacing.[5]

6.2. Influence of Melt Composition on 3D Eutectic Colony
Formation

Subsequently, 3D large-scale simulations of a domains with
2000� 2000� 750 cells are performed on the high-performance
computing cluster SUPERMUC-NG with 18 432 cores. The result-
ing microstructures after 4 million time steps are shown in
Figure 4 and their respective solidification fronts in Figure 5.
For each system, the growth of two elongated clusters of colonies
with well-pronounced boundary regions between them is
observed. These delimitation areas are located at similar posi-
tions within the microstructure and are a result of the initial start
settings. To achieve a better comparability of the resulting struc-
tures, the same Voronoi tessellation is used to set the initial
seeds. This leads to the same initial setup for all 3D simulations
and hence to the establishment of similar boundary regions
between the two elongated colonies. However, the formation
of colony clusters has not been observed in large-scale 2D sim-
ulations so far and is therefore a new discovery based on 3D
investigations. Unfortunately, due to the limited number of
detected clusters within the simulations a quantitative analysis
of their properties is not yet meaningful.

By analyzing the phase proportions, different values are
found, as expected for the adjusting underlying lamellar micro-
structures of the four investigated systems. This can be clearly
seen in the top views of the microstructures in Figure 5. The
measured values of the phase proportions are summarized in
Table 3 and show a good accordance with the results of the
2D simulations and the expected values from the lever rule.
The widths of the lamella pairs are measured in a similar way
to the 2D simulations, but in four cuts through the simulation
domain, in the x-direction and in the y-direction, respectively.
The distance between these cuts is 500 cells. The averaged results
for all eight cuts are summarized in Table 3 and show a similar
trend as the 2D simulations. However, the actually measured val-
ues are approximately 24–66% higher. This increase is a result of
the spatial lamellar structure, that evolves in the 3D simulation.
Since the growing lamellae are not aligned, the performed cuts
are not directed perpendicular to the orientations of the lamellae.
Therefore, the measured values do not represent the exact values
of the lamellar widths and are referred to below as w3D

eut, instead of
λ3Deut. However, the measured values are still valid for a qualitative
comparison of the lamellar spacings of the 3D microstructures.

Compared to 2D simulations, similar but less pronounced ten-
dencies in the eutectic colony formation can be visually observed
in 3D simulations. The clarity of the colony cluster manifestation
increases with greater differences in the phase fractions (com-
pare subfigures a–c in Figure 4 and 5) and with a greater
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(a) N-33.3A-34.0C (b) N-31.7A-37.8C

(c) N-28.4A-45.3C (d) N-31.7A-34.0C

Figure 5. Comparison of the solidification fronts from 3D simulations of the systems: a) N-33.3A-34.0C, b) N-31.7A-37.8C, c) N-28.4A-45.3C, and d) N-
31.7A-34.0C, showing the formation of eutectic colonies.

(a) (b)

(c) (d)

Figure 4. Comparison of the 3D simulation results for the systems: a) N-33.3A-34.0C, b) N-31.7A-37.8C, c) N-28.4A-45.3C, and d) N-31.7A-34.0C show-
ing the formation of eutectic colonies.
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deviation from the tie line (compare subfigures (a) and (d) in
Figure 4 and 5).

The geometries of the colonies in the 3D simulations are vali-
dated similarly to the 2D simulations, by using the watershed-
based analysis with a criterion dcrit= 7. The results of the colony
detection are illustrated in the Figure 6–9 next to the top views of
their corresponding microstructure. At first sight, the clusters in
the microstructures of the systems N-33.3A-34.0C, N-31.7A-
37.8C, and N-28.4A-45.3C have an almost uniform surface, with
two prominent horizontal valleys (Figure 5a–c), while in N-31.7A-
34.0C several well-defined colonies are observed within the clus-
ters (Figure 5d). This can be seen in particular in the changes in

the alignments of the evolved lamellar structures, as shown in
the top view of the microstructure in Figure 5d. The pattern for-
mation is purely driven by diffusion and no anisotropy is used in
the simulations, which could also lead to the formation of differ-
ently aligned structures. However, the quantitative analysis of the
3D structures prove that the clusters of the systems N-33.3A-
34.0C, N-31.7A-37.8C, and N-28.4A-45.3C in the Figure 6–8 also
include multiple colonies. The detected colonies are colored
according to the given legends and are numbered from the col-
ony with the highest maximum to the colony with the lowest
maximum. In particular, a good agreement with the visually
observed colonies is obtained for the microstructure of system
N-31.7A-34.0C in Figure 9, which show the formation of six
eutectic colonies. The analysis also convincingly shows the
microstructure properties of the other alloy compositions (At this
point the authors refer to the additionally provided videos of the
3D structures).

In contrast to the 2D microstructures, the number of colonies
does not consequently decrease with smaller differences in the
phase fractions of the solids. While the microstructures of the
systems N-33.3A-34.0C and N-31.7A-37.8C in the Figure 6
and 7 have five and four colonies, respectively, eight colonies

Table 3. Analysis of eutectic clusters in 3D simulations.

Name of simulation Phase proportions ratio of A2:B2 w3D
eut av. in cells

N-33.3A-34.0C 34.1: 65.9 45�158

N-31.7A-37.8C 39.2: 60.8 35�106

N-28.4A-45.3C 49.4: 50.6 27�61

N-31.7A-34.0C 33.5: 66.5 52�207

N-33.3A-34.0C

Figure 6. Comparison of the solidification front from 3D simulations of the systems: N-33.3A-34.0C, with a colored map of the detected colonies within
the structure.

N-31.7A-37.8C

Figure 7. Comparison of the solidification front from 3D simulations of the systems N-31.7A-37.8C, with a colored map of the detected colonies within
the structure.
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are detected in the microstructure of system N-28.4A-45.3C in
Figure 8 with the smallest difference in the phase proportions.
Even when changing the criterion dcrit of the watershed-based
analysis to larger values, the number of detected colonies
remains larger for N-28.4A-45.3C, compared to N-33.3A-34.0C
and N-31.7A-37.8C. A reason for this can be found in the
underlying lamellar microstructures of the three systems.
While N-28.4A-45.3C shows a less aligned microstructure than
N-33.3A-34.0C and N-31.7A-37.8C, more instabilities can occur
in the solidification front. This is approved by the profiles of the
2D simulations in the Figure 2 and 3. As the microstructure has
more freedom to grow in 3D, these instabilities have a better
chance to form an individual colony, compared to the 2D
settings.

The average sizes of the colonies A3D
colony are given in Table 4,

by measuring the number of cells covered by the colonies.
Moreover, their diameters dia3Dcolony are calculated by relating their

corresponding measured area to a circle. The diameters are cal-
culated to allow a better comparison of the colony sizes in 3D
with the previously presented results from 2D simulations.
Both values reflect the already detected number of evolving

colonies within the simulation domain. However, the micro-
structure of N-28.4A-45.3C not only evolve with the greatest
number of colonies, it also shows the greatest variation in the
measured colony sizes and thus diameters. Due to the greater
spatial freedom in 3D simulations, larger diameters dia3Dcolony
result for the eutectic colonies in 3D, compared to the colony
widths λ2Dcolony in 2D. Since all 3D microstructures exhibit two

elongated eutectic clusters within the domain size of
2000� 2000� 750, the average area of a cluster results in

N-28.4A-45.3C

Figure 8. Comparison of the solidification front from 3D simulations of the systems N-28.4A-45.3C, with a colored map of the detected colonies within
the structure.

Figure 9. Comparison of the solidification front from 3D simulations of the systems N-31.7A-34.0C, with a colored map of the detected colonies within
the structure.

Table 4. Analysis of eutectic colony and cluster sizes.

Name of
simulation

Number
of colonies

Colony sizes

av. A3D
colony

in cells2
av. dia3Dcolony
in cells

Variation of
Acluster in %

N-33.3A-34.0C 5 800000� 273743 1005� 167 1.14

N-31.7A-37.8C 4 1000000� 152109 1128� 85 0.11

N-28.4A-45.3C 8 500000� 412384 774� 305 2.51

N-31.7A-34.0C 6 666666� 404153 897� 319 0.50
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2million cells and their average width is 1000 cells. To compare
their sizes, only the deviation from these area sizes are given in
Table 4 whereby, the largest deviation is rediscovered for the sys-
tem N-28.4A-45.3C.

The height of a 3D colony is calculated from the difference
between its highest point and the maximum height of its contact
areas. For each system different heights are determined and
summarized in Table 5. Taking into account the contact areas
with all other colonies, h3D,totalcolony represents the height of the

colonies in the total domain. In contrast, h3D,clustercolony represents

the colony height within the cluster by considering only contact
areas with colonies from the same cluster and hcluster indicated
the height of the clusters themselves by summarizing the colo-
nies of one cluster and comparing the maximum height of the
entire cluster only with contact areas of colonies from the other
cluster. Since only the maximum heights of the contact areas are
considered for the calculations, the values in Table 5 represents
the average minimum height of a colony compared to the contact
areas to its neighbors.

While the tendencies for h3D,totalcolony and hcluster are similar to the

measurements in 2D, the colony height within the cluster
h3D,clustercolony of N-28.4A-45.3C grows about twice as high, compared
to N-33.3A-34.0C and N-31.7A-37.8C. These measurements
make clear that not only do more colonies solidify in N-28.4A-
45.3C compared to the other two systems, the evolving colonies
are also more pronounced. As expected from the visual observa-
tions, the microstructure of the system N-31.7A-34.0C shows
the largest values for all three calculated height parameters.
To substantiate the observations from the investigation of the
system N-31.7A-34.0C, further simulations of systems with
larger and smaller deviations of the melt composition from
the tie line between the phases would be required. Since these
calculations are very computationally intensive, no further sim-
ulations are performed for this work. However, new insights into
the formation of eutectic colonies, for example, the formation of
colony clusters, are already provided by the 2D and 3D simula-
tion results presented here. The observations made are summa-
rized in the next chapter.

7. Conclusion

In this work, the influence of different melt compositions and
consequently of different phase fractions on the formation of
eutectic colonies is investigated in large-scale phase-field simu-
lations using the high-performance microstructure simulation

framework PACE3D. For this purpose, four newly designed
model systems N-xA-yC with different compositions are mod-
eled on the basis of the well-known and investigated system
NiAl-34Cr. Three of these systems N-28.4A-45.3C, N-31.7A-
37.8C, and N-33.3A-34.0C are arranged along the tie line
between the equilibrium concentrations of the solids. The last
system N-31.7A-34.0C is constructed with a larger deviation
from this tie line. By using a concentration-driven nucleation
mechanism, the evolution of eutectic colonies is simulated in
2D and 3D simulation domains. The colonies are quantitatively
analyzed by measuring their number, size, and height by means
of a newly introduced watershed-based analysis method. The fol-
lowing interactions are found as results: 1) The used watershed
method to detect colonies within the simulation domain has
proven its suitability for the validation of the performed simu-
lations. By using this method, instead of a purely visual detec-
tion by optical impressions, an analytical and numerical-based
detection and visualization of the evolving colonies can be
installed. However, for small colony heights, the method is still
sensitive to the used adjustment parameters. Thus, a more
unique and clearer criterion for the determination of a eutectic
colony is required to increase the clarity of the results.
2) The simulation results for the systems N-28.4A-45.3C,
N-31.7A-37.8C, and N-33.3A-34.0C show similar and reversed
trends in the 2D and 3D simulations. While visual observation
shows a concordance of the trend toward a higher clarity of col-
ony manifestation and larger colony heights, with increasing dif-
ferences in the phase proportions, the quantitative analysis of
the 3D simulations proves that the visually observed 3D colonies
are in fact clusters of several colonies. Within these clusters, no
clear trends for the number of evolving colonies and their
heights depending on the adjusting phase proportions are
observed. 3) The formation of clusters including multiple colo-
nies is first observed in 3D simulations. Such clustering has not
yet been detected in 2D simulations and shows the added value
for the investigation of eutectic colonies by 3D simulations.
4) Assuming the variation in the measurements, the largest
total colony heights for the three systems N-28.4A-45.3C,
N-31.7A-37.8C, and N-33.3A-34.0C are found in the simulations
of the system N-33.3A-34.0C in both 2D and 3D. However, if
only the colony heights within a cluster are considered,
N-28.4A-45.3C has greater heights in 3D than N-31.7A-37.8C
and N-33.3A-34.0C. Furthermore, N-33.3A-34.0C forms the larg-
est number of evolving colonies, with a phase fraction of the
solidified phases A2 and B2 of approximately 33:66. In contrast,
N-28.4A-45.3C, with similar phase fractions, includes the most
detected colonies in 3D. This result can be explained by the
larger number of instabilities occurring in the solidification
front of N-28.4A-45.3C. In 2D, these microstructure disturban-
ces do not lead to the establishment of further colonies. More
colonies are detected in 3D, due to the greater freedom of
growth. Although, the colonies in N-28.4A-45.3C also show
higher heights in the clusters, the cluster manifestation itself
is not as clear as in N-31.7A-37.8C and N-33.3A-34.0C. 5) The
most pronounced colonies are investigated in both 2D as well
as 3D simulations for the system N-31.7A-34.0C, with a phase
fraction of the solids of 33:66, but with a larger deviation from
the tie line between the two solids. The colony heights in
N-31.7A-34.0C are more than three times greater, compared

Table 5. Analysis of eutectic colony and cluster heights.

Name of
simulation

Colony heights

h3D,totalcolony in cells h3D,clustercolony in cells hcluster in cells

N-33.3A-34.0C 72� 93 10� 5 115� 25

N-31.7A-37.8C 50� 42 9� 1 107� 2

N-28.4A-45.3C 44� 48 18� 16 90� 17

N-31.7A-34.0C 186� 333 58� 36 367� 488
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to the other simulations. Apart from the 3D computations
of N-28.4A-45.3C, the simulations of N-31.7A-34.0C provide
the largest number of detected colonies. Thus, it can be con-
cluded that the deviation from the equilibrium line has a greater
influence on the formation of eutectic colonies than the result-
ing phase fractions.

More detailed and systematic studies of eutectic colony forma-
tion in 3D are planned in forthcoming research, which require
further optimizations of the model and the numerical solution
scheme. Possible topics of these investigations are the influence
of different process conditions on colony formation and the
influence of fluid flow in the melt. The transformation into other
realistic material models is also of particular interest.

Appendix A. Modeled Gibbs energy functions of
the liquid phase

The Gibbs energy formulations of the Liq phases for the systems
N-33.3A-34.0C, N-31.7A-37.8C, and N-28.4A-45.3C are derived
according to the descriptions in chapter 4. The functions are
written in the matrix notation used by the implementation.

gN-33:3A-34:0CLiq ðAc,Cc,TÞ ¼ Ac,Ccð Þ
1.800 0.823

0.823 0.578

" #
Ac

Cc

 !

þ Ac,Ccð Þ
�1.809

�0.346

" #
� 0.755T

� 0.252 Jsim cells�3

(A1)

gN-31:7A-37:8CLiq ðAc,Cc,TÞ ¼ Ac,Ccð Þ
1.800 0.823

0.823 0.578

" #
Ac

Cc

 !

þ Ac,Ccð Þ
�1.814

�0.364

" #
� 0.755T

� 0.244 Jsim cells�3

(A2)

gN-28:4A-45:3CLiq ðAc,Cc,TÞ ¼ Ac,Ccð Þ
1.800 0.823

0.823 0.578

" #
Ac

Cc

 !

þ Ac,Ccð Þ
�1.818

�0.397

" #
� 0.755T

� 0.229 Jsim cells�3

(A3)

gN-31:7A-34:0CLiq ðAc,Cc,TÞ ¼ Ac,Ccð Þ
1.800 0.823

0.823 0.578

" #
Ac

Cc

 !

þ Ac,Ccð Þ
�1.751

�0.320

" #
� 0.755T

� 0.280 Jsim cells�3

(A4)

Appendix B. Parameter sets for simulations

In addition to the already described parameters from the manu-
script, Table B.1 also contains the numerical parameters dx and

dt, which each describe the size of a simulation cell or the incre-
mental time step width for the calculations, respectively. Due to
the dimensional dependence of the maximum incremental time
step width, separate values for dt are used for the 2D and 3D
simulations, which also leads to different actually calculated
dimensionless diffusion coefficientsD and relaxation parameters
τ for both types of simulation setups. As solid–solid interactions
are not considered in this work, the diffusion coefficients of the
components in the solid phases DA2,B2 are set to zero, which
leads to a further reduction of the computational effort. To fur-
ther decrease the required computational resources, a single
value DLiq is used for the diffusion coefficients of the compo-
nents in the melt. The values for the relaxation parameters τ
are calculated according to[38] and the values for the surface ten-
sions between the individual phases γα�β are the same as in.[21]

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.

Table B1. Summary of numerical and material parameters in
dimensionless simulation parameters and in their physical units for the
designed model system N-xA-yC.

General parameter set

Parameter Simulation value Physical value

dx 1.0 1.5� 10�8 m

ε 4.0 7.5� 10�8 m

γA2-B2, γB2-A2 0.0133 2.0 J m�2

γA2-Liq, γLiq-A2 0.0160 2.5 J m�2

γB2-Liq, γLiq-B2 0.0133 2.0 J m�2

γαβδ 15γ –

Teut 1.0 1718.47 K

∇T 8.73� 10�7 100 Kmm�1

for 2D simulations

dt 1.0 4.0� 10�8 s

τA2-B2, τB2-A2 5.929 –

τA2-Liq, τLiq-A2 2.686 –

τB2-Liq, τLiq-B2 4.422 –

DLiq 0.18 1.0125� 10�9 m2 s�1

DA2,B2 0 0 m2 s�1

vG 8.88� 10�4 1200 mm s�1

for 3D simulations

dt 1.0 2.6� 10�8 s

τA2-B2, τB2-A2, 9.122 –

τA2-Liq, τLiq-A2, 4.132 –

τB2-Liq, τLiq-B2 6.803 –

DLiq 0.117 1.0125� 10�9 m2 s�1

D
A2,B2 0 0 m2 s�1

vg 6.98� 10�4 1450 mm s�1
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