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The self-interaction of short electron bunches with their own radiation eld can have a signicant impact
on the longitudinal beam dynamics in a storage ring. While higher bunch currents increase the power of the
emitted coherent synchrotron radiation (CSR) which can be provided to dedicated experiments, it simultaneously
amplies the strength of the self-interaction. Eventually, this leads to the formation of dynamically changing
micro-structures within the bunch and thus uctuating CSR emission, a phenomenon that is generally known as
micro-bunching or micro-wave instability. The underlying longitudinal dynamics can be simulated by solving
the Vlasov-Fokker-Planck (VFP) equation, where the CSR self-interaction can be added as a perturbation to the
Hamiltonian. In this contribution, we focus on the perturbation of the synchrotron motion that is caused by
introducing this additional wake eld. Therefore, we adopt the perspective of a single particle and eventually
comment on its implications for collective motion. We explicitly show how the shape of the parallel plates CSR
wake potential breaks homogeneity in the longitudinal phase space and propose a quadrupole-like mode as
potential seeding mechanism of the micro-bunching instability. Moreover, we consider synchrotron motion
above the instability threshold and thereby motivate an approach to control of the occurring micro-bunching
dynamics. Using dynamically adjusted RF amplitude modulations we can directly address the continuous
CSR-induced perturbation at the timescale of its occurrence, which allows for substantial control over the
longitudinal charge distribution. While the approach is not limited to this particular application, we demonstrate
how this can signicantly mitigate the micro-bunching dynamics directly above the instability threshold. The
gained insights are supported and veried using the VFP solver Inovesa and put into context with measurements
at the KIT storage ring KARA (Karlsruhe Research Accelerator).

I. INTRODUCTION

In order to increase the emission of coherent radiation and
to shorten the generated light pulses, modern synchrotron
light sources are deliberately operating with short electron
bunches. The Karlsruhe Research Accelerator (KARA) thus
has a dedicated short-bunch mode with picosecond-long
bunches, which provides emission of coherent synchrotron
radiation (CSR) up to the THz frequency range. Yet, due to
self-interaction with its own radiation eld, the increased
CSR also leads to complex longitudinal dynamics within the
electron bunch. At low bunch currents, the resulting pertur-
bation mainly causes a slight deformation of the still fairly
stationary electron distribution. However, above a particular
threshold current 𝐼th which depends on the specic machine
settings of the accelerator, it leads to the formation of dy-
namically changing micro-structures within the bunch. As
the longitudinal charge distribution varies over time, this in
turn results in major uctuations of the emitted CSR power.
Such uctuations have been measured at a wide range of fa-
cilities, e.g. [1–13]. The phenomenon is generally referred to
as micro-bunching or micro-wave instability. The underlying
longitudinal dynamics can be simulated to high qualitative
agreement by numerically solving the Vlasov-Fokker-Planck
equation (VFP) [14–18].
In this contribution we focus on the perturbation of the

synchrotron motion that is caused by the CSR wake potential.
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Therefore, we adopt the perspective of a single particle and
consider its motion in the absence of collective eects where
the dynamics can be modeled by a simple one-dimensional
harmonic oscillator. By introducing CSR self-interaction as
a perturbation (considering the wake potential of a station-
ary charge distribution), the dynamics below the threshold
current can easily be illustrated in the single particle picture.
We will show how this perturbation breaks homogeneity in
the longitudinal phase space and leads to the formation of
a quadrupole-like modulation of the charge density, poten-
tially acting as the seeding mechanism for the micro-bunching
instability. Furthermore, we consider single particle motion
above the instability threshold where the charge density is
continuously varying in time. Here, the single particle dy-
namics are largely driven by a modulation of the eective
potential’s slope caused by the dynamic variation of the CSR
wake potential. Eventually, we put these ndings into con-
text with measurements taken at the KIT storage ring KARA
and, based on the gained insights, motivate an approach to
control of the micro-bunching dynamics using a dedicated RF
modulation scheme.

II. LONGITUDINAL BEAM DYNAMICS

As the CSR self-interaction predominantly aects the lon-
gitudinal motion of particles, the micro-bunching instability
can be described in good approximation by modeling only
the underlying longitudinal beam dynamics [14–18]. Due to
the large number of particles within a bunch (order of 109
and higher), collective eects such as CSR self-interaction are
conveniently described by modeling the charge distribution as
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a line charge and using a charge distribution function𝜓 (𝑧, 𝐸)
over the longitudinal position 𝑧 and the particle energy 𝐸

instead of considering individual particles. The temporal evo-
lution of this charge distribution𝜓 (𝑧, 𝐸, 𝑡) is governed by the
VFP equation, which is introduced in the following subsection.
In order to gain a better understanding of the synchrotron
motion of individual particles within this distribution and the
eects of the perturbation by the CSR wake potential, single
particle motion is considered directly afterwards.

A. Vlasov-Fokker-Planck Equation

Following the treatment and notation in [14, 15], we intro-
duce the generalized coordinates

𝑞 = (𝑧 − 𝑧s)/𝜎𝑧,0 and 𝑝 = (𝐸 − 𝐸s)/𝜎𝐸,0 . (2.1)

where 𝑧s and 𝐸s denote position and energy of the syn-
chronous particle, 𝜎𝑧,0 is the natural bunch length and 𝜎𝐸,0 is
the natural energy spread. Thereby, the longitudinal charge
distribution 𝜓 can be described in the dimensionless phase
space spanned by 𝑞 and 𝑝 , where the origin marks the posi-
tion of the synchronous particle. The temporal evolution of
the normalized distribution𝜓 (𝑞, 𝑝, 𝑡) is described by the VFP
equation

𝜕𝜓

𝜕𝜃
+ 𝜕H

𝜕𝑝

𝜕𝜓

𝜕𝑞
− 𝜕H

𝜕𝑞

𝜕𝜓

𝜕𝑝
=

1
𝑓s,0𝜏d

𝜕

𝜕𝑝

(
𝑝𝜓 + 𝜕𝜓

𝜕𝑝

)
, (2.2)

with time given in multiples of nominal synchrotron periods
𝜃 = 𝑓s,0 𝑡 , the HamiltonianH and the longitudinal damping
time 𝜏d. The inhomogeneous part on the right hand side de-
scribes the inuence of radiation damping and diusion. In
the absence of collective eects and assuming linear acceler-
ating voltage𝑉RF and linear momentum compaction factor 𝛼c,
the Hamiltonian is given as

H0 (𝑞, 𝑝, 𝑡) =
1
2

(
𝑞2 + 𝑝2

)
. (2.3)

The unperturbed system is thus a one-dimensional harmonic
oscillator. Collective eects such as CSR self-interaction can
be included as a perturbation to the Hamiltonian

Hc (𝑞, 𝑝, 𝑡) =
∫ ∞

𝑞

𝑄c𝑉c (𝑞′, 𝑡)d𝑞′ , (2.4)

where 𝑄c denotes the charge involved in the perturbation
and 𝑉c (𝑞, 𝑡) is the potential due to collective eects. In order
to calculate the CSR-induced wake potential, it is useful to
express the potential in terms of an impedance 𝑍CSR (𝜔)

𝑉CSR (𝑞, 𝑡) =
∫ ∞

−∞
𝜌 (𝜔, 𝑡)𝑍CSR (𝜔)𝑒𝑖𝜔𝑞d𝜔 , (2.5)

where 𝜌 (𝜔) denotes the Fourier transformed longitudinal
bunch prole. In general, the exact impedance of a storage ring
is not known. However, in the case of CSR-driven dynamics,
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FIG. 1. The process of CSR self-interaction can be described in good
approximation by modeling the shielding eect of the vacuum pipe
by two parallel plates. Note that the resulting impedance is frequency-
dependent and that higher frequencies generally correspond to a
larger impedance and thus stronger interaction. Shown is the CSR
parallel plates impedance calculated for the KIT storage ring KARA.

the approximation of modeling the shielding eect of the
beam pipe by two parallel plates [19] (see FIG. 1) has proven
to yield results which are quite comparable to experimental
data [16–18]. The full Hamiltonian is nally given by

H(𝑞, 𝑝, 𝑡) = H0 (𝑞, 𝑝, 𝑡) + Hc (𝑞, 𝑝, 𝑡) . (2.6)

As of today, there is no analytic solution to the VFP equa-
tion for the full Hamiltonian dened in Eq. (2.6) and arbitrary
parameter settings. Following the approach in [14] however,
it can be solved numerically on a discretized grid. To do so,
we use the VFP solver Inovesa developed at KIT [17]. Inovesa
is a parallelized open source simulation code based on the
mentioned approach, which enables us to do extensive studies
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FIG. 2. Shown is a snapshot of the charge distribution𝜓 (𝑞, 𝑝, 𝑡𝑖 ) at
time step 𝑡𝑖 for a simulation of the longitudinal beam dynamics under
CSR self-interaction using the VFP solver Inovesa (left). By subtract-
ing the temporal average Δ𝜓 (𝑞, 𝑝, 𝑡𝑖 ) = 𝜓 (𝑞, 𝑝, 𝑡𝑖 ) −𝜓 (𝑞, 𝑝) only the
non-stationary part of the charge distribution remains, revealing dis-
tinct micro-structures (right). Due to synchrotron motion the charge
distribution is rotating in phase space and evolving over time.
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using merely standard desktop PCs. The generated simulation
data is thoroughly compared to measurements at the KARA
storage ring and has shown high qualitative agreement [18].
As the micro-bunching instability is reproduced with very sim-
ilar characteristics, the formation and evolution of thesemicro-
structures can be studied in a fully controlled environment
facilitating a better understanding of the phenomenon. An
exemplary simulated charge distribution𝜓 (𝑞, 𝑝, 𝑡𝑖 ) is shown
in FIG. 2. By subtracting the temporal average

𝜓 (𝑞, 𝑝) = 1
𝑛

𝑛∑︁
𝑖

𝜓 (𝑞, 𝑝, 𝑡𝑖 ) , (2.7)

the dynamically changing micro-structures become clearly
visible. In the following section, the single particle motion
corresponding and leading to this charge distribution is ex-
amined.

B. Single Particle Motion

In the absence of collective eects the Hamiltonian reduces
to Eq. (2.3), taking the form of a simple one-dimensional har-
monic oscillator. This is because the RF potential acts as a
linear restoring force (sin(𝑞) ≈ 𝑞 for 𝑞 close to zero)

𝑉RF (𝑞) = −𝑘𝑞 , (2.8)

with the constant parameter 𝑘 describing the slope of the RF
potential. Neglecting radiation damping and diusion, this
leads to the simple equations of motion

¥𝑞 + 𝑘
𝜉
𝑞 = 0 , ¥𝑝 + 𝑘

𝜉
𝑝 = 0 , (2.9)

with the constant scaling parameter 𝜉 , and the solution

𝑞(𝑡) = 𝑎0 cos(𝜔𝑡 + 𝜑0) (2.10)
¤𝑞(𝑡) = 𝑝 (𝑡) = −𝑎0𝜔 sin(𝜔𝑡 + 𝜑0) , (2.11)

with 𝜔 =
√︁
𝑘/𝜉 , the amplitude 𝑎0 and the initial phase 𝜑0. Due

to the specic choice of 𝑞 and 𝑝 in Eq. (2.1), the expression
𝑘/𝜉 simplies to 1, yielding the Hamiltonian in Eq. (2.3) and
perfectly circular trajectories in phase space. Let us now con-
sider what happens to these trajectories when we introduce a
small perturbation to the slope of the RF potential

𝑘 ′ = 𝑘 − 𝜀 with 𝜀 > 0 . (2.12)

As the restoring force is still linear, the system remains a
harmonic oscillator, but now has the altered solution

𝑞′(𝑡) = 𝑎0 cos(𝜔 ′𝑡 + 𝜑0) (2.13)
¤𝑞′(𝑡) = 𝑝 ′(𝑡) = −𝑎0𝜔 ′ sin(𝜔 ′𝑡 + 𝜑0) , (2.14)

with𝜔 ′ =
√︁
𝑘 ′/𝜉 =

√︁
(𝑘 − 𝜀)/𝜉 . While themaximum deviation

in 𝑞 is unaected

max |𝑞′(𝑡) | = max |𝑞(𝑡) | = |𝑎0 | , (2.15)

k

k ′

qmin qmax

pmin

pmax

q

p

FIG. 3. A small perturbation of the RF slope, i.e. the strength of the
restoring force 𝑘 leads to an elliptical particle trajectory in the phase
space spanned by the generalized coordinates 𝑞 and 𝑝 .

the maximum deviation in 𝑝 is decreased by the perturbation

max |𝑝 ′(𝑡) | = |𝑎0𝜔 ′ | < |𝑎0𝜔 | = max |𝑝 (𝑡) | . (2.16)

Particle motion in the phase space spanned by the original
denitions of 𝑞 and 𝑝 in Eq. (2.1) is thus elliptical, as illustrated
in FIG. 3, and of altered periodicity

|𝜔 ′ | < |𝜔 | . (2.17)

In order to examine the perturbation of this simple har-
monic system by CSR self-interaction, we need to consider
the additional potential introduced in Eq. (2.5).

III. PARTICLE MOTION BELOW THRESHOLD

Given the parallel plates impedance 𝑍CSR shown in FIG. 1,
the wake potential of a Gaussian bunch prole takes the form
depicted in the upper part of FIG. 4. While such a perfectly
Gaussian electron distribution only exists in the zero current
limit, a higher bunch current leads to an increased pertur-
bation strength and thus distortion of the Gaussian shape.
Yet, below the threshold current, the distribution still remains
fairly stationary𝜓 (𝑞, 𝑝, 𝑡) ≈ 𝜓 (𝑞, 𝑝), which corresponds to a
stationary wake potential as shown in the lower part of FIG. 4
for a range of dierent bunch currents. It should be noted
that the general shape of the wake potential is still similar
to that of a Gaussian shaped bunch up until right below the
threshold current of 𝐼th = 260 µA, where the wake potential
is no longer stationary. In order to investigate the eect of
this additional potential on the single particle motion, we
introduce the eective potential

𝑉e (𝑞) = 𝑉RF (𝑞) +𝑉CSR (𝑞) , (3.1)

combining the linear RF potential 𝑉RF (𝑞) and the CSR wake
potential 𝑉CSR (𝑞). Thereby, we average over the full storage
ring and neglect the fact that these two types of interaction
with external elds are happening at dierent positions in
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FIG. 4. CSR wake potential for a Gaussian bunch prole (red and
blue, top) and for the bunch currents 𝐼 = (50, 100, 150, 200, 250) µA
below the instability threshold of 𝐼th = 260 µA (bottom). Shown are
the respective temporal averages for simulations of the KIT storage
ring KARA using Inovesa (including damping and diusion).

the storage ring (e.g. RF cavities and bending magnets). This
simplication is reasonable as the synchrotron motion hap-
pens at a much slower time scale than a single passage of the
storage ring (𝑓rev � 𝑓s,0).
A single particle moving in phase space is now subject

to the eective potential 𝑉e (𝑞) over the interval [𝑞min, 𝑞max],
where 𝑞min and 𝑞max denote the maximum deviations from the
longitudinal position of the synchronous particle (see FIG. 3).
By approximating 𝑉e (𝑞) as a linear function on the given
interval

𝑉e (𝑞) ≈ −𝑘 ′ 𝑞 , 𝑞 ∈ [𝑞min, 𝑞max] , (3.2)

as illustrated in FIG. 5, the single particle motion is still har-
monic below the threshold current, with the strength of the
restoring force𝑘 ′ being dependent on𝑞min and𝑞max. While the
linear approximation seems quite suitable for particles close to
𝑞 = 0, the approximation is getting inaccurate for oscillation
amplitudes larger than ±𝜎𝑧,0. However, we’re mostly inter-
ested in describing the potential near𝑞 = 0where the majority
of the charge is located, and we will see that this simple model
yields a reasonable approximation nonetheless. As is apparent
from FIG. 5, the CSR wake potential acts as a perturbation
of the RF slope with the strength of the perturbation being
dependent on the amplitude of the particle’s oscillation. Ac-
cording to Eq. (2.12-2.17), this results in a position-dependent
ellipticity of particle trajectories in phase space. Analogously,
the oscillation frequency varies as a function of the particle’s
position.

qmin qmax

-2 -1 0 1 2

-20

-10

0

10

20

long. position (σz,0)

e�
ec

tiv
e

po
te

nt
ia

l(
kV

)

50

100

150

200

250

bu
nc

h
cu

rr
en

t(
µA

)

FIG. 5. Combining the RF potential 𝑉RF (𝑞) and the CSR wake poten-
tial 𝑉CSR (𝑞) yields an eective potential 𝑉e (𝑞) that the electrons
are exposed to during their revolution in the storage ring. Close to
the synchronous position 𝑞 = 0, the potential can be approximated
by a linear function (shown as solid red line for an exemplary parti-
cle with an amplitude of roughly 𝑞max = 1.1). For larger deviations
from 𝑞 = 0 the linear approximation becomes less accurate, but still
provides a useful estimate of the perturbed potential.

We can verify these insights using the passive particle track-
ing method1 that was recently added to Inovesa [20]. To that
end, the initial charge distribution 𝜓 (𝑞, 𝑝, 𝑡0) is modeled by
a particle ensemble of 𝑛 = 105 macro-particles (see FIG. 6).
Subsequently, the temporal evolution under the inuence of
the CSR wake potential is calculated simultaneously for both,
the charge and the particle distribution. The thus obtained
simulation results for the particle distribution are displayed
in FIG. 7. Here, the upper part shows the dierence of the
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FIG. 6. In order to examine single particle trajectories, the initial
charge density𝜓 (𝑞, 𝑝, 𝑡0) (left) is modeled by a distribution of𝑛 = 105
macro-particles (right). The single particle motion is then simulated
using the passive particle tracking implemented in Inovesa.

1 The computation of the CSR wake potential is still based on the charge
distribution function𝜓 (𝑞, 𝑝, 𝑡 ) , particles are tracked accordingly.
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maximum amplitude in 𝑞 and 𝑝

Δ𝑎max (𝑞max) = 𝑞max − 𝑝max , (3.3)

for the individual particles as a function of their maximum
longitudinal deviation 𝑞max. The particle trajectories clearly
deviate from Δ𝑎max = 0, which would correspond to a circular
trajectory, and thereby show the expected position-dependent
ellipticity. While the trajectories are already elliptical close to
the origin, the maximum dierence in amplitude is reached
at values of 𝑞max in the range of 1.0 to 1.5 depending on
the bunch current. Both the maximum value of Δ𝑎max and
the corresponding longitudinal position are increasing with
higher bunch currents due to the increased strength of the
perturbation. For particles with larger deviation from the
synchronous particle the amplitude dierence reduces again,
indicating a trend to more circular shaped trajectories for
larger amplitudes. Additionally, the lower part of FIG. 7 dis-
plays the corresponding oscillation frequencies. As expected
from Eq. (2.12-2.17), the individual synchrotron frequencies
of particles close to 𝑞 = 0 are signicantly lower than the
nominal synchrotron frequency 𝑓s,0 due to the perturbation of
the linear restoring force. Yet, this dierence diminishes for
particle trajectories with larger amplitude yielding dierent
oscillation frequencies dependent on the position of the parti-
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FIG. 7. Amplitude dierences (top) and oscillation frequencies (bot-
tom) of 𝑛 = 105 particle trajectories simulated with Inovesa for
several bunch currents below the instability threshold. Note that the
oscillation frequencies scatter signicantly less than the amplitude
dierences. The small oscillations of the frequencies in the range
of 0 < 𝑞max < 1 are presumed numerical artifacts of the simulation
and data analysis. The solid red lines depict predictions based on the
linear approximation of 𝑉e (𝑞) for the bunch current 𝐼 = 250 µA.

cles within the bunch. Finally, we can directly compare these
results with predictions based on the linear approximation of
𝑉e (𝑞). Therefore, we use the estimated value of 𝑘 ′(𝑞max) to
determine the oscillation frequency at that position

𝑓s (𝑞max) = 𝜔s (𝑞max)/2𝜋 ≈
√︁
𝑘 ′(𝑞max)/𝜁 , (3.4)

where 𝜁 is just used for normalization purposes. Given an
estimate of the oscillation frequency and using the approx-
imation 𝑝max ≈ 𝑞max𝜔s (𝑞max), we can easily calculate the
expected dierence in amplitude

Δ𝑎max (𝑞max) ≈ 𝑞max [1 − 𝜔s (𝑞max)] . (3.5)

The thus calculated estimates are shown as solid red lines in
FIG. 7 for the case of 𝐼 = 250 µA. Clearly, the linear approxima-
tion of the eective potential in Eq. (3.2) is already sucient
for describing a major part of the perturbation by the CSR
wake potential and its eect on the synchrotron motion of
single particles. As expected, the estimates of 𝑓s (𝑞max) and
Δ𝑎max (𝑞max) deviate from the simulated trajectories for larger
values of 𝑞max due to the inaccuracy of the linear approxima-
tion of𝑉e (𝑞) for values further away from 𝑞 = 0. The general
shape however, can still be reproduced.
In order to understand the implications of these modied

single particle trajectories, let us consider an ensemble of
particles with uniformly distributed energies and perfectly
elliptical trajectories. Furthermore, let the ellipticity be de-
termined according to the position-dependent amplitude dif-
ference Δ𝑎max (𝑞max) shown as solid red line in FIG. 7. As is
apparent from the visualization in FIG. 8, this leads to a non-
uniform distribution of particle trajectories in phase space.
In particular, two distinguished locations of lower particle
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FIG. 8. Visualization of the eect of the position-dependent elliptical
trajectories in phase space on the resulting charge density. Shown
are perfectly elliptical trajectories of 103 particles with uniformly dis-
tributed energies and an amplitude dierence given by the estimate
shown as solid red line in FIG. 7. The large number of trajectories
helps to visualize the varying density of trajectories. In addition, the
dashed red line depicts a single particle trajectory with 𝑞max ≈ 1.1.
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concentration are visible close to the origin. Similarly, though
harder to identify by eye, there are two locations of higher par-
ticle concentration at larger oscillation amplitudes (roughly
at 𝑞 ≈ ±2). This general pattern is a direct consequence of the
basic shape of the CSR wake potential shown in FIG. 4. The
CSR-induced perturbation of the RF potential thus breaks the
homogeneity in phase space and creates local particle densities
that form a quadrupole-like modulation of the longitudinal
charge distribution. This inhomogeneity introduces a higher
frequency component to the longitudinal bunch prole and
may thereby initially seed the formation of micro-structures,
i.e. kick o the micro-bunching instability. Note that the gen-
eral notion of dense particle trajectories leading up to a distinct
charge modulation within the bunch resembles the caustic
expression adopted for micro-bunching phenomena in linear
accelerators [21].

We can further verify this initial excitation of a quadrupole-
like mode by examining the Fourier transformed longitudi-
nal bunch proles across dierent bunch currents below the
instability threshold. As is apparent from FIG. 9, the current-
dependent perturbation by the CSR wake potential introduces
a higher frequency component to the longitudinal charge dis-
tribution. For the used parameter settings this frequency is
found at about 85GHz corresponding to a modulation of the
bunch prole at the wavelength

𝜆 ≈ 𝑐/85GHz ≈ 2.2𝜎𝑧,0 , (3.6)

which is roughly the distance of the two expected distin-
guished locations of decreased charge density in phase space.
Note that the micro-structures occurring above the thresh-
old current correspond to a signicantly higher frequency
(here, roughly 150GHz), so the peak in FIG. 9 can clearly be
attributed to the initial quadrupole mode.

Finally, we would like to conclude this section by pointing
out that the additional weak instability [15, 22, 23], that occurs
for specic parameter settings of the storage ring, is usually
observed with an instability frequency of 𝑓inst ≈ 2 𝑓s,0. This
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FIG. 9. Shown is the magnitude of the Fourier transformed bunch
prole |𝜌 (𝜔) | for a range of bunch currents below the instability
threshold of 𝐼th = 260 µA. The red rectangle marks the additional
frequency component (at roughly 85GHz) that is excited due to the
perturbation by the CSR wake potential.

corresponds to a non-stationary quadrupole mode on the
longitudinal charge distribution, which aligns remarkablywell
with the stationary deformation below the threshold current
discussed here. Moreover, measurements of such a quadrupole-
like deformation of the longitudinal charge distribution were
already reported in [24], albeit for bunch currents above the
instability threshold.

IV. PARTICLE MOTION ABOVE THRESHOLD

In the previous section we discussed the perturbation of
single particle synchrotron motion by the stationary CSR
wake potential below the threshold current. Here, the linear
approximation of the eective potential in Eq. (3.2) yields a
simple model which suciently describes major aspects of
the resulting particle trajectories and thereby facilitates un-
derstanding the implications of this perturbation. Essentially,
the underlying longitudinal dynamics can be considered a
simple one-dimensional harmonic oscillator with a position-
dependent perturbation of the linear restoring force. Above
the instability threshold, the longitudinal charge distribution
as well as the CSR wake potential are not stationary anymore,
whichmakes this simplemodel no longer applicable. Neverthe-
less, we will see how the notion of a perturbed restoring force
extends to the dynamics just above the instability threshold
and eventually motivates an approach to potential control of
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FIG. 10. Shown are the amplitude dierence (top) and oscillation
frequency (bottom) of particles trajectories for the bunch currents 𝐼 =
(250, 260, 270, 280, 290) µA. As the data scatters a lot, only a moving
average over 𝑞max is displayed to enable a comparison between
dierent currents.
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FIG. 11. Temporal evolution of the longitudinal bunch prole (top) and its dierence to the temporal average Δ𝜌 (𝑞, 𝑡) = 𝜌 (𝑞, 𝑡) − 𝜌 (𝑞) (bottom)
for the bunch current 𝐼 = 290 µA. In order to visualize the corresponding single particle motion 103 particle trajectories are plotted on top
with an opacity of 0.05, displaying a distinct modulation of the maximum deviation in the longitudinal position. The maximum oscillation
amplitude is reached for particles that are exposed to the additional wake potential caused by the local charge modulation (solid red curve).

the micro-bunching instability. The provided analysis builds
upon extensive, prior studies of the micro-bunching dynamics
above the instability threshold at KARA. It extends the gained
understanding of the underlying longitudinal beam dynamics
and oers a new perspective on the interpretation of previous
observations.

In order to examine the single particle trajectories above
the instability threshold, the initial charge density𝜓 (𝑞, 𝑝, 𝑡0)
is again modeled by a distribution of macro-particles and pas-
sively tracked using Inovesa. The upper part of FIG. 10 shows
the amplitude dierence Δ𝑎max (𝑞max) of the resulting particle
trajectories for a range of bunch currents in comparison to a
current below the threshold (𝐼 = 250 µA, violet line). Due to
themore complex dynamics and the variation of the individual
particle trajectories in time, the data scatters a lot. In order to
enable a comparison between multiple currents nonetheless,
a moving average over 𝑞max is displayed. The elliptical shape
is still apparent and seems quite comparable to the results
below the threshold current in FIG. 7. The position of the max-
imum amplitude dierence Δ𝑎max (𝑞max) however, is slightly
shifting to larger values. This implies that the local charge
accumulation (see FIG. 8) also shifts to a position further away
from the origin. Particularly interesting is the change in the
distribution of the corresponding oscillation frequencies that
is displayed below. While the higher bunch current leads to
an abrupt change of the oscillation frequencies in the interval
𝑞max ∈ [0.3, 1.5], it has a much smaller eect on the oscillation
frequencies of particles with larger amplitudes. This region
of 𝑞max ∈ [0.3, 1.5] is precisely where the micro-structures
occur in phase space and hints to the additional wake po-
tential caused by the corresponding charge modulation. To

factor in the temporal dynamics above the instability thresh-
old, we need to nd yet a dierent form of visualizing the
individual particle trajectories. Following the example of prior
work, e.g. [25–27], the upper part of FIG. 11 thus displays the
temporal evolution of the longitudinal bunch prole over a
time period of two and a half synchrotron periods for the
bunch current 𝐼 = 290 µA. By close examination, the periodic
modulation of the charge density due to the occurring micro-
structures can already be identied. Nevertheless, in analogy
to FIG. 2, the lower part shows again the dierence to the
temporal average 𝜌 (𝑞), which displays the micro-bunching
dynamics much more explicitly. In order to examine how the
motion of single particles relates to these micro-bunching
dynamics 103 particle trajectories are plotted on top with an
opacity of 0.05. These trajectories are deliberately chosen to
have an average radius in phase space

𝑟 =
1
𝑛

𝑛∑︁
𝑖=1

𝑟𝑡𝑖 =
1
𝑛

𝑛∑︁
𝑖=1

√︃
𝑞2𝑡𝑖 + 𝑝

2
𝑡𝑖
, (4.1)

which is comparable to the estimated distance of the micro-
structures from the origin.
In the following subsections, we will examine dierent

aspects of particle motion above the instability threshold using
the insights of previous sections.

A. Head-Tail Asymmetry

Particularly intriguing is the distinct sinusoidal modulation
of the maximum amplitude 𝑞max that is visible at the head of
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the bunch (𝑞 > 0). This modulation is perfectly synchronized
to the micro-structure dynamics in the charge density and
reaches its extrema at exactly the same positions in time. How-
ever, similarly to the charge modulation, it predominantly
occurs at the head and diminishes towards the tail of the
bunch. The maximum amplitude in 𝑞 is reached when a par-
ticle travels on a trajectory that leads to its exposure to an
additional contribution in the CSR wake potential caused by
the local charge modulation. Particles traveling exactly along
the position of the maximum local charge density (red areas)
while passing through 𝑞 ∈ [0, 2] are subsequently driven to
the largest deviation in 𝑞 (illustrated by the solid red curve
in FIG. 11). Similarly, particles passing through the minima
(blue areas) end up closest to the origin.

This asymmetry can be explained by the dierent eects
a local structure at dierent positions in the charge density
has on the restoring force. For 𝑞 > 0, a positive contribution
to the eective potential 𝑉e results in a further decrease of
the restoring force and thus drives particles further outside
in phase space. This amplies the inhomogeneity and can
thereby drive and support the local charge modulation. In
contrast, a positive contribution at 𝑞 < 0 partially recovers
the strength of the restoring force and focuses the particles
towards the center of the charge density, reducing the inho-
mogeneity and damping the local structure.

B. Formation of Micro-Structures

The previous subsection illustrated why the micro-
structures are more pronounced at the head of the bunch
rather than the tail. Simultaneously, it explains how single
particle motion is leading up to these local chargemodulations.
Particles are driven outside in phase space, cause an excess
of charge at that position and thereby form the occurring
micro-structures.
We would now like to further investigate how the motion

of individual particles relates to the motion of the observed
micro-structures. Therefore, we’ll take a look at the location
of particles one synchrotron period before they form a local
structure. To do so, FIG. 12 displays the particle distribution at
time step 𝑡 = 0𝑇s in two dierent ways. On the left hand side
each individual particle is colored according to the relative
charge density at this time step

Color(𝑛 = 𝑖) ← Δ𝜓 (𝑞𝑛=𝑖 , 𝑝𝑛=𝑖 , 𝑡color = 0𝑇s) , (4.2)

where 𝑛 = 𝑖 is the particle index and (𝑞𝑛=𝑖 , 𝑝𝑛=𝑖 ) denotes its
location in phase space at time 𝑡color. The color assignment on
the right hand side is adjusted tomatch the relative charge den-
sity one synchrotron period afterwards Δ𝜓 (𝑞𝑛=𝑖 , 𝑝𝑛=𝑖 , 𝑡color =
1𝑇s) instead. The distribution on the right hand side thus
shows where the particles forming the micro-structures at
time step 𝑡 = 1𝑇s were one synchrotron period before.
Thereby, we are able to analyze where the particles form-
ing the local structures come from and whether or not they
stay within these structures. Clearly, the two distributions
look quite dierent. This implies that the particles forming
the structures at 𝑡 = 0𝑇s do not necessarily participate in
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FIG. 12. Shown is the particle distribution at time step 𝑡 = 0𝑇s for
the bunch current 𝐼 = 290 µA. On the left hand side, each individual
particle is colored according to the corresponding relative charge
density Δ𝜓 (𝑞, 𝑝, 𝑡color = 0𝑇s) at that particle’s location (opacity of
0.15). On the right hand side, the color assignment is adjusted to
match Δ𝜓 (𝑞, 𝑝, 𝑡color = 1𝑇s) instead. It thereby illustrates which
particles will form the micro-structures one synchrotron period after
this time step.

forming the same kind of structure one synchrotron period
later. They might e.g. travel from the position of a local maxi-
mum (red) to position of a local minimum (blue) or vice versa.
This eect was already observed in previous studies [28].

FIG. 12 illustrates conceptually that the formation of these
micro-structures is not merely caused by the resonant mo-
tion of single particles, but rather by the collective eect of
many particles traveling on varying trajectories. Moreover,
during the analysis presented here, we found that the relation
between the motion of individual particles and the occurring
micro-structures can vary signicantly across dierent bunch
currents and parameter settings.

C. Instability Frequency

As mentioned in the introduction, the occurrence of micro-
structures in the longitudinal phase space results in uctu-
ations of the emitted CSR power. Right above the instabil-
ity threshold, this uctuation is typically dominated by one
characteristic frequency, which we will denote with 𝑓inst. As
reported by dierent facilities, e.g. [4, 22, 29], this frequency
is usually observed close to an integer multiple of the nominal
synchrotron frequency

𝑓inst ≈𝑚 𝑓s,0 , (4.3)

but may deviate signicantly depending on the parameter
settings [4, 29]. In this subsection, we aim to illustrate how
this frequency originates from the micro-bunching dynamics
in phase space.
The integrated power of the emitted CSR 𝑃CSR (𝑡) is solely

determined by the projection of the charge density𝜓 (𝑞, 𝑝, 𝑡)
on the longitudinal axis, i.e. the longitudinal bunch prole
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𝜌 (𝑞, 𝑡) and the CSR impedance. Dierent charge distributions
in phase space at dierent time steps 𝑡𝑖, 𝑗 thus result in the
exact same value of the radiated power if they correspond
to identical longitudinal proles 𝜌 (𝑞, 𝑡𝑖 ) ≡ 𝜌 (𝑞, 𝑡 𝑗 ). Conse-
quently, the periodic structure of the uctuating CSR power
can be explained by a repetitive sequence of the longitudinal
proles. The most trivial way to produce similar longitudi-
nal proles at dierent time steps is by having the charge
densities in phase space be similar as well

𝜓 (𝑞, 𝑝, 𝑡𝑖 ) ' 𝜓 (𝑞, 𝑝, 𝑡 𝑗 ) . (4.4)

In the simulations with Inovesa we nd this to always be the
case. The charge densities separated by one period of the insta-
bility frequency Δ𝑡 = 1/𝑓inst are nearly indistinguishable by
eye and only dier by small numeric values. The observed in-
stability frequency is thus directly determined by the periodic
behavior of the micro-bunching dynamics and the correspond-
ing time interval. However, as established above, the propaga-
tion of these micro-structures in phase space and in time is a
non-trivial subject. With the varying oscillation frequencies
of the single particle trajectories (e.g. illustrated in FIG. 10)
and the collective formation of the occurring micro-structures,
very little can be deduced about the oscillation frequency of
the micro-structures themselves. Empirically, we found that
this can deviate up to 20% from the nominal synchrotron
frequency. In that case, the simple estimate in Eq. (4.3) is no
longer applicable. In particular, trying to estimate the integer
𝑚 via

𝑚 ≈ 𝑓inst/𝑓s,0 (4.5)

will yield inconsistent and unreliable results as the micro-
structures may propagate at diering frequencies.
Lastly, note that the interpretation of 𝑚 as a simple az-

imuthal mode number is dicult to align with the head-tail
asymmetry of the CSR self-interaction discussed in subsec-
tion IVA. This asymmetry explains why the micro-structures
always form at the head of the bunch and are more pro-
nounced there. The instability frequency observed in the emit-
ted CSR power is simply determined by the repetition rate of
this formation process.

D. Dependence on Shielding

Figures 2 and 6 illustrate the distinct charge modulation
that forms under the inuence of CSR self-interaction in the
micro-bunching instability. Evidently, the modulation pattern
is asymmetric as the micro-structures change shape and no-
tably amplitude depending on their position in phase space.
Nonetheless, one might be willing to identify an integer num-
ber 𝑛str of maxima constituting the charge modulation. Modi-
fying Eq. (4.3), we can relate this to the instability frequency

𝑓inst = 𝑛str 𝑓str , (4.6)

where 1/𝑓str denotes the time it takes the micro-structures to
perform one full revolution in phase space. As discussed above,
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FIG. 13. Modifying the CSR shielding by varying the vacuum gap
leads to altered micro-bunching dynamics in the longitudinal phase
space. While the single particle frequency at the micro-structure
position (blue squares) increases smoothly with reduced vacuum
gap, the oscillation frequency of the micro-structures themselves
(red circles) grows much faster and shows an abrupt change when
an additional structure is observed.

this is only loosely related to the oscillation frequency of
single particles andmay deviate from the nominal synchrotron
period.

As reported in [30], the integer 𝑛str changes if the shielding
by the vacuum pipe is altered by varying its height.Within this
subsection, we are interested in examining the correspond-
ing synchrotron motion across these dierent parameter set-
tings. Figure 13 thus displays the oscillation frequencies of the
micro-structures (red) and the single particle frequencies at
their positions in phase space (blue). All frequencies are esti-
mated directly above the instability threshold 𝐼th, which itself
is changing due to the varying shielding [15]. The dashed red
line connects data points with the same number of maxima
𝑛str in the charge modulation pattern, which was estimated
by examining the relative charge density Δ𝜓 (𝑞, 𝑝, 𝑡) by eye.

With increased shielding (reduced vacuum gap) the parti-
cle frequencies are growing quite smoothly. The oscillation
frequencies of the micro-structures, however, show a dier-
ing behavior. While they take on very similar values for the
vacuum gaps (19, 22, 24, 27, 32)mm, the micro-structure oscil-
lation frequencies are growing much faster with decreasing
vacuum gap. This can be observed up until the point where
an additional extremum is identied and 𝑛str is incremented.
Afterwards, the frequencies of particles and micro-structures
are found at very similar values again (e.g. transition from
28mm to 27mm). Figure 13 thereby illustrates again the par-
tial decoupling of the micro-structure propagation in phase
space from single particle motion.

The transitions in the observed number of micro-structures
and the associated changes in their oscillation frequency are
of particular interest as they provide additional insight into
the formation process of the micro-structures under dierent
boundary conditions. We consider this a promising starting
point for further studies.
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FIG. 14. Correlation between the maximum amplitude and maximum
longitudinal position of the occurring micro-structures. Shown is
simulation data for bunch currents between 260 µA and 1000 µA.
The dashed red line illustrates the clear linear correlation with a
correlation coecient of 0.91.

E. Amplitude and Position of Micro-Structures

As explained in subsection IVA, the additional wake poten-
tial caused by the micro-structures at the head of the bunch
can support and drive the micro-bunching dynamics. Larger
local charge modulations lead to a larger perturbation by the
additional wake potential which then results in the individ-
ual particles being driven to larger oscillation amplitudes.
Following this chain of thought, naturally we expect a cor-
relation between the maximum amplitude of the occurring
micro-structures and their maximum longitudinal deviation
from the origin in phase space.
In order to verify this, FIG. 14 displays the maximum am-

plitude and maximum longitudinal position of the occurring
micro-structures for a range of bunch currents between 260 µA
and 1000 µA. With increasing current the strength of the per-
turbation caused by the CSR self-interaction increases, which
leads to larger amplitudes of the micro-structures within the
bunch. Figure 14 illustrates that this corresponds to a larger
deviation from the origin on the longitudinal axis as the par-
ticles are exposed to a stronger CSR wake potential. For the
simulation data considered here, we nd a clear linear corre-
lation (as illustrated by the dashed red line) with a correlation
coecient of 0.91.

F. Interpretation of Measurements

Finally, we discuss the implications of the previously gained
insights on the interpretation of the measurements taken at
the KIT storage ring KARA.
One convenient way to observe the micro-bunching dy-

namics at the storage ring is by measuring the emitted CSR
power in the THz frequency range. At KARA, the in-house
developed KAPTURE system [31] allows for a continuous
readout of the THz detectors on a turn-by-turn basis. The
measurement of this signal over decaying bunch current pro-
vides information about the current dependent dynamics of
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FIG. 15. Measurement of the micro-bunching instability at the KIT
storage ring KARA (data already published in [17]). Shown is a CSR
power spectrogram in which each horizontal line displays the Fourier
transform of the CSR power signal at this particular bunch current.
While the specics of the image may change dependent on machine
parameters, some characteristic features are always observed.

the micro-bunching instability. As an ecient and concise
way to display the results, the data is typically post-processed
and visualized in CSR power spectrograms [29, 32] as shown
in FIG. 15. Here, each horizontal line displays the Fourier
transformed CSR power signal measured at the corresponding
bunch current with the color code indicating the spectral in-
tensity. Although the exact details of the image depend on the
used machine parameters (e.g. momentum compaction factor
or acceleration voltage), several features are always present
and are considered characteristic for the micro-bunching in-
stability. Right above the instability threshold, here at roughly
210 µA, the emitted CSR power uctuates with a single dis-
tinct frequency introduced as 𝑓inst earlier. For higher currents
this dominant frequency increases slightly until it fans out at
about 230 µA. Simultaneously, additional contributions in the
frequency range between 0 kHz and 5 kHz emerge at the left
edge of the gure. This general pattern is always observed
and indicates the transition from the longitudinal dynamics
directly above the instability threshold to the sawtooth burst-
ing, as e.g. initially observed at the SLC damping rings [33],
at higher bunch currents.

In the previous subsections, we discussed how the propaga-
tion of the micro-structures in phase space may deviate from
the single particle motion. Nonetheless, given the general dis-
tribution of particle oscillation frequencies in Figures 7 and 10,
is seems reasonable to assume that also the collectively formed
structures propagate faster if they are located further away
from the origin in phase space. Based on this hypothesis we
can derive a basic reasoning which explains the occurrence of
some characteristic features in the CSR power spectrogram.

The increasing bunch current leads to a stronger perturba-
tion by the CSR wake potential and thus to a larger amplitude
of the occurring micro-structures. As established in subsec-
tion IV E, this corresponds to a drift of the micro-structure
position towards larger longitudinal deviations in phase space.
Granted that this leads to a faster oscillation of the structures
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in phase space (𝑓 ′str > 𝑓str), the instability frequency is, accord-
ing to Eq. (4.6), increasing as well. While this explains the
slight shift of the instability frequency across current, the sim-
ple initial dynamics are only observed in a comparably small
current range. In FIG. 15, the dominant frequency fans out at
roughly 230 µAmarking a clear transition in the occurring dy-
namics. At these higher bunch currents, the micro-structures
reach an amplitude that can no longer be supported by the
corresponding CSR wake potential. Reaching this amplitude,
the bunch blows up in size and the structures smear out in
phase space. As the increased bunch length leads to a reduced
perturbation by CSR, the bunch is mainly shrinking due to
radiation damping afterwards. Once the bunch length is short
enough, the micro-structures emerge again and continuously
grow in amplitude. When forming initially, the structures are
located close to the origin in phase space and propagate rather
slowly, which corresponds to a low instability frequency ob-
served in the CSR power signal. With increasing amplitude
the micro-structures are then driven further outside in phase
space and accelerate in oscillation frequency. This leads to
a sawtooth-shaped burst of CSR emission up until the point
where the micro-structure amplitude becomes too large and
the cycle starts anew. The spread out instability frequency
is thus caused by the varying oscillation frequencies of the
micro-structures during their continuous growth in phase
space. These considerations motivate a future study that con-
centrates on a more detailed analysis of the temporal evo-
lution of the instability frequency in both, simulations and
measurements. The rather low frequencies at the edge of the
gure, however, correspond to the repetition rate of the de-
scribed bursting cycle and are thus related to the longitudinal
damping time as shown in [34].

In order to approach control of the instability, we will thus
concentrate on time scales comparable to the formation pro-
cess of the micro-structures, which is governed by the syn-
chrotron period.

V. CONTROL VIA DYNAMIC RF MODULATION

As discussed in the previous section, the micro-bunching
dynamics above the instability threshold correspond to a mod-
ulation of the restoring force, i.e. the slope of the eective
potential𝑉e (𝑞). That naturally motivates an approach to con-
trol of the micro-bunching dynamics by aiming to counteract
this perturbation with an RF amplitude modulation

𝑉RF (𝑡) = 𝑉 (𝑡) sin(2𝜋 𝑓RF 𝑡) , (5.1)
𝑉 (𝑡) = 𝑉0 +𝐴mod sin(2𝜋 𝑓mod 𝑡 + 𝜑mod) . (5.2)

While the perturbation by the CSR wake potential cannot
be compensated in its entirety, this aims at stabilizing the
strength of the restoring force and thereby mitigating the
micro-bunching dynamics. By choosing the natural frequency
of the occurring instability (e.g. observed in the emitted CSR
signal) as the modulation frequency 𝑓mod = 𝑓inst and carefully
adjusting the amplitude 𝐴mod and phase 𝜑mod, the RF modula-
tion can be expected to partially compensate the perturbation

by the CSR wake potential. There is however one major com-
plication which has to be considered. Once we start interfering
with the natural beam dynamics, the evolution of the longitu-
dinal charge distribution and thus the CSR wake potential is
changing as well. Particularly the deliberately chosen modi-
cation of the restoring force leads to an altered oscillation
frequency and thus signicantly aects the synchrotron mo-
tion of the present micro-structures. Continuously applying
this RF amplitude modulation may therefore initially have the
desired eect, but will eventually run out of sync with the
perturbation we are aiming to counteract. In that case, the
RF modulation may no longer stabilize the restoring force,
but actually further drive the instability. Hence, the RF modu-
lation has to be adjusted over time according to the altered
micro-bunching dynamics

𝐴mod → 𝐴mod (𝑡), 𝑓mod → 𝑓mod (𝑡) , (5.3)
𝑉 (𝑡) = 𝑉0 +𝐴mod (𝑡) sin(2𝜋 𝑓mod (𝑡) 𝑡 + 𝜑mod) . (5.4)

Figure 16 illustrates the results that can be achieved by
applying such a dynamic RF amplitude modulation scheme.
The modulation of the RF amplitude (top) clearly results in a
mitigation of the micro-structures in the longitudinal charge
distribution (bottom) and stabilizes the emitted CSR power
(middle). It is worth pointing out that the RF modulation is
neither reducing the RF amplitude (on average) nor is it length-
ening the bunch. These would both be trivial ways to reduce
the strength of CSR self-interaction we are not interested in.
In fact, the bunch length is even slightly reduced as indicated
by the increase of the CSR power signal towards the end of the
displayed time period (15𝑇s < 𝑡 < 20𝑇s). In order to achieve
these results the modulation amplitude𝐴mod ∈ [0, 4.5] 10−4𝑉0
and frequency 𝑓mod ∈ [0.233, 0.245] 𝑓s,0 were both adjusted
at a step width of Δ𝑡 = 0.25𝑇s. While this step width might
possibly be relaxed to larger values, it has to be chosen small
enough to be able to react to the altered dynamics of the micro-
bunching. As the synchrotron period𝑇s governs the time scale
of these dynamics, the step width Δ𝑡 has to be chosen in the
same order of magnitude.

For the results shown in FIG. 16, the sequence of modulation
amplitudes 𝐴mod (𝑡𝑖 ) and frequencies 𝑓mod (𝑡𝑖 ) was found via
empirical testing. However in general, nding this dynamic
sequence of RF amplitude modulations is a non-trivial task
that depends on the bunch current and the specic machine
parameters of the storage ring. As illustrated in [35], we can
view this as a sequential decision problem where the ampli-
tudes 𝐴mod (𝑡𝑖 ) and frequencies 𝑓mod (𝑡𝑖 ) need to be chosen
iteratively, one step after another. Informing these decisions
with diagnostics about the current state of the micro-bunching
yields a closed feedback loop and provides the basis for the
reinforcement learning approach discussed in [35].
Finally, it should be mentioned that the bunch currents

considered here are mostly below or directly above the in-
stability threshold. While the characteristic sawtooth-like
bursting only occurs at higher bunch currents, this behav-
ior is still caused by very similar micro-structure dynamics
within the bunch (as discussed in [36]). Controlling these
micro-bunching dynamics should thus imply control over the
instability in the sawtooth regime as well.
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FIG. 16. Dynamic modulation of the RF amplitude in order to counteract the perturbation by the CSR wake potential. Careful adjustment of
the amplitude and frequency of the RF modulation (top) mitigates the micro-bunching in the longitudinal charge distribution (bottom). This
reduces the uctuation of the emitted CSR power (blue, middle) compared to the natural behavior of the beam (gray, middle). Note that this
looks slightly dierent from FIG. 11 as the simulations were done with a lower accelerating voltage.

VI. SUMMARY AND OUTLOOK

In order to better understand the longitudinal dynamics
underlying the micro-bunching instability at storage rings we
discussed dierent aspects of the synchrotron motion under
CSR self-interaction. To develop some intuition, we focused
on single particle motion and its perturbation by the CSR
wake potential. We showed that this system, to good approxi-
mation, can be viewed as harmonic oscillator with perturbed
linear restoring force. Using this simple model we predicted
a quadrupole-like charge modulation below the instability
threshold, which was veried using Inovesa simulations. Fur-
thermore, we considered synchrotron motion above the insta-
bility threshold focusing on how the single particle motion
relates to the formation and propagation of the occurring
micro-structures in phase space. We found that the observed
charge modulation is not merely caused by resonant motion
of single particles, but rather is a collective eect of many
particles traveling on varying trajectories. Moreover, struc-
tures are formed at the head of the bunch and are located
further away from the synchronous position the larger their

amplitudes. Eventually, we elaborated on how these insights
help interpret measurements taken at KARA and motivated
an approach to control of the micro-bunching dynamics.
Following the outlined concept of a longitudinal feedback

loop, we propose a method to control the micro-bunching dy-
namics to an extent that can enable new operation modes at
modern storage rings. If the longitudinal charge distribution
can be kept stable at these small bunch lengths, it would signif-
icantly extend the limits of the longitudinal beam properties
that can be provided to experiments. Given the highly devel-
oped diagnostics at KARA, the storage ring seems particularly
well-suited for these eorts and rst studies are ongoing.
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