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Abstract—Pruning is a pivotal approach in network compression. It not only encourages lightweight deep neural networks, but also helps to mitigate overfitting. Generally, regularization is used to guide more parameters towards zero and thus reduce the overall model complexity. Unfortunately, there are two issues remaining unsolved in regularization based pruning. One is that the optimal trade-off between regularization and loss minimization, often expressed via a scaling hyperparameter, needs to be found through extensive experimentation. The other one is the importance criteria that can reflect the true relative importance. The most widely used criterion is the magnitude-based, which has been argued to be inaccurate. To these two issues, in this paper, we propose a progressive regularization scheme, in which the factor scaling the regularization term is gradually increased during training, until the target sparsity for filter pruning is reached. Compared to the previous approach, the scaling factor is no longer a hyperparameter that needs to be tuned, but is replaced with a sparsity-aware parameter that increases progressively. In this way, the value of the scaling factor can be automatically aligned with the target sparsity, avoiding the drawbacks in its tuning. Furthermore, Only parameters below a minimal and learnable threshold are pruned, therefore, informative parameters (even with small magnitudes) are optimally preserved. Consequently, the performance loss due to pruning is mitigated. Experiments with various models and benchmark datasets prove the effectiveness of the proposed method.

Index Terms—progressive regularizer, neural network, tiny machine learning, lightweight

I. INTRODUCTION

Due to the remarkable expressiveness and scalability [1], deep neural networks (DNNs) have achieved astonishing results in many fields, such as machine vision [2], human activity recognition [3], and natural language processing [4]. However, for large DNNs, the enormous number of parameters leads to expensive computation and memory demands [5]. Consequently, this severely affects their real-time performance and hinders their deployment on edge devices [6].

Regularization-based neural network pruning has gained significant interest among researchers due to its ability to not only shrink network size by promoting greater sparsity but also to mitigate overfitting to a certain degree. Despite extensive research on regularization functions and pruning methods, two key issues still remain to be addressed: 1) The scaling factor (a hyperparameter) for regularization requires careful tuning. Selecting a small scaling factor may not sufficiently drive parameters toward zero, while a large scaling factor, though increasing sparsity, may result in increasingly worse conditioning of the optimization problem; 2) Establishing a definitive pruning criterion, specifically, a reliable metric to assess parameter importance, is yet to be determined. Only parameters that are precisely zero are pruned, have no impact on the model performance.

In this work, we propose a progressive scheme for regularization-based pruning, which addresses the aforementioned problems. Specifically, after the training converged with a certain regularization scaling factor, the sparsity of the DNN is assessed. Here, only parameters, e.g., weights or filters, whose values below a minimal and learnable threshold, are considered. If the sparsity does not reach the target value, the scaling factor is increased and the training continues until the next convergence. This procedure is repeated until the network displays the target sparsity. To avoid large gradients resulting in ill-conditioning, we derive an update rule for the scaling factor of the regularization term. After the target sparsity is reached, the DNNs is pruned and fine-tuned. Moreover, as we use a learnable threshold for parameter pruning, only non-informative parameters will be pruned, whereas small but sensitive parameters can be optimally retained. Consequently, the accuracy loss due to pruning can be remedied.

Experiments on benchmark datasets (CIFAR-10/100, ImageNet) with structured pruning of SOTA models (ResNet, VGG) prove the effectiveness of our approach.

In summary, the contributions of this work are:

- We propose a neural network pruning based on progressive regularization, which can overcome the drawbacks of the hyperparameter tuning of the scaling factor.
- We derive reasonable step sizes of the growth of the scaling factor, by which the ill-conditioning caused by the update of the scaling factor can be mitigated.
- We introduce a learnable parameter as the soft threshold to distinguish non-informative parameters from informative parameters.
- We conduct extensive experiments with various datasets, DNN models, and regularization functions. The results show that the progressive strategy outperforms previous strategies involving direct hyperparameter tuning for the scaling factor.

The rest of this work is structured as follows: Section II gives an overview of the related work on neural network
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pruning. Section III motivates and introduces the progressive regularization-based pruning. In Section IV, we describe our experiment and evaluate our approach by comparing with previous approaches and other methods. Section V summarizes this work.

II. RELATED WORK

Pruning in neural networks is typically categorized into two types: structured and unstructured. Unstructured pruning involves the independent removal of individual parameters, as described by Han et al. [7]. This approach offers flexibility and can enhance performance, but it necessitates the use of specialized libraries for sparse matrix operations. In contrast, structured pruning, which targets specific filters or channels within the network [8], is more straightforward to implement in practical applications. In this work, since we mainly focus on model acceleration, so that we focused on the filter pruning scenarios.

The primary goal of pruning is to eliminate filters that contribute minimal information, thereby reducing redundancy. Various criteria have been proposed to assess the informativeness of filters. For example, the research by Li et al. [9] eliminates filters based on their variance and inter-filter similarity, identifying those that are non-informative or redundant. Other studies, such as those by Yang et al. [10] and Verdenius et al. [11], utilize sensitivity-based criteria to evaluate the impact of filter removal on model performance. However, a challenge with this approach is the difficulty to match the predetermined pruning ratio, as the training process may not be attuned to this goal. To achieve high pruning ratios, filters that still influence outcomes may be removed, potentially leading to a decline in accuracy.

Magnitude-based pruning, which estimates the importance of parameters based on their values or scaling factors in batch normalization [12], [13], is a popular method for attaining higher pruning ratios. This technique incorporates a regularization term to encourage more parameters to approach zero, thereby minimizing the impact of their removal. Various regularization functions have been proposed, with the ideal being the \( \ell_0 \)-norm [14]. However, due to its non-differentiable nature, the \( \ell_1 \)-norm is frequently employed as a practical substitute [15]. Research has explored diverse regularizers, such as \( \ell_{0.5} \)-norm [16], transformed \( \ell_1 (t\ell_1) \) [17], capped \( \ell_1 (c\ell_1) \) [18], smoothly clipped absolute deviation (SCAD) [19], minimax concave penalty (MCP) [20], log penalty [21], relaxed \( \ell_0 (r\ell_0) \) [22], etc. All regularizers have been shown to outperform the \( \ell_1 \)-norm in specific cases.

Despite its advantages, magnitude-based pruning has limitations, as some parameters with low magnitudes are sensitive for network output [23]. Removing these parameters can degrade model performance. Additionally, setting the trade-off parameter in regularization-based pruning poses a challenge. A parameter that is too small may fail to drive sufficient weights to zero, hindering the achievement of the target pruning ratio. Conversely, a parameter that is too large can cause many filters to attain very small values prematurely, impeding the model’s learning ability [24].

To address these challenges, some studies have proposed progressive regularization, which involves gradually increasing the strength of regularization during training. For instance, the approach in [22] progressively transforms a regularization function from a negative squared exponential to a near-\( \ell_0 \) shape, mitigating the drawbacks of \( \ell_0 \) regularization. Wang et al. [23] suggest progressively pushing unimportant filters to very small values through increasing regularization. However, as mentioned earlier, very small values may still impact performance. Similarly, the DPFPS method [24] proposes gradually increasing the regulation imposed on unimportant filters, setting them to zero when their norms fall below a progressively increasing threshold. Nonetheless, the pattern of this threshold increase is predetermined, and experimental results indicate that the hyperparameters involved significantly affect the outcomes. Another progressive approach PSFP [25] involves gradually increasing the pruning ratio in combination with a soft threshold to achieve the target pruning ratio. However, this method requires a predefined function to determine the variation of the pruning ratio, and the hyperparameters must also be set within this function.

In contrast, our approach offers several distinctive features:

1) We utilize a learnable soft threshold that is automatically adjusted in conjunction with the objective function, effectively pushing more weights to exact zero values.

2) Our progressive strategy focuses on the scaling factor of the regularizer, rendering it compatible with a variety of regularization functions from previous research.

3) We avoid predefined schedules for pruning ratios or regularization.

4) Unlike gradual pruning methods, which remove filters during the training process, our approach prunes DNNs only at the end of training. This prevents the premature removal of parameters that exhibit zero magnitude only temporarily, allowing such parameters the opportunity to recover.

III. PROGRESSIVE REGULARIZATION

We first motivate our approach and introduce the progressive regularizer in detail. In addition, we derive the step size of the scaling factor update during training and introduce a learnable soft threshold to prune non-informative parameters while retaining sensitive parameters as far as possible. Lastly, we suggest an invariant regularization against increasing model size and varying functional forms of regularizers.

A. Motivation

In previous works on regularization-based pruning, attention has often been paid to the design of regularization functions to encourage higher sparsity. They thus usually follow the pruning strategy described in Algorithm 1 [8]. However, several flaws might arise in this process:

- The scaling factor here is a hyperparameter, that requires numerous experiments for tuning. Additionally, general regularizers are not invariant to the model size and
regularization functional forms, i.e., the magnitude of the regularization term varies strongly across networks and regularizers (see Section III-E). Therefore, a priori knowledge of the scaling factor tuning from other works is generally not helpful. Figure 1 shows an example of pruning with different scaling factors. While small factors can lead to weak regularization, large factors can lead to unstable dynamics of the optimization process.

- The pruning criterion is not well-defined. In general, smaller parameters are pruned according to the target sparsity $S$ (in percentage) or pruning ratio. However, if the scaling factor is small, the target sparsity $S$ can not be reached. In this case, some small but important (sensitive) parameters, such as $w_2$ in Figure 1, might be pruned, which could lead to a significant drop in model performance. In contrast, if the scaling factor is large, a higher sparsity will be achieved than the target value. In this case, the pruning can be seen as somehow randomly performed among those "zero-valued" parameters\(^1\) (see red trajectory in Figure 1 and weight values in Figure 2).

\(^1\)The parameters are not exactly zero due to numerical computing, but fluctuate almost randomly around zero.

**Algorithm 1: Baseline** [8]

<table>
<thead>
<tr>
<th>Data: $\mathcal{D} = {x, y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: $\text{NN}, L, R, \alpha, P, S$, optimizer</td>
</tr>
<tr>
<td>Init : patience $\leftarrow 0$, $L_{\text{best}} \leftarrow \infty$</td>
</tr>
<tr>
<td>while patience $&lt; P$ do</td>
</tr>
<tr>
<td>$L \leftarrow L(w, D) + \alpha R(w)$</td>
</tr>
<tr>
<td>$\text{NN} \leftarrow \text{optimizer} (\mathcal{L}, \text{NN})$</td>
</tr>
<tr>
<td>if $L &lt; L_{\text{best}}$ then</td>
</tr>
<tr>
<td>$L_{\text{best}} \leftarrow L$</td>
</tr>
<tr>
<td>patience $\leftarrow 0$</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>patience $\leftarrow$ patience $+ 1$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>pruning($\text{NN}, S$)</td>
</tr>
<tr>
<td>fine tune($\text{NN}$)</td>
</tr>
</tbody>
</table>

**B. Progressive Regularization**

To mitigate the aforementioned drawbacks, we propose a progressive regularization strategy for neural network pruning (see Algorithm 2, the differences from the baseline are marked in red). Generally, the typical objective function $\mathcal{L}$ for training DNNs with regularization is

$$\mathcal{L} = L(w, D) + \alpha R(w),$$  \hspace{1cm} (1)

where $L$ is the loss function (e.g., cross entropy in classification) of data $\mathcal{D} = \{x, y\}$ and model parameters $w$, $R(\cdot)$ is the regularization function, and $\alpha$ is the scaling factor of the regularization term, which is usually a tuning parameter.

However, in this work, we grow $\alpha$ gradually (and dynamically) with consideration of the network sparsity. After each training convergences (by early-stopping with patience $P$), $\alpha$ is increased slightly, and the training will then continue from the current solution. As $\alpha$ grows, the regularization term progressively dominates the objective function, thus, the sparsity of the network increases continuously, until the target sparsity is reached. Then, we aim to remove only the zero-valued pruning parameters, and perform fine-tuning to account for the changes in the architecture. The bold green curve in Figure 1 shows an example of progressive regularization for pruning. As can be seen, some parameter values decrease at the start of regularization, but cannot be forced smaller further (even with large regularization penalty), such as $w_2$, these are sensitive parameters that are important for the DNN and should not be pruned. Therefore, our intuitive idea was to prune only zero-valued parameters, as they can be removed without any effect on the output. However, due to numerical computing, there is no ideal "zero-valued" parameter during training. The zero-valued parameters fluctuate around zero. To decide a reasonable threshold, below which parameters should be pruned, we introduce a learnable soft threshold.

**C. Factor Update**

Large gradient often leads to instabilities in gradient-based optimization [26][27], therefore, to avoid large gradient caused...
by factor update, we derive the update size of the scaling factor.

a) Derivation of step size: Suppose the training can be converged by early-stopping criterion in the \( k \)-th update, we have

\[
\nabla_w \mathcal{L}(k) = \nabla_w L(w, D) + \alpha(k) \nabla_w R(w) = 0.
\]

Therefore, after the \((k+1)\)-th update, the following condition holds for the warm start position

\[
\nabla_w \mathcal{L}(k+1) = \nabla_w L(w, D) + \alpha(k+1) \nabla_w R(w) = -\alpha(k) \nabla_w R(w) + \alpha(k+1) \nabla_w R(w)
\]

\[
= (\alpha(k+1) - \alpha(k)) \nabla_w R(w) = \Delta_{\alpha}(k+1) \nabla_w R(w).
\]

To avoid large gradient \( \nabla_w \mathcal{L}(k+1) \) after factor update that may lead to instable optimization process, it should hold that

\[
\nabla_w \mathcal{L}(k+1) = \Delta_{\alpha}(k+1) \nabla_w R(w) \leq \nabla_{\text{max}},
\]

where \( \nabla_{\text{max}} \) indicates the maximal acceptable gradient after each update. Therefore, we observe that, for a given regularization function \( R \) and the maximum acceptable gradient norm \( \nabla_{\text{max}} \), the step size \( \Delta_{\alpha} \) can be determined, i.e.,

\[
\alpha(k+1) - \alpha(k) \leq \frac{\nabla_{\text{max}}}{\| \nabla_w R(w) \|_{\infty}}.
\]

Here, \( \| \nabla R \|_{\infty} \) can be obtained by \( \arg \max_w R(w) \), where \( w \) is the model parameters to be regularized, and \( \nabla_{\text{max}} \) can be chosen empirically as 1.

b) Step size for certain regularizers: In the following, we derive the update step for certain regularizers, which are used in our experiment.

\( \ell_p \)-norm: For \( \ell_p \)-regularization, rather than going to a strictly mathematical form, we adopted a slightly different variation, which is also widely used in other machine learning works, such as [28]-[33], i.e.,

\[
R(w) = \sum_n w_{n}^p,
\]

where \( w = [w_1, w_2, w_3, \ldots] \) collecting all the parameters in a DNN. Therefore, for \( p \geq 1 \), the maximum value occurs at

\[
\| \nabla_w R(w) \|_{\infty} = p w_{\text{max}}^{p-1},
\]

where \( w_{\text{max}} = \| w \|_{\infty} \), i.e., the element with the maximum absolute value in \( w \) that can be found from the DNN parameters. Therefore, the update step size is limited to

\[
\Delta_{\alpha} \leq \nabla_{\text{max}} \frac{1}{p} w_{\text{max}}^{1-p}.
\]

For \( 0 < p < 1 \), the maximal gradient is

\[
\| \nabla_w R(w) \|_{\infty} = p w_{\text{min}}^{p-1},
\]

where \( w_{\text{min}} \) is the minimal absolute value in \( w \), which can be found from the DNN parameters. Thus,

\[
\Delta_{\alpha} \leq \nabla_{\text{max}} \frac{1}{p} w_{\text{min}}^{1-p}.
\]

Capped \( \ell_1 \) (c\( \ell_1 \)):

\[
R(w) = \sum_n \min\{c, w_n\},
\]

where \( c \) is the hyperparameter determining the specific shape of the c\( \ell_1 \)-regularizer and \( 1_{\cdot} \) denotes an indicator function returning 1 if the respective condition is true, else 0. Therefore,

\[
\| \nabla_w R(w) \|_{\infty} = 1, \ i.e., \ \Delta_{\alpha} \leq \nabla_{\text{max}}
\]

Log-norm:

\[
R(w) = \sum_n \frac{\log(|w_n| + 1)}{\log(\gamma + 1)},
\]

\[
\| \nabla_w R(w) \|_{\infty} = \frac{1}{\log(\gamma + 1)} \frac{1}{|w_{\text{min}}| + 1},
\]

thus,

\[
\Delta_{\alpha} \leq \nabla_{\text{max}} (\gamma |w_{\text{min}}| + 1) \frac{\log(\gamma + 1)}{\gamma}.
\]

Minimax concave penalty (MCP):

\[
R(w) = \sum_n P(w_n),
\]

with \( P(w_n) = \begin{cases} \lambda w_n - \frac{w_n^2}{2\gamma} & |w_n| \leq \gamma \lambda \\ \frac{\gamma \lambda}{2} & |w_n| > \gamma \lambda \end{cases} \)

\[
\| \nabla_w R(w) \|_{\infty} = (\lambda - \frac{1}{\gamma}) w_{\text{min}}^* \cdot 1_{\{|w_n| \leq \gamma \lambda\}} + 0 \cdot 1_{\{|w_n| > \gamma \lambda\}},
\]

where \( \gamma > 1 \) and \( \lambda > 0 \) are hyperparameters determining the specific shape of the regularizer, therefore,

\[
\| \nabla_w R(w) \|_{\infty} = \lambda - \frac{1}{\gamma} w_{\text{min}}, \ thus, \ \Delta_{\alpha} \leq \nabla_{\text{max}} \frac{\gamma}{\lambda - w_{\text{min}}}.
\]

D. Learnable Soft Threshold

During the progressive regularization, an increasing number of parameters will be gradually pushed to zero. Parameters, that exhibit zero values earlier (for smaller values of \( \alpha \)), are generally less important than those reaching zero later (for higher values of \( \alpha \)), as their reduction can provide more regularization gain compared to reduction in loss. This observation forms the basis of our approach.

In training, the values of the parameters usually do not reach exactly zero, but rather oscillate around it. In Figure 2, we visualize some parameters, which oscillate frequently between positive and negative values during the training process. In this work, we consider these parameters to be zero-valued parameters. However, at the same time, there are...
also parameters that can be pushed to small magnitudes by the regularization, but cannot be reduced to zero, as a slight reduction in their values may cause huge change in the loss. In this work, these parameters are defined as sensitive parameters.

To distinguish these two kinds of parameters, we introduce a learnable soft threshold [34]. For this, we express the original network parameters $w$ as

$$w \leftarrow \text{sign}(w) \odot \text{ReLU}(|w| - t),$$  \hspace{1cm} (25)

where "$\odot$" denotes element-wise multiplication, $\text{ReLU}(x) = \max\{x, 0\}$ is also applied in element-wise on its arguments, and $t \in \mathbb{R}^+$ is the learnable soft threshold. The positive value of $t$ can be guaranteed by mapping it through a differentiable function with only positive range. Here we use a sigmoid function, which is kept the same as in [34].

Intuitively, $t$ should be a value close to zero, as soft pruning of parameters below $t$ affects the performance of the DNN, unless the parameters below $t$ have only a subtle or even negative effect on the network performance. In this case, those "zero-valued" parameters, which are, due to the numerical computing, embodied as values fluctuating around zero, are removed through the learnable threshold. Conversely, this learnable threshold will not increase to a large magnitude, as a larger threshold would remove informative and sensitive parameters. Consequently, the soft threshold will learn to stay as a larger threshold would remove informative and sensitive parameters. Consequently, the soft threshold will learn to stay as a larger threshold would remove informative and sensitive parameters.

\[ E. \text{Invariant Regularization} \]

In Equation 1, $\alpha$ can be interpreted also as the trade-off between task loss $L(w, D)$ and the regularization term $R(w)$ corresponding to the sparsity. However, the value of $R(w)$ is usually highly related to the size of DNNs (i.e., size of $w$) and the functional form of $R(\cdot)$. Therefore, if either the size of DNNs or the regularization function changes, the value of $R(w)$ will also change. Consequently, the magnitude of $\alpha$ has to be re-tuned for rebalancing $L(w, D)$ and $R(w)$. However, this process re-tune process generally has no a priori knowledge. To overcome this problem, we modified all the regularizers to be invariant of the growing model size. Moreover, to balance the magnitudes among different regularization functions, we suggest to normalize the regularization values in consideration of the initial parameter distribution.

\[ a) \text{Size invariant regularization}: \] To guarantee the invariance of the regularization against model size, we scaled the regularization term by $1/N^k$, i.e.,

$$\tilde{R}(w) = \frac{R(w)}{N^k};$$ \hspace{1cm} (26)

where $N$ is the size of the vector being regularized (here $w$), and $k$ is the order of $N$ contributing to the growth of the regularization, i.e., $O(N^k)$. Taking $\ell_1$-norm, as an example, i.e.,

$$\ell_1(w) = \sum_{n=1}^{N} |w_n|,$$

By now, the value of $\ell_1$-regularizer is stable with growing size of $w$.

\[ b) \text{Functional form invariant regularization}: \] After making the regularization values invariant to model size, we also try to keep the values at the same level among different functional forms. To this end, we normalize the regularization value by the initial parameters, i.e.,

$$R(w) = \frac{\tilde{R}(w)}{R(w_{\text{init}})}.$$ \hspace{1cm} (28)

Here, $w_{\text{init}}$ is the initial value of the parameters, e.g., whose distribution generally follows a Gaussian distribution [35].

\[ c) \text{Invariant regularizer for group sparsity}: \] As mentioned earlier, we employ structured pruning on filter level. Therefore, rather than putting each parameter separately into the regularizer $R(\cdot)$, we collect them in groups (also known as group sparsity [36]), i.e.,

$$R(f) = R([f_1, f_2, \ldots]),$$ \hspace{1cm} (29)
where $f$ summarizes all the size-invariant Euclidean lengths of filters $f_i$ with

$$f_i = \frac{1}{\sqrt{N}} \|w_{f_i}(1), w_{f_i}(2), \ldots\|_2.$$  (30)

Here, $[w_{f_i}(1), w_{f_i}(2), \ldots]$ collects all parameters within the $i$-th filter. We can interpret Equation 29 in the following way: We first express the filters by their scalar Euclidean lengths, and then use a regularizer to encourage higher sparsity on filter level, i.e., to encourage more filter lengths towards zero. It is worth noting that $N$ and $\tilde{R}(w_{init})$ for invariant regularization $\mathcal{R}(\cdot)$ in the last paragraphs are modified accordingly to the number of filters and $\tilde{R}(f(w_{init}))$.

### TABLE I

<table>
<thead>
<tr>
<th>Regularizer</th>
<th>Functional form</th>
<th>Shape tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_0$-norm</td>
<td>$\sum_n</td>
<td>w_n</td>
</tr>
<tr>
<td>$\ell_1$-norm</td>
<td>$\sum_n |w_n|$</td>
<td>$p_\ell \in {0, 1, 0.5, 0.1, 1}$</td>
</tr>
<tr>
<td>$\ell_2$-norm</td>
<td>$\sum_n \min{1,</td>
<td>w_n</td>
</tr>
<tr>
<td>Log-norm</td>
<td>$\sum_n \log(1+</td>
<td>w_n</td>
</tr>
<tr>
<td>MCP</td>
<td>$\sum_n P(w_n)$</td>
<td>$\lambda \in {0.25, 0.5, 1}$, $\gamma \in {2, 5, 8}$</td>
</tr>
</tbody>
</table>

* $P(w_n) = \lambda |w_n| - \frac{|w_n|^2}{(2\gamma)}$ for $|w_n| \leq \gamma\lambda$ and $P(w_n) = \gamma^2/2$ for $|w_n| > \gamma\lambda$

### F. Layer-wise Pruning

Our approach can be easily adapted to global pruning [7] or layer-wise pruning [34]. In this work, we perform uniform pruning on DNNs, the reasons are two-folds: 1) The expressiveness of DNNs is also partly determined by the architecture [37], global pruning might destroy the model architecture by removing all parameters in a certain layer. 2) Global pruning usually results in higher FLOPs than layer-wise pruning [38], [39]. A comparison of global and layer-wise pruning is reported in section IV-E.

Note that, in layer-wise pruning, either uniform or non-uniform pruning can be realized by setting the same or different target sparsity $S(l)$ to the $l$-th layer in the DNN. Analogously, the learnable soft thresholds will also be learned independently across layers, i.e., $t(l)$ for each layer $l$. In this case, we denote them by $S = \{S^{(1)}, S^{(2)}, \ldots\}$ and $t = \{t^{(1)}, t^{(2)}, \ldots\}$ for target sparsity and learnable threshold, respectively.

### G. Discussion

In this section, we propose a progressive regularization scheme to overcome the weaknesses of the previous pruning scheme. We progressively increase $\alpha$ to force higher sparsity in the network continuously until the target sparsity is reached. In this way, the parameters being pushed to zero might have less importance than others. For this process, we also suggest the step size for factor updating and invariant regularization. To distinguish between the informative and non-informative small parameters, we introduce a learnable soft threshold with aims at pruning them without severe effects on the objective function. Although $\nabla_{\max}$ is an adjustable parameter, it generally needs no tuning, as it essentially does not change the convergence point of the optimization. A simple experiment shows that, the performance of DNNs is also not sensitive to its value (see section IV-D). Another independent work may also support this perspective, i.e., $\nabla_{\max}$ as a hyperparameter of hyperparameter ($\alpha$), tends to be more robust than the hyperparameter itself [40]. Empirically, $\nabla_{\max} = 1$ works well and usually needs no additional change.

### IV. Experiment

To evaluate the proposed progressive regularization, we conduct extensive experiments on the image classification tasks based on the framework developed by Intel2 [41]. Our code is available at www.github.io. The experiments are conducted on Nvidia A100 40G GPUs.

#### A. Experiment Setup

We first carry out the experiments on CIFAR-10 and CIFAR-100 [42] with ResNet56 [43] and VGG19 [44] respectively. Then to further evaluate the effect of progressive regularization on large scale dataset, we evaluate ResNet34 and ResNet50 [43] on ImageNet [45]. Regarding the pruning setup, we follow the common settings described in, e.g., [46] and [23]. Specifically, the pruning is applied to all convolution layers in VGG (except the first layer), while only applied to the first convolution layer of the normal residual blocks and the first two convolution layers of the bottleneck blocks in ResNet.

For CIFAR datasets, we first pretrain the models to have comparable accuracy to their original works, and then employ the progressive regularization. Afterwards, pruning and fine-tuning are performed. On ImageNet, due to the large scale dataset and the long training time, we directly employ our progressive scheme on the pretrained ResNet34 and ResNet50 model provided by PyTorch [47] with the MCP regularizer ($\gamma = 2, \lambda = 1$). All training setups (e.g., optimizer, batch size and learning rate) are kept the same as [23].

For fair comparisons, we also adopt the released pruning ratios from [23]. Namely, on CIFAR, uniform pruning is conducted with target pruning ratios ranging from 50% to 90%. While on ImageNet dataset, for comparable FLOPs drops, specified pruning ratios are applied.

In terms of our progressive regularization, we combine our approach with five regularizers, namely $\ell_p$-norm, $\ell_1$-norm, $\ell_2$-norm, and MCP. For each regularizer, we tune the scaling factor $\alpha \in \{10^{-2}, 10^{-1}, 10^0, 10^1, 10^2\}$ (as a baseline) and progressively increase $\alpha$ (for our approach). Moreover, as some regularizers have additional hyperparameters for modifying their shape, we additionally tune those in both approaches. The functional forms of regularizers and the tuning parameters are listed in Table I.

As evaluation metrics, three aspects are taken into account, namely, storage/memory, computing complexity, and model performance. For storage/memory, we consider the pruning

2https://github.com/IntellAbs/distiller
B. Result on CIFAR

The mean and standard deviation of the top-1 accuracy (in percentage) of three random runs are summarized in Table II (for CIFAR-10 with ResNet56) and Table III (for CIFAR-100 with VGG19). For each regularizer, we report the baseline (with best tuned $\alpha$) and our approach (with progressive $\alpha$). Moreover, we also report the results from a comparable work Greg [23] and $\ell_1$ + one-shot as its baseline. For better comparison, the accuracy gain is shown in the last row of each table.

It can be seen from Table II and Table III that, pruning with progressive $\alpha$ can outperform tuning $\alpha$ in all cases of regularizers (at least for the $\alpha$ values evaluated). This supports our hypothesis that, through a progressively growing scaling factor $\alpha$, the unimportant parameters can be pushed to zero earlier than important ones.

On CIFAR-10 with ResNet56, our progressive regularizer exhibits better accuracy in most cases compared to the SOTA Greg. For example, with $c\ell_1$ regularizer, all baselines perform worse than Greg, but with progressive scheme, the pruned models outperform Greg. This improvement is also evident with $\ell_p$ and log-norm regularizers. In most case with MCP and $t\ell_1$ regularizers, even our baselines can suppress Greg. For this, we speculate that, tuning of scaling factor and functional form of regularizers enhance the model performance. Nevertheless, even though these baselines are already strong, they can still be further enhanced by our progressive approach. The most significant improvement (accuracy gain) can reach 0.64%.

On CIFAR-100 with VGG19, similar phenomena can be observed with pruning ratio varying from 50% to 70%. However, at 80% and 90% pruning ratios, progressive regularization shows less superiority against Greg. Surprisingly, however, the MCP regularizer brings in this case even a higher accuracy gain instead.

We also notice that, in most cases, pruning with MCP regularizers provide the best performances. Therefore, we take MCP regularizer with $\lambda = 1$ and $\gamma = 2$ in further experiment on the large scale ImageNet, as this function yields the best model performance (in terms of average accuracy over all experiments with CIFAR).

C. Result on ImageNet

The results on ImageNet with ResNet34 and ResNet50 are summarized in Table IV and Table V respectively. The methods for comparison include four SOTA pruning methods, namely, SFP [48], FPGM [49], Greg [23], CCEP [50]. For fair and
easy comparison, the methods are ranked and grouped by their FLOPs drop percentage. All results are obtained directly from their original reports.

From Table IV, we can observe that, our approach outperforms Greg in terms of accuracy under same FLOPs drop on both ResNet34 and ResNet50. When compared to CCEP, although our method exhibits similar performances in terms of the top-1 accuracy, the accuracy drops due to the pruning are always lower than CCEP.

D. Experiment for $\nabla_{\text{max}}$

We conduct a simple experiment on CIFAR-10 with ResNet56 to investigate the influence of $\nabla_{\text{max}}$ on the accuracy of the DNNs. In the experiment, MCP regularizer with $\gamma = 2$ and $\lambda = 1$ is utilized, the model is uniformly pruned with 50% target sparsity, three $\nabla_{\text{max}}$ values are tested, namely 0.25, 0.5, 1.0, and 2.0. The result (mean and standard deviation of top-1 accuracy) of three runs is reported in Table VI. We thus conclude that, the influence of $\nabla_{\text{max}}$ on the result is not significant.

E. Comparison of Global and Layer-wise Pruning

In our experiments, we also performed global pruning with independent learnable soft thresholds for each layer. Since the expressiveness of DNNs is partly determined by their architecture [37], we avoid pruning all filters of any layer by setting an upper limit of 95% pruning ratio for each layer. The pruning algorithm is described in Algorithm 3. Note that, the upper limit of pruning ratio is considered during the update of sparsity$^{(\text{global})}$.

Figure 3 summarizes the FLOPs and top-1 accuracy on CIFAR-10 with ResNet56 and on CIFAR-100 with VGG19. It can be seen that, global pruning results generally both in higher FLOPs and higher accuracy.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{FLOPs and top-1 accuracy of global and uniform pruning on ResNet56 and VGG19.}
\end{figure}

\textbf{Algorithm 3:} Progressive Regularization for Global Pruning

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Data:} $D = \{x, y\}$
\State \textbf{Input:} $NN, L, R, P, S$, optimizer
\While{sparsity$^{(\text{global})} < S$}
\State $L_{\text{best}} \leftarrow \infty$
\State patience $\leftarrow 0$
\While{patience $< P$}
\State $L \leftarrow L(w, D) + \alpha R(w)$
\State $NN, t \leftarrow \text{optimizer}(L, NN)$
\If{$L < L_{\text{best}}$}
\State $L_{\text{best}} \leftarrow L$
\State patience $\leftarrow 0$
\Else
\State patience $\leftarrow$ patience + 1
\EndIf
\EndWhile
\State $\alpha \leftarrow \alpha + \Delta \alpha$
\EndWhile
\State \text{pruning} $(NN, t)$
\State \text{fine tune} $(NN)$
\end{algorithmic}
\end{algorithm}

Figure 4 summarizes the FLOPs versus various filter pruning ratios of each layer in VGG19. Note that, unlike uniform pruning, the pruning ratios in global pruning is non-deterministic, therefore, we also report the standard deviation of three runs. It can be observed that, in VGG19 shallow layers tend to have higher FLOPs than deeper layers, however, with global pruning, the deeper layers are preferentially pruned, leading to much higher FLOPs than uniform pruning.

\textit{a) VGG19:} In Figure 4 we plot the FLOPs versus various filter pruning ratios of each layer in VGG19. Note that, unlike uniform pruning, the pruning ratios in global pruning is non-deterministic, therefore, we also report the standard deviation of three runs. It can be observed that, in VGG19 shallow layers tend to have higher FLOPs than deeper layers, however, with global pruning, the deeper layers are preferentially pruned, leading to much higher FLOPs than uniform pruning.

\textit{b) ResNet56:} In Figure 5 we plot the FLOPs versus various filter pruning ratios of each layer in ResNet56. Different from VGG19, each layer in ResNet56 has similar FLOPs, therefore, even with global pruning, the FLOPs stay similar with that in uniform pruning.

Generally, the difference between global and layer-wise pruning is that, global pruning has much higher FLOPs given
the same sparsity. This is primarily because the parameters in the shallow layers, due to convolution with data with larger spatial size, are involved in more computations. Thus, they have a higher impact on the output than that in deep layers. Consequently, in global pruning, the parameters in deep layers are more likely to be pushed to smaller magnitudes by regularization or weight decay, and thus be pruned. In contrast, parameters in shallow layers, leading to more FLOPs, will be retained. This view was provided by the work of [39], and can be also supported by our experiments. This feature may guarantee that global pruning has a significantly better performance, but also higher computational cost at the same time. Therefore, global pruning is preferred in devices with limited storage/memory but high computational power.

V. Conclusion

In this paper, we propose a progressive regularizer for DNN pruning. The essential idea is to encourage more zero-valued parameters by a progressively increasing scaling factor of the regularizer. In this process, unimportant parameters are pushed to zero earlier (at a small scaling factor) than the important ones, and thus, can be removed with minimal impact on the output. To avoid large gradient, which may unstabilize the optimization process, due to the factor growing, we derived an update schedule for the scaling factor $\alpha$. The initial plan was to prune only the zero-valued parameters, since the pruning of the zero-valued parameters has no effect on the output of the DNN. However, due to numerical computing, no parameters are exactly zero. To distinguish zero-valued parameters (which are usually small values) from small but informative parameters, we introduce a learnable soft threshold to optimally (w.r.t. the objective function) force non-informative parameters to zero. To make the regularization more stable against different model sizes and different functional forms, we suggest invariant regularizers. In this way, the balance between the regularization term and the task loss becomes more stable and robust. Experiments on multiple benchmark datasets and SOTA models prove that our progressive scheme outperforms the hyperparameter tuning scheme for all given $\alpha$ in the experiment. Furthermore, our method outperforms the compared SOTA methods with the same target sparsity (on CIFAR) and the same FLOPs drop (on ImageNet).
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