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Abstract

The exchange of energy, matter, and momentum between the Earth’s surface and the at-
mosphere takes place in the atmospheric boundary layer. The eddy covariance (EC) is the
most direct method of measuring this exchange. The accuracy of flux measured by this
micrometeorological technique is crucial for subgrid parameterisation of numerical weather
prediction models, and for forecasting trends in greenhouse gas emissions by earth system
models. However, measured turbulent heat fluxes are often underestimated when compared
to the total available energy, thus leading to the energy balance closure problem. This imbal-
ance may be due to measurement errors associated with the anemometers, and the inability
of single-tower point measurements in capturing the sub-mesoscale transport, among other
reasons. In this thesis, these two potential sources of imbalance were evaluated by employing
high-resolution large-eddy simulations (LES).

Sonic anemometers play a central role in EC as they provide velocity measurements neces-
sary for flux calculations. In the absence of a reference calibration, the magnitude of error
varies vastly across probe-induced flow distortion studies that rely on wind-tunnel tests or
field intercomparisons. Under controlled conditions, the uncertainty in error quantification
can be reduced by defining etalon in numerical experiments. The flow distortion errors of
Campbell CSAT3, a widely used instrument for EC, was evaluated by LES in OpenFOAM®.
In the simulations, oscillations to the velocity components were imposed at typical frequen-
cies and amplitudes found in the surface-layer turbulence spectra. The simulations were
repeated for different combinations of frequency, amplitude, azimuth angle, and angle-of-
attack. The flow distortion, quantified by relative error of standard deviation between the
virtual measurement and the input signal, ranged from 3 to 7% for the vertical velocity
component depending on the azimuth angle. The frequency of wind speed oscillation was
found to be of minor importance at amplitudes typical for surface-layer turbulence. Fur-
thermore, two existing flow distortion correction approaches were evaluated. While both
methods reduce error, they do not consider azimuth dependence of the flow distortion.

Sub-mesoscale transport can be investigated by LES only if the surface layer is sufficiently
resolved (O(1 m)). This order of high-resolution becomes prohibitively expensive to achieve
with a single fixed resolution grid for the entire domain. To overcome this computational
limitation an LES-within-LES, approach was developed in PALM. This vertical grid nesting
enables a finer resolution near the surface, and a coarse resolution grid that resolves the
entire atmospheric boundary layer. The two-way nesting algorithm modifies the existing
third-order Runge-Kutta time stepping to exchange data between the two grids, and to
concurrently integrate both grids in time. The top boundary condition for the nested fine
grid is derived from coarse grid quantities and a feedback process updates coarse grid domain



Abstract

at every time step in the overlapping region. The vertical nesting algorithm was validated
with a reference simulation and the scalability on thousands of computational cores was also
demonstrated.

Next, an LES study of the LITFASS-2003 campaign was conducted to investigate the energy
balance closure in a heterogeneous landscape. A resolution of 1 m in the vertical direction
was achieved by employing vertical grid nesting. The composite fluxes derived from field
measurements provided lower boundary conditions for the simulation. To calculate ensemble
statistics that separate heterogeneity-induced effects from turbulence fluctuations, multiple
realisations of the simulation domain were required. The presence of secondary circulations
in the surface layer was qualitatively demonstrated. Furthermore, the underestimation was
found to be systematic and dependent on height. The dispersive fluxes, induced by secondary
circulation, at a typical EC tower height of 10 m was found to be up to 5% of the composite
flux prescribed at the surface. Notably, the high-resolution LES enabled the calculation of
underestimation at a level previously not possible. However, the missing energy cannot be
fully explained as the dispersive flux was much smaller than the imbalance found in field
measurements.
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Zusammenfassung

Der Austausch von Energie, Materie und Impulsen zwischen der Erdoberfliche und der At-
mosphiére findet in der atmosphérischen Grenzschicht statt. Die Eddy-Kovarianz (EC) ist
die direkteste Methode zur Messung dieses Austauschs. Die Genauigkeit der mit dieser mi-
krometeorologischen Technik gemessenen Fliisse ist von entscheidender Bedeutung fiir die
Untergitter-Parametrisierung numerischer Wettervorhersagemodelle und fiir die Vorhersa-
ge von Trends bei Treibhausgasemissionen durch Erdsystemmodelle. Gemessene, turbulente
Wirmestrome werden jedoch im Vergleich zur verfiigbaren Gesamtenergie oft unterschétzt,
was zu dem Problem des Energiebilanzabschlusses fiihrt. Dieses Ungleichgewicht kann unter
anderem auf Messfehler bei den Anemometern und auf die Unzulénglichkeit von Punktmes-
sungen mit nur einem Turm zur Erfassung des submesoskaligen Transports zuriickgefiihrt
werden. In dieser Arbeit wurden diese beiden potenziellen Ursachen fiir das Ungleichgewicht
mit Hilfe von hochauflésenden Large-Eddy-Simulationen (LES) untersucht.

Ultraschallanemometer spielen eine zentrale Rolle in der EC, da sie Geschwindigkeitsmes-
sungen liefern, die fiir Flussberechnungen erforderlich sind. Da es keine Referenzkalibrierung
gibt, variiert die Grofle des Fehlers bei Studien zur sondeninduzierten Stromungsverzerrung,
die sich auf Windkanaltests oder Feldvergleiche stiitzen, erheblich. Unter kontrollierten Be-
dingungen kann die Unsicherheit bei der Fehlerquantifizierung durch die Definition des
Etalons in numerischen Experimenten verringert werden. Die Stréomungsverzerrungsfehler
von Campbell CSAT3, einem weit verbreiteten Instrument fiir EC, wurden mit LES in
OpenFOAM® bewertet. Bei den Simulationen wurden den Geschwindigkeitskomponenten
Ostzillationen mit typischen Frequenzen und Amplituden aufgezwungen, die in den Tur-
bulenzspektren der Oberflaichenschicht zu finden sind. Die Simulationen wurden fiir ver-
schiedene Kombinationen von Frequenz, Amplitude, Azimutwinkel und Anstellwinkel wie-
derholt. Die Stromungsverzerrung, quantifiziert durch den relativen Fehler der Standard-
abweichung zwischen der virtuellen Messung und dem Eingangssignal, lag fiir die vertikale
Geschwindigkeitskomponente in Abhéngigkeit vom Azimutwinkel zwischen 3 und 7%. Es
wurde festgestellt, dass die Frequenz der Windgeschwindigkeitsoszillation bei Amplituden,
die typisch fiir Oberflichenschichtturbulenz sind, von geringer Bedeutung ist. Aulerdem
wurden zwei bestehende Ansétze zur Korrektur von Stromungsverzerrungen bewertet. Bei-
de Methoden verringern zwar den Fehler, beriicksichtigen aber nicht die Azimutabhéngigkeit
der Stromungsverzerrung.

Der submesoskalige Transport kann mit LES nur untersucht werden, wenn die Oberflachenschicht
ausreichend aufgelost ist (O(1 m)). Dieses hohe Auflsungsniveau ist mit einem einzigen
Gitter mit fester Auflosung fiir das gesamte Gebiet nur mit unverhéltnismafBig grofem Auf-
wand zu erreichen. Um diese Berechnungsbeschrinkung zu iiberwinden, wurde in PALM ein
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Zusammenfassung

LES-in-LES-Ansatz entwickelt. Diese vertikale Gitterverschachtelung ermoglicht eine fei-
nere Auflésung in Oberflichennihe. Der Zwei-Wege-Schachtelungsalgorithmus modifiziert
das bestehende Runge-Kutta-Zeitschrittverfahren dritter Ordnung, um Daten zwischen den
beiden Gittern auszutauschen und beide Gitter zeitlich zu integrieren. Die obere Randbe-
dingung fiir das feine Gitter wird aus den Groflen des groben Gitters abgeleitet, und ein
Riickkopplungsprozess aktualisiert den Bereich des groben Gitters bei jedem Zeitschritt in
der iiberlappenden Region. Der vertikale Verschachtelungsalgorithmus wurde anhand einer
Referenzsimulation validiert und die Skalierbarkeit auf Tausenden von Rechenkernen wurde
ebenfalls nachgewiesen.

Als néchstes wurde eine LES-Studie der LITFASS-2003-Kampagne durchgefithrt, um den
Energiebilanzabschluss in einer heterogenen Landschaft zu untersuchen. Durch vertikale Ver-
schachtelung des Gitters wurde eine Auflosung von 1 m in vertikaler Richtung erreicht. Die
aus Feldmessungen abgeleiteten Fliisse lieferten die unteren Randbedingungen fiir die Si-
mulation. Um Ensemble-Statistiken zu berechnen, die die heterogenitdtsbedingte Effekte
von Turbulenzfluktuationen trennen, waren mehrere Realisierungen des Simulationsbereichs
erforderlich. Die Existenz von Sekundérzirkulationen in der Oberflachenschicht konnte quali-
tativ nachgewiesen werden. Auflerdem wurde festgestellt, dass die Unterschétzung systema-
tisch und hohenabhéngig ist. Es wurde nachgewiesen, dass die durch die Sekundérzirkulation
verursachten dispersiven Fliisse bei einer typischen EC-Turmhohe von 10 m bis zu 5% des
an der Oberfliche vorgeschriebenen Flusses betragen. Insbesondere die hochauflésende LES
ermoglichte die Berechnung der Unterschétzung auf einem Niveau, das zuvor nicht moglich
war. Die fehlende Energie kann jedoch nicht vollstdndig erkldrt werden, da der dispersive
Fluss viel kleiner war als das bei Feldmessungen festgestellte Ungleichgewicht.

v
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1. Introduction

The atmospheric boundary layer (ABL), which is the lowest part of the troposphere, sus-
tains life on Earth. The ABL facilitates the exchange of energy, mass, and momentum
between the Earth’s surface and the atmosphere. A comprehensive understanding of the
energy budget of this biosphere-atmosphere exchange is vital for: parameterisation of un-
resolved scales in numerical weather prediction models; projection of future greenhouse gas
concentrations (Rebmann et al., 2018); and atmospheric modelling in earth system models
to study climate change. In the following sections, turbulence in the atmosphere and flux
measurement methods in the surface layer are introduced. A brief overview of the energy
balance closure (EBC) problem is described. The need and benefit of large-eddy simulations
(LES) is presented. Lastly, the main objectives of this thesis are listed.

1.1. Turbulent flux measurements in the surface-layer

The ABL is defined by Stull (1988) as the part of the troposphere directly influenced by the
Earth’s surface. The solar radiation warms the Earth’s surface thus leading to the devel-
opment of the turbulent boundary layer. The ABL is classified as stable or unstable based
on the atmospheric stratification; the processes studied in this thesis focus on the unstable
convective boundary layer that is typical in the daytime. The convective boundary layer is
further categorised by three layers, namely the surface layer, the mixed layer, and the en-
trainment zone (Stull, 1988). The terms micrometeorology and boundary layer meteorology
are, at times, used interchangeably in older literature, but in its modern usage, the term
refers to the study of turbulent time and space scales common in the atmospheric surface
layer. Foken (2008a) defines atmospheric surface layer as the lowest 5-10% of the ABL with
depths ranging from 0.5 to 2 km and time scale shorter than the diurnal cycle. The exchange
of energy and gasses are quantified by fluxes calculated from their fluctuations.

The eddy-covariance (EC) is a direct method, i.e without the need for any empirical constants
(Foken, 2008a), to measure the fluxes. The EC method works under the assumptions of
Taylor’s frozen eddy hypothesis (Taylor, 1938) and steady-state conditions. By invoking
Reynolds decomposition, the covariance can be written as (Mauder et al., 2021) ,

Fo=ws=ws+uws (1.1)

where the overbar indicates sufficient time-averaging. By enforcing an additional require-
ment of horizontally homogeneous surface, the mean vertical velocity becomes zero. The
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flux can thus be represented just by the covariance of the fluctuations, w’s’. The sonic an-
emometer (Fig. 1.1) plays a central role in the eddy covariance system. It enables measuring
fluctuations of three components of velocity at a high frequency (10-20 Hz) to capture the
turbulence spectrum. The errors associated with the sonic anemometers are discussed in the
following section and also in Chapter 2.

Figure 1.1.: A Campbell CSAT3 sonic anemometer deployed in the field. Modified after Huq
et al. (2017) (Appendix B).

1.2. The Energy Balance Closure Problem

The net solar radiation (R,,) can be partitioned in to sensible (H), latent (LE) and ground
(G) heat fluxes,

R,=H+LE+G. (1.2)

The energy balance is characterised as the ratio between the turbulent fluxes (H + LE) and
the available energy (R, — G). The energy balance is considered closed only if the ratio
is one. However, multiple studies have reported underclosure (Oncley et al., 2007; Wilson
et al., 2002; Franssen et al., 2010).

The many reasons for the underclosure have been critically reviewed by Culf et al. (2004),
Foken (2008b), Leuning et al. (2012) and more recently by Mauder et al. (2020). The broad
classification of the error according to Mauder et al. (2020) are instrument errors, data
processing errors, sources of energy such as canopy heat storage that are not considered in
Eq. 1.2, and more importantly, the sub-mesoscale transport. From the studies of Mauder
et al. (2006) for the LITFASS-2003 field campaign and Mauder et al. (2007) for the EBEX-
2003, Mauder et al. (2020) concludes that quality checks and appropriate corrections are
important but they are not significant contributors to the energy imbalance. The canopy
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heat storage term is found to be large for tall vegetation forest sites (Leuning et al., 2012)
but this term is expected to be low for short vegetation.

The instrument inter-comparison conducted during the Energy Balance Experiment (EBEX-
2000) by Oncley et al. (2007) did not find any systematic bias in open-path infrared hygro-
meters. The closed-path hygrometers, on the other hand, are prone to errors due to tube
dampening (Halswanter et al., 2009). The net radiation measurement has also been improved
by the use of pyranometer for the shortwave and pyregeometer for longwave radiation meas-
urements (Mauder et al., 2020). The error related to ground heat flux can be minimized by
installing the flux plates at appropriate depth and by recording high-resolution temperature
profile (Liebethal et al., 2005). However, the measurement errors in velocity fluctuations
by sonic anemometers is still a concern. The magnitude of error for the vertical velocity
fluctuations is reported between 3 to 14% (Kochendorfer et al., 2012; Mauder, 2013; Frank
et al., 2013; Horst et al., 2015). The wide error range is attributed to the probe-induce
flow distortion which is also referred to as transducer-shadow effects. Since a measurement
reference or etalon is not available, instrument intercomparisson experiments (Kaimal et al.,
1990; Mauder et al., 2007) or wind-tunnel studies (Wieser et al., 2001) need to be conducted.
The quasi-laminar inflow in wind-tunnels tend to overestimate the flow distortion. The field
inter-comparison can only characterize whether the instruments are precise but the accuracy
cannot be confirmed due to lack of an absolute reference (Horst et al., 2015). The Camp-
bell CSAT3 anemometer has been adopted as the standard instrument in many long-term
measurement networks FLUXNET (Baldocchi, 2014), ChinaFLUX (Yu et al., 2006) and
TERENO (Zacharias et al., 2011). Therefore, an alternative numerical experiment evaluat-
ing the flow-distortion error in CSAT3 by large-eddy simulation is presented in Chapter 2.

g T g

= |=> a =
]

Figure 1.2.: Schematic of quasi-stationary turbulent organised structures (grey arrows). The
warm (red) air transported upwards by secondary circulations appear as advection locally,
with respect to the tower. These standing eddies that are not propagated by mean wind
within the flux-averaging time frame will not be captured by single tower EC systems.
Modified after Mauder et al. (2020) and Mauder et al. (2008).
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The sub-mesoscale transport is believed to be the primary reason for the energy balance
closure problem Mauder et al. (2020). Turbulence in the atmosphere is known to develop
organized structures. Two common characteristic patterns found even over homogeneous
surfaces are roll vortices and hexagonal cell-like structures. If these persistent large-scale
structures are not transported by mean wind within the EC averaging time frame they cannot
be captured by a single tower (Segal and Arritt, 1992; Etling and Brown, 1993). While in
most cases, the presence of such structures is expected to lead to an underestimation of the
measured heat flux, Prabha et al. (2007) show in an LES study that measurement in the
vicinity of the roll vortices could even lead to an overestimation. Letzel and Raasch (2003)
used the term thermally induced mesoscale circulations (TMC) to represent the secondary
circulations that arise from the horizontal pressure gradient induced by differential heating
in heterogeneous surface. A schematic of quasi-stationary structures and the inability of
a single tower EC system to measure these eddies is depicted in Fig 1.2. Mauder et al.
(2020) note that the secondary circulations manifest locally as advection and horizontal flux
divergence, and non-locally as dispersive flux. Raupach and Shaw (1982) further emphasize
the importance of dispersive fluxes arising from spatial covariance. Mahrt (1998) recommend
spatial eddy covariance in addition to the temporal resolution of the EC to capture the large-
scale low-frequency eddies. By adopting a multi-tower to calculate spatially-averaged fluxes,
Mauder et al. (2010) confirm that a large portion of the energy residual can be explained by
sub-mesoscale contribution. The systematic underestimation by EC measurements is also
confirmed by large-eddy simulation studies of Kanda et al. (2004) and Huang et al. (2008).

1.3. Large-Eddy Simulation

Large Eddy Simulation (LES) is a powerful tool for the simulation of turbulence. LES has
its origins in the study of atmospheric turbulence (Smagorinsky, 1963) but has also gained
popularity in industrial applications. The most elegant method of solving the Navier-Stokes
equations is the Direct Numerical Simulation (DNS) that resolves all turbulent scales. A
typical Reynolds number (Re) for ABL flows is in the order of 107. The number of grid points
needed by DNS is then roughly given by Ret (Frohlich, 2006) which makes such a simula-
tion computationally infeasible. The fundamental idea of LES is to resolve the large energy
containing eddies and model the small scale motions. A schematic of turbulence spectrum
in Fig. 1.3 shows the range of scales resolved and modelled by LES. While standard LES
can satisfactorily resolve the ABL, the desired resolution in the surface-layer is a challenge.
In such cases, an LES-within-LES presented in Chapter 2 will be beneficial. Unlike the field
measurements, the LES numerical experiments can be executed in controlled conditions
which are advantageous for parameter studies (Huang et al., 2008; De Roo and Mauder,
2018). Furthermore, the three-dimensional spatial realization of turbulence provides unpar-
alleled insight to answer questions on the energy imbalance. Studies of Kanda et al. (2004)
and Steinfeld et al. (2007) have been key in understanding the role of secondary circulations.
Following these studies, Huq et al. (2023) (Appendix D) aims to evaluate the contribution
of dispersive fluxes to the energy budget in the surface layer.
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Figure 1.3.: Schematic of turbulence spectrum after Garratt (1994) and the scales resolved
by Direct Numerical Simulation and Large-Eddy simulations after Frohlich (2006).

1.4. Research objectives

The three main objectives of this thesis are: to evaluate probe-induced flow distortion; to
develop a two-way nesting algorithm to achieve high resolution in the surface layer; and
finally, to use this newly developed vertical nesting for high-resolution simulation to study
how the sub-mesoscale transport contributes to energy imbalance in a realistic heterogeneous
simulation. Firstly, Huq et al. (2017) (Appendix B) aim to address the following points

e the magnitude of the error due to probe-induced flow distortion,

e if vertical and horizontal velocity components are equally affected by the transducer
shadow effect,

e dependence of the error on azimuth angle and angle-of-attack, and

e if the frequency of oscillation of the wind speed has any influence on the error.
Secondly, Huq et al. (2019) (Appendix C) develop an LES-within-LES model, validate the
results and evaluate the computational efficiency. Lastly, Huq et al. (2023) (Appendix D)
aim to

e find evidence for the presence of secondary circulations in the surface layer,

e understand spatial variability of the fluxes and energy balance,
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e calculate dispersive fluxes in the surface layer to quantify the vertical transport by
secondary circulations, and

e identify if there is an underclosure bias and find its dependence on height.
In the following chapter the set-up of the numerical experiments and the development of the

vertical grid nesting method are described. In Chapter 3, the results of the three studies are
presented and discussed. The major findings of this thesis are emphasized in Chapter 4.



2. Methods

To investigate the energy balance closure problem, two different large-eddy simulation mod-
els were employed. The influence of probe-induced flow distortion is investigated using
OpenFOAM® | as the body-fitted mesh capability allows resolving the sonic anemometer
geometry. On the other hand, PALM is suitable to study the sub-mesoscale transport in the
atmospheric boundary layer. In the following section, the set-up of the numerical experi-
ment for the flow distortion study is described. In the subsequent section, the development
of vertical grid nesting algorithm and the high-resolution LES set-up of the LITFASS-2003
campaign are described.

2.1. Numerical simulation of probe-induced flow distortion

The open source computational fluid dynamics program OpenFOAM® (Weller et al., 1998)
solves the discretised governing equations by finite-volume method. The LES subgrid-scale
fluxes are modelled by an algebraic Smagorinsky model (Fureby et al., 1997). An implicit
second-order backward scheme was chosen for the time integration and the PISO (Issa,
1986) procedure handles the pressure-velocity calculation since the flow is assumed to be
incompressible. A conservative fixed time step was selected such that the Courant-Friedrichs-
Lewy number does not exceed 1. The snappyHexMesh utility was used to generate the body-
fitted mesh of the three-dimensional CSAT3 sonic anemometer geometry located within a
numerical wind-tunnel that extends 1 m in all three directions. The 6.4 mm transducer pin
was resolved by a 3 mm mesh and the mesh size was gradually relaxed to 12.5 mm near the
boundaries. The simulation is made computationally feasible by assuming periodicity in the
vertical (z) and spanwise (y) directions. An oscillating inflow in the streamwise direction ()
with frequency and amplitude selected from model spectra by Kaimal et al. (1972) provides
fluctuations that are typical in the inertial-subrange. Mean streamwise direction wind speed
(u) of 2 ms™!, that is typically found at a height of 2 m in field measurements, and mean
vertical velocity (w) of 0 ms™! were chosen. Three sets of cases (X,Y and Z) are simulated
as listed in Table 2.1. The cases are labelled such that two digits following the alphabet
indicates the azimuth angle of the anemometer and the last two digits represent the angle-
of-attack. The mesh generation process is repeated for each combination of azimuth angle
and angle of attack, by rotating the geometry around the vertical axis for the former and
rotating about the spanwise axis for the latter. The mean wind and amplitude are the
same between X and Y case but w of Y oscillates at a higher frequency. The Z cases have
a constant inflow signal. The objectives of the numerical experiments are to quantify the
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Case | Azimuth angle (°) | Angle-of-attack (°) | Sine inflow signal

X0000 | 0 0 u=2ms '
w=0ms"!

X3000 | 30 0 Ufreq = 0.1 H 2
Ugmp = 1 ms™!

X6000 | 60 0 Wreg = 0.1 Hz

X9000 | 90 0 Wamp = 0.5m5™"

Y0000 | 0 0 u=2ms "
w=0ms"!

Y3000 | 30 0 Ufreq = 0.1 H2
Ugmp = 1 ms™!

Y6000 | 60 0 Wreg = 1.0 Hz

Y9000 | 90 0 Wap = 0.5ms ™!

720000 | 0 0 u=2ms !

70005 | 0 5) w=0ms!

70025 | 0 25 Uamp = 0ms™!

Z3000 | 30 0 Wamp = 0ms™

73005 | 30 5

73025 | 30 25

76000 | 60 0

726005 | 60 5

76025 | 60 25

79000 | 90 0

79005 | 90 5

79025 | 90 25

Table 2.1.: List of cases simulated by Huq et al. (2017) and the varying parameters: Azimuth
angle, angle-of-attack and the velocity inflow amplitude and frequency.

magnitude of the error due to probe-induced flow distortion, to identify if both u and w
are equally affected, dependence on azimuth angle and angle-of-attack, and the influence of
wind speed fluctuation frequency (Huq et al. (2017) (Appendix B)).

The total simulated time is 70 s. After a spin-up of 10 s, which corresponds to one period
of oscillation of u for X and Y cases, the data is captured for the next 60 s. Virtual meas-
urements were recorded by 11 virtual probes in each of the three sonic paths, between the
lower and corresponding upper transducer pins, with the midpoint being at the intersection
of the three paths. The instantaneous velocity components are then calculated by averaging
the measurements from the 33 probes. Three references were recorded to identify the ap-
propriate reference or the etalon. A probe was placed 0.3 m in front of the transducer in the
undisturbed region (AddProb), a reference simulation without any geometry in the domain
(RefSim) and taking the input signal as the reference (InFlow). The distortion errors are
then calculated for all three references. Finally, two existing transducer correction methods
were validated. Both methods apply correction based on the angle (0) between the velocity
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vector and the transducer path. Kaimal et al. (1990) does not apply any correction for ¢
between 75 and 90 degrees (Eq.2.1). Horst et al. (2015) apply correction for all range of ¢
(Eq.2.2).

0.85 + %160y <9 <75
oy = VOB 0s0< (2.1)
v 75 <6 <90
Uy, = v(0.84 + 0.165in0) (2.2)

2.2. High-resolution LES in PALM: model development
and simulation set-up

The Parallelized Large-eddy simulation Model (PALM) by Raasch and Schroter (2001) and
Maronga et al. (2015) has been established as a valuable tool for ABL research. PALM solves
the non-hydrostatic incompressible Navier-Stokes equations in the Boussinesq approxima-
tion by finite different method. The six prognostic equations solved by PALM are three
components of velocity (u,v,w), potential temperature (6), humidity (¢) and the sub-grid
scale kinetic energy (e). The equations discretised by a Cartesian grid are filtered over the
grid volume. Following the convention of Maronga et al. (2015) the over bar denoting the
filtered variables is omitted for readability except for the SGS fluxes that are denoted by
double prime. Table 2.2 lists the symbols used in the following equations. The prognostic
equations for conservation of mass, energy and moisture for the resolved variables read as

ou; Ou; u; 1 om0, — (b)) 0 (—— 2
It = —Wjj—ﬁijkfjuk%”@%f?ﬁukg,j—% o +g 0, iz — 0 (Uz u; — §€5z'j> , (2.3)
ou;
J

00 w0 0 . Ly
E Or;  Oxy (ujQ ) cpH\IIqV’ (25)
8qv au (:ZV a T//

The LES sub-grid scales (SGS) are modelled according to Deardorff (1980) with modifica-
tions to 1.5 order closure parameterisation proposed by Moeng and Wyngaard (1988) and
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Saiki et al. (2000) that assumes proportionality between the energy transport by the SGS ed-
dies and the local gradients of the mean quantities. The prognostic equation for the sub-grid
scale kinetic energy and the modelled SGS fluxes reads as

Oe Oe —— 0u; 9 —7 Oe
o () 2 L e oK, 2 2.
ot “ Oz, () Oxy, * 0v70u3 v Ox; ‘ 27
- 2 Ou;  Ou,

Mmool 2,8 ¢ J
ugu] 36(511 K, (axj + 3:@) , (2.8)
S 0
urer = _thx. ’ (2.9)

and

uiqy = —Kp gj (2.10)

A complete description of the equations in PALM is found in Maronga et al. (2015).

Table 2.2.: Symbols in the governing equations. List modified after Huq et al. (2017) (Ap-
pendix B).

Symbol  Description

fi Coriolis parameter

00 Density of dry air at the surface

m* Modified perturbation pressure

g Gravitational acceleration

0, Virtual potential temperature

L, Latent heat of vaporization

C, Heat capacity of dry air at constant pressure
Gv Specific humidity

U, Source/sink term of g,

II Exner function for converting between temperature and potential temperature
K SGS eddy diffusivity of heat

K, SGS eddy diffusivity of momentum

The prognostic equations discretised on a staggered Arakawa C grid have the scalars eval-
uated at the center of the grid volume and the velocities evaluated at the faces. Advection
terms can be evaluated with either a fifth-order upwind scheme (Wicker and Skamarock,
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2002) or by a second order scheme (Piacsek and Williams, 1970). A third-order Runge-Kutta
(RK3) scheme with three sub-steps (Williamson, 1980) integrates the discretised equations
in time. The studies in the following sections apply periodic boundary conditions in the lat-
eral boundaries enabling the use of an efficient Fast-Fourier Transform based pressure solver.
The lower boundary condition for the horizontal momentum equation is derived by assum-
ing Monin-Obukhov Similarity Theory (MOST) between the surface and the first grid point.
PALM parallelises the solution process by decomposing the domain in to sub-domains and
the data exchange between the processing cores is achieved via Message Passing Interface
(MPI) library.

2.2.1. Vertically nested LES

An LES-within-LES method was developed by Huq et al. (2019) to achieve higher resolution
in the surface layer. A coarse grid (CG) parent domain simulates the entire atmospheric
boundary layer, while a fine grid (FG) child domain, with limited vertical extent, overlaps
the parent domain at the surface. The horizontal extent of both the grids are identical,
enabling the use of periodic conditions at the lateral boundaries. The nesting ratio, defined
as the ratio of the CG spacing and the FG spacing, has to be an integer value but can be
either an even or odd number. Schematic diagrams of the overlapping grid and an example
of staggered grid for an odd nesting ratio is shown in Fig. 2.1.

2 (b)
.............. 4 4 4 4 4
AAAAAAAAAAAAAA | b |
________________ = @ >0 > 0 >
................ T A T
"""""""" Interpolation FG @ @ B
LT T T T top boundary condition -1 o} NS 7 N ™S (e} e
............. D1k T Dy, T D 141,k
ESEENEESEERREEE b11
_______________ 1} - @ >0 > 0>
""""""""" 4 T . 4

Anterpolation to the
overlapping region of the CG X

Figure 2.1.: (a) Schematic of the coarse resolution parent grid and the fine resolution child
grid. The FG overlaps the CG at the bottom, the data exchange between the coarse grid
and the fine grid are represented by arrows. CG sends the data needed for FG top boundary
condition. The feedback from the FG updates the CG quantities. (b) Schematic of staggered
Arakawa C grid, the larger cell represents the CG and the divided cell represents fine grid
at a nesting ratio of 3. The horizontal and vertical arrows in black are CG velocity and
pressure, respectively. Likewise, the coloured arrows represent FG velocities. The hollow
and filled circles indicate CG and FG pressure, respectively. The scalar quantities of CG
and FG are annotated with symbols ® and ¢, respectively. The indices I and K correspond
to CG and the FG indices are indicated as a function of nesting ratio nx and nz in the x
and y direction, respectively. Modified after Huq et al. (2019) (Appendix C).

The two-way nesting algorithm of Huq et al. (2019) starts with splitting the available compu-
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tational cores defined by the user between the CG and FG. At time zero, CG is initialized by
the standard LES approach and then the F'G is initialized by interpolating the CG quantit-
ies. There is also a provision to delay the start of the nested simulation until the CG reaches
a fully turbulent state. Both grids are concurrently integrated in time but are restricted
to have identical time step. PALM automatically calculates the time step that satisfies the
Courant-Friedrichs-Lewy condition individually for both grids and the more conservative
value of the two is chosen by the nesting method. As shown in Fig. 2.2, the prognostic
equations of both grids are first solved concurrently. The values of u,v,w,0 and q from the
FG are then fed back to the CG; this process is referred to as ‘anterpolation’ by Sullivan
et al. (1996). The coarse grid then solves the Poisson equation for pressure and updates the
u,v,w,0 and q fields. At this stage, the top boundary condition for the FG is interpolated
from the CG fields. The FG then solves the Poisson equation for pressure and anterpol-
ates TKE to the CG. This process is repeated for the three Runge-Kutta 3 sub-steps. The
interpolation of fields from CG to define the FG top boundary condition is performed ac-
cording to Clark and Farley (1984) which satisfies conservation condition of Kurihara et al.
(1979). The anterpolation from the FG to CG is done according to Clark and Hall (1991).
The anterpolation of TKE needed special attention as the FG resolves the turbulence better
and the SGS motion are weaker compared to CG (Sullivan et al., 1996). To preserve the
sum of resolved kinetic energy and SGS kinetic energy, anterpolation of TKE maintains
the Germano identity (Germano et al., 1991). The computational performance is improved
by creating MPI derived data type that exchanges data arrays that are not contiguous in
memory more efficiently.

To validate the nesting algorithm, a convective boundary layer simulation with two overlap-
ping grids at a nesting ratio of 5 was designed by Huq et al. (2019) (Appendix C). The CG
domain extends up to 1.65 km, the FG overlaps the CG but the vertical extent is limited
to 320 m. Both grids have equal lateral extent allowing use of periodic boundary conditions
in the lateral directions. Dirichlet condition is applied at the top and bottom for velocities
with zero vertical velocity and the horizontal component is set to geostrophic wind. The
pressure and humidity are set to zero gradient Neumann condition at the top and bottom.
The potential temperature bottom boundary is set by gradient computed by MOST from
the prescribed surface heat flux and roughness length. The simulation parameters are listed
in Table 2.3. The two-way nesting algorithm is validated by comparing the results against
two stand-alone reference simulations with same vertical extent as the CG. The reference
with CG resolution is labelled SA-C and the other with FG resolution is labelled SA-F. The
grid resolution and the number of grid points in the three simulations are listed in Table 2.4,
SA-F has roughly 5 times more grid points than the nested CG and FG points combined.

12
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Start Time Loop

Prognostic Equations
Anterpolate

Compute Pressure

Prognostic Equations

|:> Interpolate Top BC

Compute Pressure

Three Stage RK3 Loop

Anterpolate (TKE) <::|

RK3
Sub-Step
=37

Next Time Step

Figure 2.2.: The sequence of actions and the exchange of data executed by the two-way
interaction algorithm visualised by a flowchart. The new routines implemented for the
nesting are highlighted in red. Transfer data between the two grids is indicated by arrows.
Figure modified after Huq et al. (2019) (Appendix C).

2.2.2. Simulation of LITFASS-2003 campaign

The LITFASS-2003 campaign over a heterogeneous land surface around the meteorological
observatory in Lindenberg, Germany by Beyrich and Mengelkamp (2006) was designed to
assess different area-averaging strategies of the surface flux. The campaign covered different
land surface types and the local fluxes over these land surfaces were the focus of micro-
meteorological measurements. Therefore, LITFASS-2003 provides an ideal dataset to study
the energy balance closure problem in order to understand the influence of surface hetero-
geneity in inducing secondary circulations. Huq et al. (2023) selected a sub-region of this
campaign consisting mostly of agricultural land with flat topography for this LES study.
The vegetation classification shown in Fig. 2.3(a) is obtained from Coordinated Information
on the European Environment (CORINE) dataset, published by the European Environment
Agency, modified by Maronga and Raasch (2013). The simulation is driven by compos-
ite fluxes derived for 30 May 2003 from multiple energy balance stations by Beyrich et al.
(2006). The composite fluxes available at 30 minute intervals are linearly interpolated as
shown in Fig. 2.3(c and d). The simulated day was cloud free and characterized by weak
Easterly geostrophic wind of 2 ms™!. By employing vertical nesting of Huq et al. (2019), a
resolution of 1 m in the vertical and 2 m in the horizontal directions were achieved. Periodic
boundary conditions are applied in the lateral direction. At the top boundary of the parent
coarse grid, a Dirichlet condition of zero vertical velocity and horizontal velocity equal to

13
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Table 2.3.: Connvective boundary layer simulation parameters to validate two-way nesting.
List modified after Huq et al. (2019) (Appendix C).

Simulation Parameters Value

Domain Size: 4.0 x 4.0 x 1.65 km®

Fine grid vertical extent: 320 m

Kinematic surface heat flux: H,=01Kms™!

Kinematic surface humidity flux: AE, = 4 x 107* kgkg 'ms~!
Geostrophic wind: ug,=1ms™* v, =0ms™*
Roughness length 0.1 m

Simulated time: 10800 s

Spin-up time: 9000 s

Averaging interval: 1800 s

Table 2.4.: Domain discretisation parameters of the validation simulation for nested grids,
coarse and fine resolution reference. List modified after Huq et al. (2019) (Appendix C).

Case No. of grid points (dx,dy,dz) m Grid points
per CPU

Coarse Grid (CG) 200 x 200 x 80 = 3.2 x 10°  20,20,20 1.6 x 10°

Fine Grid (FG) 1000 x 1000 x 80 = 80 x 10° 4,4, 4 1.0 x 108

Total

Standalone Coarse (SA-C) 200 x 200 x 80 = 3.2 x 10°  20,20,20 1.6 x 10°

Standalone Fine (SA-F) 1000 x 1000 x 400 = 400 x 10° 4,4, 4 1.0 x 10°

geostrophic wind is applied. The fine child grid top boundary conditions are interpolated
from the coarse grid. A Neumann condition for the scalar quantities, namely potential tem-
perature, humidity, turbulent kinetic energy, and pressure, is applied at the top and bottom
boundaries. A 3.5 hour period from 1030 to 1400 UTC was simulated. The initial 3 hours
was considered as spin-up time for turbulence to develop. In the last 30 minutes, a conser-
vative fixed timestep was used to capture data. To calculate ensemble statistics, multiple
realisations of the domain were needed. The model was compiled with appropriate compiler
flags for deterministic floating point operation and the initial perturbation imposed on the
domain was controlled by a random seed. The five realisations are labelled LIT-A, LIT-B,
LIT-C, LIT-D and LIT-E. The nested grid configuration and the simulation parameters are
summarised in Table 2.5. A complete description of the simulation setup is presented in
Huq et al. (2023) (Appendix D).

The energy balance ratio (EBR) is defined as the ratio of the turbulent flux to the prescribed
surface flux reads as

p:Cp-w +p- L, wq

EBR =
Hy + LE, ’

(2.11)

where p, C, and L, are air density, specific heat of air and latent heat of vaporisation,
respectively, needed to convert the kinematic flux to dynamic flux. Following the convention
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Figure 2.3.: The land surface classification derived from the CORINE dataset for the simu-
lated area (a) and surface roughness (b). The composite surface fluxes of sensible (c) and
latent (d) heat on the simulated day 30 May 2003. The period simulated in this study is
shaded in grey. Composite flux for barley and triticale are identical but the surface rough-
ness are not. Modified after Huq et al. (2023) (Appendix D).
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Table 2.5.: LITFASS-2003 LES simulation parameters. Modified after Huq et al. (2023)
(Appendix D.)

Simulation Parameters Value

Parent domain size 54x5.4x 2.2 km’

Child grid vertical extent 72 m

Parent grid resolution (dx,dy,dz) 6 m,6m,3m

Child grid resolution (dx,dy,dz) 2m,2m, 1 m

Surface heat flux, H, time-varying interpolated composite fluxes follow-
ing Beyrich et al. (2006) (Fig. 2.3c)

Surface humidity flux, LE, time-varying interpolated composite fluxes follow-
ing Beyrich et al. (2006) (Fig. 2.3d)

Geostrophic wind u, = —2m s ' (Easterly), vy =0 m s™!

Roughness length depending on vegetation type from CORINE data-
set (Fig. 2.3b)

Density, p 1.204 Kg K1

Specific heat of air, C, 1005 J Kg=! Kt

Latent heat of vaporization, L, 2.5-10% J Kg1

Simulated time 12600 s (10:30 UTC - 14:00 UTC)

Spin-up time 10800 s (13:30 UTC - 13:30 UTC)

Data capture & temporal-averaging 1800 s (13:30 UTC - 14:00 UTC)
interval

Number of realisations for ensemble 5

statistics, N

of Huq et al. (2023), the double prime, single prime, angle brackets and asterisk denote
SGS flux, temporal fluctuation, horizontal spatial mean and deviation from spatial mean,
respectively. Time-averaged turbulent flux (covariance of temporal fluctuations) was not
a standard output in PALM 4.0. Therefore, an user code calculated the total flux at each
time step and the time-averaged total flux was written at the end of the 30-minute averaging
period.

wl=w-0+wo". (2.12)
The sensible heat flux was then calculated from the total flux, @, and 6 as

w'd =wl —w-0. (2.13)
The dispersive sensible flux (Hgzs,) was computed as,

(w*0) = (@~ (@) (0 - (0))) (2.14)
Similarly, by replacing ¢ with specific humidity, ¢ in the above equations, the vertical latent

heat fluxes and dispersive latent heat fluxes ( LEy;s,) were calculated. The mean of the heat
flux from all the realisation results in the ensemble-averaged fluxes,

N
1 _
Hens =p- Cp . N E w’@’i, (215)
=1
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and
1 N
LE.,;=p-L,- ~ Z‘lelqli‘ (2.16)

The ensemble-averaged EBR was obtained by calculating mean of the EBR of all realisations
since the 30-minute averaged surface flux in the denominator of equation 2.17 is identical in
all the runs.

N
1
EB = — EBR,. 2.1
Rens N; R; (2.17)
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3. Results and Discussion

The results of the LES simulations from Chapter 2 are presented and objectively discussed in
this chapter. The evaluated probe-induced flow distortion errors from numerical experiments
and potential methods to correct for the errors are presented in the following section. In
the subsequent sections, the vertical nesting algorithm is validated and the results of the
simulation of the LITFASS-2003 campaign are presented.

3.1. Evaluation of probe-induced flow distortion

The wake behind the transducer pin in Fig 3.1 is inclined at an angle closer to the angle
of attack of the inflow at the visualised instance. In general, the wake enters the sonic
measurement path only at large angle-of-attack and the majority of the measurement volume
is undisturbed except for the region in the immediate vicinity of the transducer. The mean
vertical velocity calculated from the 33 virtual probes agrees well with the input signal
for all cases as seen in Fig. 3.2. However, the mean u-component only shows agreement
for the X and Y cases, and the Z cases with zero angle-of-attack. The relative error of
standard deviation is a better measure to quantify the flow-distortion since only the turbulent
fluctuations are relevant for EC technique. The standard deviation errors relative to RefSim,
AddProb and Inflow for the vertical velocity are shown in Table 3.1. The error starts from
3% and increases up to 7% with the increase in azimuth angle. Comparing, X0000, the
case with lowest error, with Y0000 shows the error also increases marginally with increase
in frequency of oscillation. The errors calculated with different reference data only have
negligible differences. Applying the corrections of Kaimal et al. (1990) and Horst et al.
(2015) reduce the error.

Friebel et al. (2009) show that the CSAT3 anemometer errors are significant only for wind
sector of 160 to 200 degrees which is in good agreement with this numerical experiment.
Kochendorfer et al. (2012) estimated 14% in a field study with tilted CSAT3 anemometer
which has been previously disputed by other field intercomparison studies (Mauder et al.,
2007; Loescher et al., 2005) as noted by Mauder (2013). This study too finds no evidence
for such high error for the standard-deviation of the w-component. The relative error in the
range of between 3-5% reported by Horst et al. (2015) is similar to the estimates of this study.
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Figure 3.1.: Isosurface of the magnitude of instantaneous vorticity at time = 63 s is colored
by velocity magnitude for case YO000. The vorticity magnitude of X-Z slice is shown in the
background. The wake of the transducer pin and the supporting structure are noticeable.
Modified after Huq et al. (2017) (Appendix B).

Additionally, from a field intercomparison of two vertically mounted CSAT3 anemometers
with two horizontally mounted CSAT3, Frank et al. (2013) found the contribution of flow
distortion error to the vertical fluxes to be less for the horizontally mounted configuration.
This is in agreement with Huq et al. (2017) where they show that the relative error of
the standard deviation of w is twice as large as that of the u component (data not shown).
Furthermore, the corrections of Kaimal et al. (1990) and Horst et al. (2015) correct by about
1-3% of the error but do not fully compensate for the error. One reason for the remaining
errors could be explained by the lack of azimuth-angle dependence in the correction factors.
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Figure 3.2.: Mean velocity of the u- and w- components from the virtual probes and the
mean inflow velocities. Modified after Huq et al. (2017) (Appendix B).

Case REo, REo, REo, RFEo y, kaimai | REO u, Horst
(RefSim) | (AddProb) | (InFlow)

X0000 | 3.13 3.20 3.48 1.95 0.37
X3000 | 5.98 6.07 6.32 3.35 2.72
X6000 | 6.33 6.39 6.67 2.68 2.56
X9000 | 7.16 7.32 7.50 5.14 3.97
Y0000 | 4.93 4.62 4.97 3.13 1.44
Y3000 | 6.91 6.59 6.95 4.3 3.46
Y6000 | 5.18 4.87 5.21 1.93 1.7

Y9000 | 6.78 6.57 6.82 4.48 3.13

Table 3.1.: The error of the standard deviation of the w-component relative to three different
reference measurements. And the last two columns are the relative errors after applying the
corrections. Modified after Huq et al. (2017) (Appendix B).
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3.2. Validation of vertical grid nesting

The validity of the nesting algorithm is confirmed by plotting the vertical heat flux profile
which is the most important quantity calculated by EC technique. PALM calculates turbu-
lent fluctuations (w”, §”) as the spatial deviation from the instantaneous horizontal average.
The covariance of the spatial fluctuations are then horizontally averaged (denoted by angle
brackets) and also averaged in time (denoted by overbar) to arrive at the heat flux ( (w”@")).
The vertical profiles in Fig. 3.3 are normalised by the surface fluxes. In the surface layer, a
good agreement between the FG profile and SA-F is found for both resolved and SGS fluxes.
In the region above the FG, the CG agrees with the reference simulations. The ability of
the nested grid to resolve turbulence scales is verified by analysing the spectra shown in Fig.
3.4. The fine grid SGS TKE spectra is in good agreement with the reference SA-F for all
wave numbers.

0.35

(a)— CG (h (c) (d) (e) (83)
SA-C
144 g - -
- = SA-F
S 0.30 — . .
1.2 - -
0.25 — . .
1.0 - -
0.20 — . .
= 0.8 - - - o
N N
N N
0.15 — . .
0.6 - -
0.10 — . .
0.4 - -
0.2 4 - 0.05 — - _
0.0 F———r=r e ————1Y 0.00 L= .g. —
-0.50.0 0.5 1.0 —0.50.0 0.5 1.0 -0.50.0 0.5 1.0 00 05 10 00 05 1.0 00 05 1.0
<SW'0"> s <W'0">g4s <w’"0" > <SW'0" > s <W'0" > 546 <w"8" >

wo'o wo's w'e’y w'e'o wo's w'0’y

Figure 3.3.: Vertical profile of the heat flux for the full domain (a,b and ¢) and a zoomed-in
view of the surface layer (d,c and f). The heat flux is horizontally averaged and normalised
by the surface heat flux. The resolved (a and d), sub-grid (b and e), and total flux (c and f)
profiles are visualised. The two-way nested FG (red) is in good agreement with the stand-
alone reference simulation (SA-F, black) for the resolved and SGS fluxes and consequently,
for the total flux. Modified after Huq et al. (2019) (Appendix C.)

The FG velocity spectra too is in good agreement with SA-F for higher wave numbers and
at the peak. As expected, at lower wave numbers the velocity spectra follows the coarse
reference (SA-C) as the largest eddies are only resolved by CG. The coarse grid spectra of
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both SGS TKE and w at levels beyond the FG are in good agreement with the reference
simulation. Further validation of the FG top boundary condition and SGS turbulent kinetic
energy are discussed in Huq et al. (2019). A comparable accuracy between the FG and SA-
F in the surface layer is achieved while drastically reducing the memory requirement since
SA-F needs 5 times more grid points. Huq et al. (2019) perform another set of simulations
to demonstrate the scalability of the algorithm on up to 15000 CPU cores.
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Figure 3.4.: The SGS turbulent kinetic energy (e) spectra (a and c), and vertical velocity
(w) spectra (b and d) at z/z; = 0.47 beyond the FG vertical extent (a and b) and at z/z;
= 0.11 in the surface layer(c and d); k&, is the horizontal wavenumber. The FG spectra is in
good agreement with the stand-alone reference (SA-F) in the surface layer for both e and w.
In the CG, at levels above the FG extent the spectra follows the coarse stand-alone reference
(SA-C) as expected. Modified after Huq et al. (2019) (Appendix C.)
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3.3. Energy balance closure analysis of LITFASS-2003
campaign

The high-resolution LES performed to study the energy balance closure in a heterogeneous
landscape is presented in this section. Only results at or above a height of 10 m is analysed
since the near-wall turbulence is parameterised, the lowest few grid points tend to be unreli-
able which is a general limitation of LES. The vertical resolution has been a limiting factor
in other studies which inhibits the visualisation of the turbulent structures in the surface
layer (De Roo et al. (2018). Along with the grid resolution, the aspect ratio of the grid
volume is also important as high aspect ratio grids are not suitable for isotropic subgrid
models. This study strikes a good balance with the resolution of 1 m in the vertical and
2 m in the lateral directions. Another limitation is drawing conclusions from the results of
one realisation of the domain even as Maronga and Raasch (2013) have illustrated the need
for ensemble-averaging to separate the heterogeneity-induced signals from turbulent fluctu-
ations. While more realisations will lead to better statistics, the computational cost is a
limiting factor which also restricted this study to only 5 realisations. Huq et al. (2023) have
demonstrated the presence of structures in the surface layer that persist even after sufficient
time-averaging and ensemble-averaging, This is qualitative evidence for the existence of the
secondary circulation in the surface layer (data not shown).

The sensible heat fluxes, latent heat flux and EBR at a height of 10 m are shown in Fig.
3.5 for one realisation LIT-C and for the ensemble-averaged. The heat fluxes at this vertical
level still correlate with the surface heterogeneity; this is in agreement with Maronga and
Raasch (2013) where they simulated the same day of the LITFASS-2003 campaign. The
turbulent fluctuations have not vanished even after 30-minute time averaging as it is evident
from the heat flux plots that appear noisy. On the contrary, most of the noise has vanished
after ensemble-averaging. The benefit of ensemble-averaging is evident from the EBR in
Fig. 3.5(f) where the areas of overestimation and underestimation are concentrated at the
edges of the land use type patches. The probability density function (PDF) of the time-
averaged and ensemble-averaged heat fluxes normalised by the surface fluxes and of the EBR
are shown in Fig. 3.6. The peak and the median of the heat fluxes decrease with height
and the median is below one for all cases. The systematic underclosure and dependence on
height is further emphasised by the tail to the left. No observable dependence on height
or overclosure is noticeable in the tail to the right except for the latent heat flux which
shows marginal dependence with height. The shape of the EBR PDF resembles that of
the sensible heat flux. The vertical transport by secondary circulation is characterised by
dispersive flux. The dispersive flux normalised by surface flux in Fig. 3.7 clearly shows both
H sy and L Eg;s, increase with height. Though the trend is same for all ensemble members,
the variability between the members highlights the importance of ensemble-averaging in
studying heterogeneity-induced effects. At a height of 10 m, the Hys, and LEgy;, are 2%
and 5% respectively. Previous LES studies have not found significant underestimation at
this height likely due to limited grid resolution.

This study has quantified the dispersive flux at 10 m height. However, the magnitude is
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Figure 3.5.: Spatial plot of time-averaged sensible heat flux (a,d), latent heat flux (b,e) and
EBR (c,f)of one realisation LIT-C (top) and the ensemble average of all realisation (bottom)
at a height of 10 m. The pattern of fluxes still show characteristics of the underlying surface
heterogeneity at this height. After ensemble-averaging, EBR (f) clearly shows areas of under-
and overestimation which are more pronounced near the edge of land-use classes. Modified
after Huq et al. (2023) (Appendix D).

still smaller compared to the imbalance found at this level in EC measurements. If a finer
resolution LES will capture more secondary circulation in the surface layer is an open ques-
tion. Reasons other than the secondary circulations should also be considered as the factors
influence the energy balance residual, for example energy storage, flux footprint etc.. The
feedback between secondary circulation and surface temperature cannot be captured if the
simulation is driven by prescribing surface fluxes, thus a land-surface model should be in-
cluded to consider this coupling. The reason for the dispersive latent heat flux being higher
than the dispersive sensible heat flux in this study is not clear. One potential explanation
is entrainment of dry air that causes different response to the secondary circulation. Never-
theless, the greater contribution of mesoscale fluxes to the latent heat flux was also observed
by Maronga and Raasch (2013) in their simulation of the LITFASS-2003 experiment. On
the contrary, for a heterogenous landscape in Canada, Eder et al. (2014) reported mesoscale
energy transport contributed equally to the sensible and latent heat flux. Therefore, the
partitioning could be be dependent on other factors like the heterogeneity of the landscape
and meteorological conditions.
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Figure 3.6.: The horizontal variability characterised by probability density function at dif-
ferent height levels of the time-averaged and ensemble-averaged sensible heat flux (a) and
latent heat flux (b), normalised by the respective surface flux and the EBR (c) at different
vertical levels. The median (dashed lines) is below one for all quantities at all height levels.
The systematic underestimation and its dependence on height is noticeable from the spread
in the left tail and also from the peaks shifting further below one. Modified after Huq et al.

(2023) (Appendix D).
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Figure 3.7.: Dispersive sensible (a) and latent (b) heat fluxes normalised by surface fluxes is
a key quantity to characterize secondary circulations that are not captured by single point
measurement. The dispersive flux increases with height for both Hy;s, and LEy;s,, this trend
is shared by all realisations including the ensemble-averaged profile. LEj;, shows stronger
increase with height compared to Hg;sp. At a height of 10 m LE, is 5% of the latent heat
flux at the surface. Modified after Huq et al. (2023) (Appendix D).
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This thesis sheds light on the energy balance closure problem through three large-eddy
simulation studies. While there are many reasons theorised to be contributing factors for
the energy imbalance (Foken (2008b), Leuning et al. (2012), Mauder et al. (2020)), this thesis
focussed on two commonly considered reasons, namely errors in velocity measurements due
to probe-induced flow distortion and the inability of single tower eddy-covariance to capture
the sub-mescoscale fluxes.

Probe-induced flow distortion of Campbell CSAT3 sonic anemometer was studied in a nu-
merical wind tunnel by employing LES in OpenFOAM®. The region close to the transducer
pin was resolved at millimetre resolution since the dampening effect caused by drag in the
first few millimetres of the virtual measurement path was suspected to be the source of the
anemometer measurement error. The inflow velocity components were imposed by oscilla-
tions at frequencies and amplitudes typically found in the surface-layer turbulence spectra,
and the values were chosen from model spectra by Kaimal et al. (1972). The inflow sig-
nal provides a better representation of turbulence in the atmospheric boundary layer than a
quasi-laminar steady flow conditions of wind-tunnel tests. Additionally, the inflow signal and
measurements of the undisturbed flow serve as an absolute reference or etalon which are not
available for field intercomparison experiments. Huq et al. (2017) (Appendix B) show that
the error is spectrum-independent for wind fluctuations of magnitude that are typical for
surface-layer turbulence. Therefore, atmospheric stability and measurement height do not
play a significant role in measurement errors which is in agreement with Horst et al. (2015).
The probe-induced dampening effect, depending on the azmimuth angle, for w-fluctuations
was found to be 3 to 7% while u-fluctuations errors were only 1 to 3%. Consequently,
mounting the anemometer horizontally could potentially reduce the dampening effect for
the w-component which is in agreement with Frank et al. (2013). The correction proposed
by Horst et al. (2015) reduces the magnitude of the error considerably but the correction
does not consider the azimuth dependence. The error in scalar fluxes, for example, heat and
CO; fluxes, will be of the same magnitude as the standard deviation of the w component.
The above results are applicable only for CSAT3. The numerical experiment designed in
this study should be repeated for other models of sonic anemometer to formulate instrument
specific flow-distortion correction and such experiments may also help in structural design
of new anemometers.

An LES-within-LES algorithm was developed to enable high-resolution (O(1 m)) in the
surface layer at a reasonable computational cost. In this approach, a fine grid with limited
vertical extent sits on top of a coarse grid in the surface layer. The concurrently parallel
two-way interaction algorithm integrates both the grids in time. The interpolation and
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anterpolation methods are energy-conserving. The anterpolation of the turbulent kinetic
energy follows the Germano identity to conserve the total kinetic energy (Germano et al.,
1991; Sullivan et al., 1996). The sequence of actions and data exchange between the grids
at every Runge-Kutta-3 sub-step ensure numerical stability. A Message Passing Interface
derived data type was created for efficient communication of data that are not contiguous
in memory. Huq et al. (2019) (Appendix C) demonstrate the scalability of the algorithm on
up to 15000 computational cores. The nesting scheme is validated by a convective boundary
layer simulation. The vertical temperature flux in the surface layer shows perfect agreement
with the reference stand alone simulation. The spectra of subgrid-scale turbulent kinetic
energy and vertical velocity too show good agreement for the fine grid in the surface layer,
while needing only one-fourth of the computational resources of the reference simulation.
This nested version of PALM has also been successfully used by De Roo et al. (2018) to
achieve high-resolution in the surface layer.

Energy balance closure in a heterogeneous landscape was studied by LES simulation of the
LITFASS-2003 campaign. The surface-layer was resolved by a resolution of 1 m in the
vertical and 2 m in the horizontal directions by employing nested grids. The heterogeneity
effects were isolated from the turbulence fluctuations by calculating ensemble averages from
five realisations of the domain. Huq et al. (2023) (Appendix D) demonstrated the presence
of turbulent structures in the surface layer that do not vanish even after time and ensemble-
averaging. The influence of the secondary circulation on the energy imbalance was evaluated
by calculating dispersive flux at 10 m height. At that height, dispersive flux account for up
to 5% of the prescribed surface fluxes. The magnitude of dispersive flux indicates that
Taylor’s frozen turbulence hypothesis may not always be valid in the surface layer and
this translates directly into an underestimation of the fluxes measured by single-tower eddy
covariance systems. However, this magnitude cannot fully explain the imbalance as it is
much lower than the imbalance of about 15% on average found at many sites (Foken et al.,
2010; Stoy et al., 2013). This study also found that underclosure is more prevalent than
overclosure. The underclosure increases with height and can be as large as 20% at 60 m
height for dispersive latent heat flux. The high spatial resolution in this study has enabled
evaluation of energy balance closure in the surface layer. However, this study is still limited
in the duration simulated due to computational resource constraints. The simulation of a
diurnal cycle will enable more meaningful comparison of the virtual measurements with field
measurements. The influence of time-averaging period and footprint of the fluxes can then
be more effectively studied. To answer the question of energy partitioning and to evaluate
local advection, a control volume approach can be beneficial (De Roo and Mauder, 2018;
Eder et al., 2015). Additionally, a land-surface model should be included in future studies
to consider the potential feedback between the secondary circulations and surface fluxes.
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for the standard deviations of the vertical velocity component range from 3 to 7%, and from 1
to 3% for the horizontal velocity component, depending on the azimuth angle. The magnitude
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transducer shadowing proposed by both Kaimal et al. (Proc Dyn Flow Conf, 551-565, 1978)
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1 Introduction

The eddy-covariance method has been well established to measure the energy and matter
exchange between the surface and the atmosphere. Sonic anemometers are at the core of those
micrometeorological measurement systems, whose accuracy is, therefore, crucial for any
research on biosphere-atmosphere interactions. Fluxes of energy, water, and CO; are currently
measured at several hundred long-term FLUXNET sites around the world (Baldocchi 2014)
for which the CSAT3 anemometer (Campbell Scientific Inc., Logan, Utah, USA) is one
of the most popular instruments within this network. The CSAT3 anemometer has been
commercially available for more than 20 years, and has become the standard instrument of
several national networks, e.g., ChinaFLUX (Yu et al. 2006), TERENO (Zacharias et al.
2011) and NEON (SanClements et al. 2014).

The accuracy of commonly used sonic anemometers is nevertheless still discussed, because
a reference calibration is not readily available. Transducer-shadow effects or more general
probe-induced flow distortion are suspected to be larger than what was previously thought
(Kochendorfer et al. 2012), where non-orthogonal sonic arrays are found to be particularly
prone to flow distortion (Frank et al. 2013). However, the magnitude of the error found for
the CSAT3 anemometer differs considerably between different studies, with reports ranging
from 3% to 14% for the vertical component of velocity fluctuations (Kochendorfer et al.
2012; Mauder 2013; Frank et al. 2013; Horst et al. 2015). As this situation is unsatisfactory,
we wish to revisit older theoretical analyses to shed more light on this issue.

Wyngaard (1981) developed the first theory on probe-induced flow-distortion effects in
which linear effects dominate, with second-order effects neglected. The theory was vali-
dated by wind-tunnel experiments, which showed that transducer-shadow effects are directly
proportional to the ratio of the transducer diameter d to the sonic path length L (Kaimal
1978; Wyngaard and Zhang 1985), indicating that for d/L < 0.05, the resulting attenuation
<10%. The increased theoretical understanding led to the development of improved instru-
ments that minimize flow distortion. For example, the transducer diameter d is to be as small
as possible, with its shape aerodynamically optimized (Hanafusa et al. 1982), the sensor
should be as vertically symmetrical as possible (Wyngaard 1988), and the support structure
should be minimized (Dyer 1981; Kaimal et al. 1990). Wyngaard (1981) also pointed out
that great care should be taken to avoid cross talk between the three velocity components
because a potential-flow correction during post-processing is not possible. Kaimal (2013)
gives a chronological account of the conception of sonic anemometry and the development
of non-orthogonal anemometers.

These considerations led to the design of an optimized sonic-anemometer array, the so-
called UW probe developed at the University of Washington (Zhang et al. 1986), which has
three non-orthogonal intersecting acoustic paths tilted 60° from the horizontal plane, while
supported only from behind. The 60° angle was chosen because it facilitates a more accurate
determination of the vertical velocity component than does a 45° angle. This novel geometry
became a model for the CSAT3-anemometer design, resulting in less flow distortion for
than for previously available sonic anemometers, while being particularly optimized for the
measurement of vertical fluxes (Foken and Oncley 1995).

Two possibilities to evaluate the error of sonic anemometers have included wind-tunnel
studies (e.g. Kaimal and Gaynor 1983; Christen et al. 2001; Wieser et al. 2001), and side-by-
side field intercomparison experiments (e.g. Dyer et al. 1982; Mauder et al. 2007; Tsvang
et al. 1985), both of which have advantages, but also weaknesses. While wind-tunnel tests
are conducted with steady flow under quasi-laminar conditions, the instruments are typically
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deployed in the atmospheric boundary layer, where they experience a wide spectrum of
turbulent fluctuations. As flow distortion depends on the turbulence intensity (Wyngaard
1981), wind-tunnel-based flow-distortion corrections tend to overestimate the true magnitude
of flow distortion (Hogstrém and Smedman 2004).

Field intercomparisons are conducted under real-world conditions. Sonic anemometers
have been available for about 50 years, and it was the initial interest of the pioneers of
this technique to compare the instruments under natural conditions within the so-called
international turbulence comparison experiments (Miyake et al. 1971; Tsvang et al. 1973;
Dyer et al. 1982; Tsvang et al. 1985), where the optimal anemometer design was the
focus of research. Because of influences of the sensor and nearby devices on the degree
of flow distortion (Dyer 1981), it was decided that the instruments should be installed per-
pendicular to the mean flow at a suitable distance from each other to help minimize this
problem. Experimental sites at Tsimlyansk (Russia, 1970 and 1981) and Conargo (Australia,
1976) were considered to be ideal for such studies due to their horizontal homogeneity.
The basic assumption for such comparisons was a homogeneous measuring field to ensure
nearly identical turbulent characteristics for all instruments. Unfortunately, the anemome-
ters compared then are no longer actively used. Hence, a comparison experiment following
these assumptions with most of the available sonic anemometers was realized in Califor-
nia in the summer of 2000 (Mauder et al. 2007). Another possibility is the comparison
of differently oriented sonic-anemometer arrays to detect flow distortion (Kaimal et al.
1990; Horst et al. 2015). Traditionally, only turbulence statistics are compared between
different instruments, because sensors do not sample the same realization of the turbu-
lence field due to the separation between sensors necessary to avoid cross-contamination.
Recently, different sonic anemometers were placed within one integral length scale, i.e. with
a separation of less than 2 m (Kochendorfer et al. 2012), to compare even instantaneous
turbulence.

In any event, field intercomparisons always have the difficulty of defining an absolute
reference or etalon, since it is only possible to compare one instrument with another. Nev-
ertheless, good agreement in different statistics measured by two instruments independently
over the same surface increases the confidence in the measurements. Such experiments are,
therefore, very useful in characterizing the precision of sonic measurements. For example,
if sonic anemometers are to be deployed at different sites at a later date, it is important to
know at what scale differences are able to be detected. However, even with good agreement
between two instruments, both could potentially be equally inaccurate (Horst et al. 2015).

A third possibility will be explored here, which returns to the idea of an etalon having well-
known characteristics, while being stable for long time periods. For past field intercomparison
experiments, the etalon was realized by using the same instrument in different comparison
experiments (Mauder et al. 2007; Goodrich et al. 2016). In the following, the characteristics
of a sonic anemometer are determined numerically by large-eddy simulation (LES), where
a series of numerical simulations of the flow around a sonic anemometer with oscillating
winds will be conducted. Within this model set-up, the undisturbed wind velocities can also
be determined. The results aim to answer the following questions:

e How large are the measurement errors that arise from probe-induced flow distortion?

e Are the measurements of the vertical velocity component w and horizontal velocity
component u equally affected by flow distortion?

e To what extent does the flow distortion error differ with varying azimuth and angle-of-
attack?

e How does the frequency of wind-speed fluctuations affect the flow-distortion error?
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Fig. 1 A CSAT3 sonic anemometer

We consider such a numerical experiment as an important step towards a true comparability
between different anemometers, and thus complementing the findings from experiments in the
real world. For this study, the CSAT3 sonic anemometer (Campbell Scientific Inc., Logan,
Utah) was selected, because the construction details and all software calculations in the
firmware were readily provided upon request by the manufacturer. Figure 1 shows a CSAT3
sonic anemometer deployed at a field site. However, the same analysis can be conducted for
any other sonic-anemometer model in principle. As a first step, the flow-distortion issue is
addressed for fixed mean wind speeds and fixed frequencies for the horizontal and vertical
wind components. Here, the focus is on the frequency dependence of the flow distortion. In
a planned second study, the simulation will be extended to natural turbulence spectra.

2 Methods
2.1 LES in OpenFOAM®

OpenFOAM® is an open source C++ library for solving the partial differential equations
commonly encountered in continuum mechanics (Weller et al. 1998). The LES models
in OpenFOAM® have also been employed to simulate atmospheric boundary-layer flows
(Schlegel et al. 2012). The OpenFOAM® version 2.3 is used here to solve the governing
equations on a co-located unstructured mesh by the finite-volume method. An algebraic
Smagorinsky model is employed to model the subgrid-scale fluxes (Fureby et al. 1997). The
discretized equations are integrated in time by an implicit second-order backward scheme.
As the fluid is assumed to be incompressible, the PISO (Pressure Implicit with Splitting of
Operator) algorithm is used for handling the velocity-pressure coupling (Issa 1985).

For each case, the total simulated time is 70 s. The velocity field in the flow domain is
initialized with a uniform value of zero, with a prescribed time-varying inlet velocity. The
spin-up time of 10s corresponds to one period of oscillation of u for the X and Y cases
described below, which is sufficient for the initial wake around the anemometer to develop.
The data required for computing the turbulent statistics are recorded for the next 60s of
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the simulation. The discretized equations are integrated in time in fixed steps of 2 x 10™* s
such that the maximal Courant-Friedrichs—Lewy number is always maintained below a value
of 1.

2.2 Mesh Generation

The mesh generation is a critical step in the analysis that directly influences the accuracy of the
simulation. While the domain size and the resolution of the mesh are the key factors, the use of
alarger domain and smaller mesh spacing results in a higher computational cost. To make this
investigation computationally feasible, we neglect the fact that the anemometer is usually
situated within the inertial sublayer, which relaxes the need for a larger domain typically
required for a fully-developed wall-bounded flow. Furthermore, not having to resolve the
wall reduces the number of grid points. Consequently, the flow in vertical (z) and spanwise
(v) directions is assumed to be periodic. The numerical wind tunnel is 1 m long in all three
directions, and the origin of the domain is set to coincide with the intersection point of the
three transducer path lengths. For cases with a 90° azimuth angle, the domain is extended by
0.2 m on one side of the spanwise direction to maintain the distance between the anemometer
structure and the periodic boundary. The input signals for # and w are prescribed at the inlet
for the streamwise (x) direction. A constant pressure boundary condition is applied at the
outlet. The domain extent in the streamwise direction is sufficient as the magnitude of the
velocity at the inflow is always positive, and an appropriate boundary condition is applied at
the outlet. The domain extent in the vertical and spanwise directions is also sufficient, since
the streamwise flow dominates and the periodic boundaries are placed sufficiently far away
from the anemometer structure.

The smallest spatial resolution required is dictated by the diameter of the transducer pin.
Since the pin is only 6.4 mm in diameter, a mesh spacing of at most 3 mm is needed in the
vicinity of that surface to satisfactorily resolve the geometry. In the coarsest region, the mesh
spacing is 12.5 mm, followed by the first refinement region, where the spacing is 6 mm. The
finest resolution at the surface of the anemometer is between 1 mm and 2.5 mm. A constant-
flux layer is assumed in the first cell adjacent to the anemometer surface. The refinement
regions in the domain and the resolution around the transducer surface are shown in Fig. 2.
Four different meshes were generated for different azimuth angles. Additional meshes for
angle-of-attacks of 5° and 25° at a 0° azimuth angle were also generated. The unstructured
mesh containing mostly hexahedral cells and some polyhedral cells is generated using a mesh
generation tool in OpenFOAM® (the so-called snappyHexMesh utility). The meshes meet
the common quality requirements for cell aspect ratio and non-orthogonality.

2.3 Simulation Set-Up

The wind velocity and the frequency for the horizontal and vertical components were selected
to be close to typical values found in the field. Therefore, the model spectra by Kaimal et al.
(1972) were used to find values in the inertial subrange close to the energy maximum. For
an arbitrary measurement height of 2m, the mean horizontal wind speed u was chosen as
2ms~! with a sinusoidal variation of peak amplitude Uamp = Ims~! and a frequency of
ufreq = 0.1 Hz; the mean vertical wind speed w was set to zero with a sinusoidal variation of
peak amplitude wymp = 0.5 ms~! and a frequency of wereq = 1.0Hz (case Y). The relevant
positions within the turbulence spectra are shown in Fig.3. In addition, we also conducted
simulations where both u# and w have the same frequency of oscillation (0.1 Hz, case X), as
well as a set of simulations with a constant wind speed and no oscillations, which is similar
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Fig. 2 Mesh cross-section at the centre of the domain for the anemometer at a zero azimuth angle. Regions
of domain refinement (left), and the mesh near the surface of the transducer (right), are shown. Only two
of the six transducer pins are visible in the left sub-panel. While creating a cross-section of the unstructured
three-dimensional mesh, some spurious lines are formed in the resulting two-dimensional mesh, although
these artefacts do not exist in the computational domain
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Fig. 3 Position of the chosen simulation characteristics (black filled circle) for the horizontal component of
the velocity u and the vertical component of the velocity w in comparison with the model spectra (modified
after Kaimal et al. 1972)

to wind-tunnel studies (case Z). The oscillating velocity components of case Y are shown in
Fig.4.

Simulations for all three cases X, Y and Z were conducted for four different azimuth
angles (0°, 30°, 60° and 90°). For case Z, we also varied the angle-of-attack three times (0°,
5° and 25°), together with the angle-of-attack that is changing constantly due to the imposed
oscillations for the X and Y cases. The input parameters for the 28 simulations are listed
in Table 1. The cases are coded such that the first character indicates the sinusoidal input
signal, with the following two digits signifying the azimuth angle, and the last two digits
representing the angle-of-attack.
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Fig. 4 Time series of # and w at the inflow along with their mean for case Y

Table 1 Overview of all
simulation parameters describing
the azimuth angle and the mean
angle-of-attack realized by
variations of the oscillating
inflow signal (X- and Y-cases and
Z0000) and by rotating the
anemometer in the model domain
(all other Z-cases)

Case Azimuth Angle-of-attack (°) Sine inflow signal
angle (°)

X0000 0 0 i=2ms"!

X3000 30 0 =0

X6000 60 0 Ufreq = 0.1 Hz

X9000 90 0 uamp = 1ms™!
Wireq = 0.1 Hz
Wamp = 0.5 ms~!

Y0000 0 0 i=2ms"!

Y3000 30 0 w=0

Y6000 60 0 Ufreq = 0.1 Hz

Y9000 90 0 uamp = 1ms™!
Wireq = 1.0Hz
Wamp = 0.5 ms~!

Z0000 0 0 i=2ms"!

Z0005 0 5 w=0

70025 0 25 Uamp = 0

73000 30 0 Wamp = 0

73005 30 5

73025 30 25

76000 60 0

76005 60 5

76025 60 25

79000 90 0

79005 90 5

79025 90 25
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Fig. 5 Spectral density of the u and w velocity components for cases: a X0000, b X9000, ¢ Y0000, and d
Y9000

The spectra derived from the virtual sonic anemometer measurements are shown in Fig. 5.
The peaks of the respective input signals at 0.1 and 1 Hz can clearly be identified. However,
it is interesting to note that part of the turbulent kinetic energy has already been transferred to
smaller eddies along the turbulence cascade, even though the distance from the left boundary
of the simulation domain is only 0.5 m. This is indicated by an inertial subrange starting at
frequencies of about 0.5 Hz for the X cases (Fig.5a, b) and at about 2Hz for the Y cases
(Fig.5c, d). For the Y cases, harmonics in the turbulence cascade region of the horizontal
component can also be observed. One can also see that there are some minor differences in
the spectra depending on the azimuth angle, which is 0° for the two left subpanels (Fig. Sa,
¢) and 90° for the two right subpanels (Fig. 5b, d).

In fact, when rotating the set of three transducer pins 60° in the xy-plane, and turning the
anemometer upside down (z — —z), the latter effectively exchanging the orientation of the
upper three pins for that of the lower three pins, the configuration of the transducer is identical
to the orientation before rotation. Therefore, we expect the response of the flow to behave
similarly for azimuth angles that differ by 60°, at least if the inflow does not change under the
operation z — —z. For the Y cases, the input velocity has no preferred directionality along
the z-axis, because the w-frequency is 10 times higher than the u-frequency and the inflow
u and w signals are effectively decoupled. Note that the locus of the input velocity shown in
Fig. 6b remains unchanged when the sign of w is reversed. For the X cases, however, w and
u have the same frequency and vary in phase, which means that a positive w is correlated
with higher wind speeds, and negative w with lower wind speeds. Therefore, the locus of
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Fig. 6 Locus of input flow speed I m s~! for case X (a) and case Y (b)

the input velocity for the X cases becomes different when the sign of w is reversed under
the operation z — —z. Hence, we cannot expect the results for ¢ and ¢ + 60° to behave
similarly for the X cases.

2.4 Virtual Measurement

The flow distortion by the sonic anemometer is studied by analyzing the velocity fluctuations
recorded by a virtual probe inside the simulation domain. The vertical distance between
the tips of the lower and upper transducers is 0.1 m. The distance between a matching
pair of transducers, i.e. the path length, is 0.12 m. For each pair of transducers, velocity
measurements are collected at 11 points along the acoustic path over a length of 0.115 m. In
the first cell adjacent to the surface of the anemometer the turbulence is parameterized in an
LES, due to the lack of resolved turbulence in this region of the flow, the data collected there
are unreliable. The virtual path length is accordingly shortened by 2.5 mm on either side.
The 33 values from the three virtual paths are averaged to arrive at a single instantaneous
value for u, v and w. The virtual probe collects data at 100 Hz, which is then re-sampled by
block averaging to 20 Hz during post-processing, corresponding to the typical frequency for
recording field measurements.

The reference measurement for the velocity (i.e. the measurement of the undisturbed flow)
is assessed by three different methods. The firstis by replicating the virtual probe, but offset by
0.3 m from the anemometer in the spanwise direction (AddProb). The data are presumed to be
reliable there since the grid spacing in the reference region is approximately the same as in the
transducer path length. One alternative method is to perform separate reference simulations
on a structured grid without the anemometer being present in the domain (RefSim). Another
alternative method is to directly take the input signal as the reference with which to compare
the virtual measurements (InFlow). The influence of the different measurement concepts was
tested (see Sect.4.2) and the InFlow reference was found to be the most appropriate here.

3 Results
3.1 Qualitative Analysis

The wake behind the transducers and the supporting structure in the top part of the anemometer
is illustrated in Fig. 7, where for a dominant streamwise velocity component, the wakes of the
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Fig. 7 An illustration of the wake behind the transducers by means of a cross-section of the instantaneous
u-velocity component in m s~1atan arbitrary z-level for the case Y0000 at time = 63 s. The anemometer
geometry is superimposed for clarity
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Fig. 8 Instantaneous u-velocity component at the cross-section in the middle of the domain for the case
Y0000, time = 63 s, as in Fig. 7; the wind velocity components are u = 2.95 ms~!andw = 0. Only two of
the six transducer pins are visible. A stagnation area in front of the transducers and a recirculation area to the
rear side are observed. The wake behind the anemometer is inclined downwards as a result of negative values
of w prescribed in the earlier timesteps

transducers and the supporting structure do not interact. The pulsating velocity of the inflow
means that the flow strikes the anemometer at a different angle-of-attack at each timestep,
as under naturally turbulent conditions. In Fig. 8, the wake behind the anemometer is tilted
downwards due to the non-zero angle-of-attack of the flow, where a recirculation region
immediately behind the transducer is also seen. Just above the bottom transducer pin, there is
aregion of increased flow speed, which will affect the anemometer measurements. Although
the instantaneous w-velocity component in the measurement volume of the sonic anemometer
is exactly zero in Fig. 8, the wake downwind of the instrument moves below the instrument,
because this area of the simulation domain is still influenced by the negative w values applied
earlier as the input signal. The downwind wake, which is clearly resolved by our LES, can be
considered as being fully turbulent. The second largest structural elements, i.e. the supporting
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Ul 4

Fig. 9 Isosurface (at 66 Hz) of the magnitude of instantaneous vorticity coloured by the velocity magnitude
|U| in m 51 (blue to red). The background image shows the vorticity magnitude |w| in Hz (white to red, but
only the yellow part is visible outside of the isosurface). This figure shows the case Y0000 at time = 63 s,
as in Fig.7. Only one measurement path is fully visible (upper-left transducer to lower-right transducer);
the other two visible transducers are both frontal parts belonging to two different measurement paths. The
corresponding transducers at the back are not visible at this viewing angle. The structure of the vortices is
discussed in Sect. 4.1

arm along with the spherical joint that connects the three transducers at the top and bottom
respectively, cause vortex shedding. However, the wakes generated by the transducer pins,
which are much smaller in diameter than the rest of the anemometer structure, appear to be
at least partly of a laminar character far downwind, because no fluctuations are visible there.
However, the wake region immediately near the pins is certainly turbulent. These observations
are confirmed by the vorticity plot in Fig.9, where the swirls are distorted to some extent by
the oscillating input signal. It is noteworthy that the flow in the actual measurement volume
appears to be largely undisturbed, with flow distortion only visible in those grid cells of the
measurement path that are very close to the transducer pin.

3.2 Quantitative Analysis

As expected, the mean vertical velocity component is measured accurately for almost all
simulated cases, as depicted in Fig. 10. Furthermore, the mean u-component agrees well
with the input signal for all the X and Y cases, and those Z cases with zero angle-of-attack.
Unexpectedly, the error of the mean u-component is larger for constant flow speeds with a
5¢ angle-of-attack than with a 25° angle-of-attack.

For flux measurements, the accuracy of the mean velocities is almost irrelevant because
the average is always subtracted when calculating a covariance. Only turbulent fluctuations
must be captured accurately as is evident from the analysis of the standard deviations of the
velocity components (Fig. 11). In our simulations, the relative error of the u-component is
generally less than 4% and less than 7% for the w-component, but varying with the azimuth
angle. While part of the difference between the relative errors of u and w arises from their
different normalizations, because the standard deviation of u is larger than that of w, the
absolute error of the standard deviation of w is also larger than that of u (not shown). The
smallest errors of the w-component, which is critical for measurements of vertical fluxes,
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Fig. 11 In the top subpanel, the virtual CSAT3-measurements of velocity fluctuations are compared with the
input signal for reference by plotting the standard deviations of u (0y,) and w (oy). In the bottom subpanel,
the relative error of the virtual standard deviation measurements (REo, and REaoy,) is shown. Labels X and Y
denote cases with a different frequency of oscillation; the trailing digits in the label indicate the azimuth angle
of the anemometer

occurs for azimuth angles of 0°, becoming only 3% for the X case with w-oscillations of
0.1Hz, and 5% for the Y case with 1-Hz oscillations.

4 Discussion

We align our discussion of the results along the concepts of internal and external validity
(Campbell and Stanley 1963), which were originally proposed for experiments in the area of
social sciences, but may also be useful here to emphasize the significance of the numerical
experiment. If an experiment is not internally valid, we cannot say that the observed results
have a causal relationship with the input parameters. If an experiment is not externally valid,
results cannot be said to hold outside of the experimental setting, and thus, even if internally
valid, they are still irrelevant outside the experiment (Jiménez-Buedo and Miller 2010).
The relationship between internal and external validity is often described as a trade-off in
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which laboratory experiments typically have the highest internal validity, but lowest external
validity, and pure observational data collected in the field have the lowest internal validity,
but highest external validity (Roe and Just 2009).

4.1 Internal Validity of the Wake Regions

We investigate, firstly, the degree to which the wake regions have been resolved. The
anemometer consists of different structural components, each of which leads to the gen-
eration of a wake. As seen in Fig. 8, the wake of the transducer pin has a different appearance
compared with the wake of the support arm and the wake of the central structure on the
right. To discuss the wake behind an immersed structure, we need to first introduce the
Reynolds numbers (Re) related to the individual components, while restricting our analysis
to one transducer pin, the support arm on the top, and the central structure on the right side,
with diameters (D) of 6.4, 15.9 and 100 mm, respectively. With a kinematic viscosity of
v = 1.5 x 107> m? s~! and the mean wind speed of i = 2ms~!, the Reynolds numbers are
850, 2100 and 13,333, respectively, where Re = u D /v. The latter value is above the critical
Reynolds number for turbulent flow. Following Williamson (1996), for the two larger values
(Re > 1000), the turbulent wake region behind the cylinder consists of von Karman vortices
interspersed with many other turbulent elements. For the transducer pin, we, therefore, expect
a regular von Karméan vortex street. Hence, the pulsating flow in the x-direction may lead to
vortex shedding, depending on the orientation of the structural element. However, we have
to take into account that the central structure on the right is not entirely cylindrically shaped,
and the support arm is actually aligned with the mean flow direction in the case of a zero mean
angle-of-attack. From the oscillating flow in the z-direction, we expect no vortex shedding
because of the zero mean vertical velocity.

In addition, the pulsating inflow leads to the further complication that, in theory, the vortex
street interacts with the harmonic perturbation on the mean inflow. For oscillating cylinders
in steady flow, Karniadakis and Triantafyllou (1989) found that the interaction between the
vortex street and the oscillation depends on the ratio of the oscillation frequency to the
vortex-shedding frequency ( f;), and the ratio between the amplitude of the oscillation and
the diameter of the cylinder. The oscillation frequency at the inflow is 1 Hz at most here, where
the frequency of vortex shedding is estimated from the Strouhal number, St = Df;/u, which
is approximately 0.2 for Re < 10* (Sakamoto and Haniu 1990), leading to f; = 50 Hz for the
anemometer pins. Therefore, the ratio of the frequencies here is 1/50. To determine the ratio
of the length scales, we adapt the case of the oscillating cylinder to our case of a pulsating
inflow. Changing the frame of reference, the amplitude of the oscillating cylinder is obtained
from the amplitude of the velocity fluctuation (1 ms~!) divided by the angular frequency
(6 Hz) of the pulsating inflow, yielding the ratio of the length scales of about 0.15/0.01. As
both the frequency and length-scale ratios are significantly different from unity, there cannot
be a significant alteration of the wake by the low-frequency unsteady inflow.

By taking a closer look at Fig. 9, we notice the vortices detaching from the turbulent wake
at the upper arm, while we do not observe a von Karmén street in the wake of the transducer
pin, which also appears smoothed in Fig. 8. Therefore, although it is possible that the mesh
in front of the supporting structure is not fine enough to resolve the individual von Kdrman
vortices in the wake behind the transducers, the average behaviour of the wake has been
adequately resolved, even though the individual turbulent elements are not. Furthermore,
the wake from the transducer pins only crosses the measurement paths for large angles-of-
attack. Although the drag coefficient could alter slightly when the von Kdrman vortices are
resolved, this cannot significantly change the conclusions of the study, especially since the
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drag coefficient actually drops when a laminar boundary layer develops into a von Kdrman
street. Hence, for the same mean velocity, the drag will be even smaller in the case of the
resolved von Karmdn street due to its lower drag coefficient.

4.2 Internal Validity of the Virtual Measurements

Naturally, the internal validity of the presented virtual measurements is high, because the
experiment is conducted completely under controlled conditions as it is purely numerical.
Any unwanted external disturbances common to experiments in the field are excluded, with
measurement errors thereby reduced to the numerical precision of the simulation. Neverthe-
less, the design of the virtual sonic anemometer measurement, i.e. the exact definition of
the sampling points and the sampling interval, may have an influence on the resulting flow-
distortion error. Moreover, while the choice of the reference measurement will influence the
resulting error estimate, it is uncertain by how much.

We first consider the importance of the exact location of the virtual measurements within
the acoustic paths. As described above, we have placed 11 virtual probes in each of the three
sonic paths of the anemometer to mimic the actual volume-averaging sampling of the real
anemometer. The space between two virtual probes is defined to be larger than the local grid
resolution to avoid the same grid cell being sampled twice, resulting in the sampling of every
second grid cell within the measurement paths, whereby there are more than 20 grid cells
along a path of 0.115 m at a grid resolution of 0.006 m. Since the qualitative analysis showed
that the flow in the measurement volume is rather homogeneous, the 11 virtual probes are
sufficient because the sampling points are equidistant and the area in the direct vicinity of the
transducer pin is well represented. However, if the two sampling points at the ends of each
virtual measurement path were to not be taken into account appropriately, the resulting error
in the measurement of the standard deviation would even have the opposite sign (data not
shown). The opposite sign appears due to mass conservation as the flow slightly speeds up at
the centre of the measurement volume as it circumvents the bluff body of the anemometer.
Directly next to the transducer pin, the flow is reduced due to drag.

The other question concerns the best reference for calculating the measurement error, or in
other words, the exact definition of the etalon, for which we tested three different possibilities:

(a) a separate reference simulation (RefSim),
(b) additional virtual probes (AddProb),
(c) the prescribed input signal (InFlow).

The difference between a, b, and c are quite small (Table2), and each has advantages and
disadvantages. The RefSim reference has the advantage that the position of the virtual mea-
surement in the simulation domain is the same, but the mesh is inevitably slightly different,
with high computational costs. The AddProb reference has advantages in that the distance
from the left domain boundary is the same and no additional simulation is necessary, but it
is uncertain to what extent the addition probes are really undisturbed. This is especially a
problem for the 90° azimuth angle, since a larger computational domain is required to pre-
vent the wake penetrating the periodic spanwise boundary. The InFlow reference also does
not require any additional simulation; the signal is certainly undisturbed, but the turbulent
cross-talk between the # and w velocity components along the 0.5-m distance between the
left boundary and the anemometer position are not reflected. We chose the InFlow reference
for the presentation of the results in Sect. 3, because the comparison with the RefSim results
shows that the mismatch in measurement position of 0.5 m in the flow direction is not critical.
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4.3 External Validity

Our LES simulation can be assumed to have a higher external validity than wind-tunnel
studies, because we applied a pulsating inflow with fluctuations oriented in both frequency and
amplitude at conditions typical for the inertial sublayer of the atmospheric surface layer, where
flux measurements are usually conducted. To assess the external validity of our simulations
further, our results are compared with other studies with the aim of characterizing the probe-
induced flow distortion of the CSAT3 anemometer.

Friebel et al. (2009) show that the CSAT3 anemometer has no significant error of the
mean wind speed with the exception of the wind sector of 160°-200°, which is in very good
agreement with our results. Furthermore, the error of u-fluctuations is found to be about
twice as large for the zero azimuth as for the other flow angles, which is also reported by,
e.g., Lietal. (2013), who, as a consequence, propose a different planar fit for the wind sector
corresponding to the £30° azimuth.

From a field experiment with two horizontally-mounted RM Young 81000 sonic
anemometers as reference instruments, Kochendorfer et al. (2012) determine an error esti-
mate of 14% for the standard deviation of the w-component as measured by a tilted CSAT3
anemometer, which is much larger than both our findings, as well as that from all previous
field intercomparison experiments, where the CSAT3 anemometer was even chosen as the
reference on account of its minimal flow distortion (Foken and Oncley 1995; Loescher et al.
2005; Mauder et al. 2006, 2007). Therefore, we interpret this discrepancy between the error
estimate of Kochendorfer et al. (2012) and our results as an indication that the experimental
design of the former study was flawed, as previously pointed out by Mauder (2013).

Frank et al. (2013) compared two vertically-mounted CSAT3 anemometers with two
horizontally-mounted CSAT3 anemometers to conclude that the horizontally-mounted
CSAT3 is less influenced by flow distortion for measuring vertical fluxes. This is confirmed
by our results also showing the relative error of the standard deviation of w being approx-
imately twice as large as the relative error for the standard deviation of u. While we agree
with this aspect of their study, it is not clear how the error of w/—TS” can be larger than the error
of standard deviation of w (o,). While the error of w’—TS’ may theoretically be smaller than
that of o, provided the time series of the w-component is affected by spikes uncorrelated
with the time series of Ty, a larger error of the flux implies an additional error in the mea-
surement of 7. Indeed, Horst et al. (2015) demonstrate that flow distortion can also affect
the sonic temperature measurement, which may explain these differences in o7. Neverthe-
less, the experimental design of Frank et al. (2013) has the disadvantage that the sensors are
placed within the roughness sublayer over a forest, where the turbulence is heavily affected
by coherent structures and the instantaneous angle-of-attack can be very large, especially as
their site is also sloped. Moreover, the flow is often dominated by coherent structures during
stable stratification, resulting in larger angles-of-attack than that tested here.

For the standard deviation of the w-component, Horst et al. (2015) report a relative error
of between 3 and 5%, which is almost the same as our error. We suspect the error from our
numerical experiment is slightly larger because the turbulence intensity is not quite as large as
in the field, where more intense turbulence tends to weaken flow-distortion effects. Moreover,
it is interesting that Horst et al. (2015) find the error to be independent of measurement
height and stability, implying that the frequency of turbulent fluctuations does not influence
measurement error, at least within the range usually found in atmospheric boundary-layer
flows. Hence, Horst et al. (2015) also confirm our finding that the flow-distortion error is not
systematically different between the X and Y cases, although the w-frequency differs by one
order of magnitude.
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Table 2 Relative errors of the virtual standard deviation measurement of the w-component in % for three
different possibilities of defining the “true” velocity. In addition, the relative errors based on the InFlow
reference are provided after applying the corrections of Kaimal (1978) and Horst et al. (2015)

Case REoy, (RefSim) REo,, (AddProb) REoy, (InFlow) REoy, Kaimal REoy, Horst
X0000 3.13 3.20 3.48 1.95 0.37
X3000 5.98 6.07 6.32 3.35 2.72
X6000 6.33 6.39 6.67 2.68 2.56
X9000 7.16 7.32 7.50 5.14 3.97
Y0000 4.93 4.62 4.97 3.13 1.44
Y3000 6.91 6.59 6.95 43 3.46
Y6000 5.18 4.87 5.21 1.93 1.7

Y9000 6.78 6.57 6.82 4.48 3.13

4.4 Flow-Distortion Correction

The concept of transducer-shadow effects in sonic anemometry actually goes back to the
ground-breaking work of Kaimal (1978), see also Kaimal et al. (1990), where a linear depen-
dence of the transducer-shadow effect on the ratio between the path length and transducer
diameter was found (which is about 18 for the CSAT3), and

0.166 . o o
vm:{v.(0.84+—75 ): 0°<6<T75 0

v; 75° <6 <90°

Here, vy, is the measured velocity component obtained from each acoustic path separately,
and 6 is the instantaneous angle between the velocity vector and the respective acoustic path.
Furthermore, Horst et al. (2015) similarly suggested

Um = v (0.84 + 0.165in 0) , 2)

which depends on the sine of the flow angle. We applied both corrections (Egs. 1, 2) to the
high-frequency data of our virtual measurements and the results are presented in Table?2.
Accordingly, the error of the standard deviation of the w-component indeed becomes smaller
after applying the corrections proposed in the literature. Both corrections reduce the error of
oy by about 1-3%, while the Horst-correction is slightly larger and, therefore, closer to the
reference value of our simulations. However, neither of the two corrections fully compensates
for the error in oy,.

In the fundamental literature concerning the optimal design of the sonic anemometer
(Wyngaard and Zhang 1985; Zhang et al. 1986; Wyngaard 1988), the importance of mini-
mizing flow distortion of the vertical component of the wind velocity is stressed, because the
spectrum of the vertical component has its maximum typically at frequencies of about one
magnitude larger than the horizontal component (Fig.3). It is especially important to min-
imize artificial cross-contamination between these two wind velocity components because
such an error cannot be compensated by wind-tunnel-based corrections (Wyngaard 1988).
Such problems can be diagnosed by analyzing the correlation coefficient between the hori-
zontal and vertical wind velocity components. However, this correlation coefficient for the
momentum flux is in general much lower than for scalar fluxes (Kaimal and Finnigan 1994;
Arya 2001), which underlines the statistical independence between the low-frequency fluc-
tuations of the horizontal wind speed and the high-frequency fluctuations of the vertical
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wind speed. Therefore, the instantaneous wind velocity changes very rapidly in time, which
disagrees with the angle-of-attack concept originating from experiments with a constantly
tilted instrument in a steady-state flow (van der Molen et al. 2004; Nakai et al. 2006; Nakai
and Shimoyama 2012). Our results also show that angles-of-attack larger than 5° indeed
lead to large flow-distortion errors for the mean wind speed, but this error becomes much
smaller as soon as oscillations are superimposed on the flow. Obviously, the latter case is
closer to conditions in the field. Moreover, no angle-of-attack dependent correction is found
to be necessary for the measurement of fluctuations, which is in agreement with Horst et al.
(2015).

Finally, in considering the different values of REo,, for the different azimuth angles, the
Y-cases, Y0000 and Y6000 behave similarly, as do Y3000 and Y9000, while the X cases do
not show the 60° symmetry. As mentioned in the methods section, this can be expected from
the symmetry of the transducer structure and the inflow signal, because the input velocity
has no preferred directionality along the z-axis for the Y-cases. Hence, REo,, for a Y case
with azimuth angle ¢ is comparable with REo,, for ¢ 4+ 60°. Grare et al. (2016) also report
a similar azimuth dependence of the flow-distortion error for the CSAT3 anemometer based
on field and wind-tunnel data.

5 Conclusions

As expected, our study confirms that probe-induced flow distortion of the CSAT3 anemometer
causes a dampening of both horizontal and vertical wind velocity components for all the
azimuth angles and mean angles-of-attack that were tested. This overall dampening effect is
caused by the drag in the first few millimetres of the measurement path in the direct vicinity
of the sonic transducer, while the velocity magnitude in the centre of the measurement
path is often even increased. Furthermore, our experiment confirms that probe-induced flow
distortion is much smaller for unsteady wind velocities than under constant flow conditions.

Whether these fluctuations occur at frequencies of 1 or 0.1 Hz is of minor importance.
Hence, the errors reported here can be considered as being spectrum-independent to some
extent, for wind fluctuations of a magnitude typical for surface-layer turbulence (O(1 ms™!)).
Hence, neither stability nor measurement height influences the flow-distortion error signif-
icantly, which is in agreement with the Horst et al. (2015). Our findings also explain why
wind-tunnel-based experiments with quasi-laminar flow conditions typically result in larger
flow-distortion errors than field intercomparisons, and why wind-tunnel-based corrections
are not transferable to turbulence measurements in the field.

We found that the CSAT3 anemometer has an improved accuracy for the measurement of
fluctuations of the u-component than of the w-component, implying that the flow distortion
could be reduced if the instrument were rotated by 90°, which is in agreement with the results
from a field comparison of vertically- and horizontally-mounted CSAT3 anemometers (Frank
etal. 2013). When mounted vertically, the probe-induced dampening effect is of 3—7% for the
w-fluctuations, depending on the azimuth angle, while it is only 1-3% for the u-fluctuations.
However, the regular vertical orientation probably results in a higher precision of the w-
measurement.

The results for REo,, are larger than the difference between different instruments of the
same model found during field intercomparisons (Mauder et al. 2007). Hence, if the numerical
experiment is chosen as the etalon, then a systematic error of about 5% would need to be
added to the results of in situ comparisons. Reconsidering the findings of Mauder et al. (2007)
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for oy, the agreement of the CSAT3 anemometer with some models would improve (ATI-K,
R.M. Young), but become worse with others (Solent-HS, USA-1, NUW).

The transducer-shadowing correction proposed by Horst et al. (2015) reduces the mag-
nitude of the observed probe-induced dampening effect, but it does not reflect the azimuth
dependence of this error. A remaining flow-distortion error translates directly into an under-
estimation of scalar fluxes, such as the fluxes of sensible heat, latent heat, and CO,, and this
error will be as large as the error for oy, assuming that the scalar measurement does not
produce any additional flow distortion due to the presence of gas analyzers.

Large-eddy simulation has been successfully applied to characterize the flow distortion of
a popular sonic anemometer. Similar studies may be conducted for other sonic-anemometer
models in the future. Moreover, large-eddy simulation may also be used to optimize the
structural design of sonic anemometers or to develop new correction algorithms.
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Abstract. Large-eddy simulation (LES) has become a well-
established tool in the atmospheric boundary layer research
community to study turbulence. It allows three-dimensional
realizations of the turbulent fields, which large-scale mod-
els and most experimental studies cannot yield. To resolve
the largest eddies in the mixed layer, a moderate grid resolu-
tion in the range of 10 to 100 m is often sufficient, and these
simulations can be run on a computing cluster with a few
hundred processors or even on a workstation for simple con-
figurations. The desired resolution is usually limited by the
computational resources. However, to compare with tower
measurements of turbulence and exchange fluxes in the sur-
face layer, a much higher resolution is required. In spite of
the growth in computational power, a high-resolution LES
of the surface layer is often not feasible: to fully resolve the
energy-containing eddies near the surface, a grid spacing of
O(1 m) is required. One way to tackle this problem is to em-
ploy a vertical grid nesting technique, in which the surface is
simulated at the necessary fine grid resolution, and it is cou-
pled with a standard, coarse, LES that resolves the turbulence
in the whole boundary layer. We modified the LES model
PALM (Parallelized Large-eddy simulation Model) and im-
plemented a two-way nesting technique, with coupling in
both directions between the coarse and the fine grid. The cou-
pling algorithm has to ensure correct boundary conditions
for the fine grid. Our nesting algorithm is realized by mod-
ifying the standard third-order Runge—Kutta time stepping
to allow communication of data between the two grids. The

two grids are concurrently advanced in time while ensuring
that the sum of resolved and sub-grid-scale kinetic energy is
conserved. We design a validation test and show that the tem-
porally averaged profiles from the fine grid agree well com-
pared to the reference simulation with high resolution in the
entire domain. The overall performance and scalability of the
nesting algorithm is found to be satisfactory. Our nesting re-
sults in more than 80 % savings in computational power for 5
times higher resolution in each direction in the surface layer.

1 Introduction

Turbulence in the atmospheric boundary layer (ABL) en-
compasses a wide range of scales from the boundary-layer
scale down to the viscous dissipation scale. In ABL flows,
Reynolds numbers (Re) of 103 are commonly encountered.
Explicit simulation of the Navier—Stokes equations down
to the dissipative scales (DNS: direct numerical simula-
tion) for atmospheric processes is prohibitively expensive, as
the required number of grid points in one direction scales
with Re3/* (Reynolds, 1990). This corresponds to a three-
dimensional ABL simulation domain with a total number
of grid points of order 10'7. The supercomputers of to-
day cannot fit more than 10'? grid points in their mem-
ory. To be able to compute turbulence processes in the
atmosphere nevertheless, the concept of large-eddy simu-
lation (LES) was introduced already a few decades ago,
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e.g., Deardorff (1974), Moeng and Wyngaard (1988) and
Schmidt and Schumann (1989), where the presence of a
sub-grid-scheme allows that only the most energetic eddies
are resolved. One of the first large-eddy simulations (LESs)
by Deardorff (1974) used 64000 grid points to simulate
a domain of 5km x Skm x 2km with a grid resolution of
(125, 125,50) m. The size of one such grid cell is just suf-
ficient to resolve the dominant large eddies, and there are
just enough grid points to represent the ABL. As computing
power progressed, higher resolution and larger domains be-
came possible. By the time of Schmidt and Schumann (1989)
the number of grid cells had risen to 160 x 160 x 48, simu-
lating an ABL of 8 km x8 km x 2.4 km with a resolution of
(50, 50, 50) m. Khanna and Brasseur (1998) used 1283 grid
points to simulate a domain of 3km x3km x1km to study
buoyancy and shear-induced local structures of the ABL. Pat-
ton et al. (2016) used (2048,2048, 1024) grid points with
a grid resolution of (2.5,2.5,2) m to study the influence of
atmospheric stability on canopy turbulence. More recently,
Kroniger et al. (2018) used 13 x 10” grid points to simulate a
domain of 30.72km x15.36 km x2.56 km to study the influ-
ence of stability on the surface—atmosphere exchange and the
role of secondary circulations in the energy exchange. The
atmospheric boundary layer community has greatly bene-
fited from the higher spatial resolution available in these LES
to study turbulent processes that cannot be obtained in field
measurements. Still, especially in heterogeneous terrain, near
topographic elements and buildings or close to the surface,
the required higher resolution is not always attainable due to
computational constraints. In spite of the radical increase in
the available computing power over the last decade, large-
eddy simulation of high Reynolds number atmospheric flows
with very high resolution in the surface layer remains a chal-
lenge. Considering the size of the domain required to repro-
duce boundary-layer-scale structures, it is computationally
demanding to generate a single fixed grid that could resolve
all relevant scales satisfactorily. Alternatively, local grid re-
finement is possible in the finite volume codes that are not
restricted to structured grids. Flores et al. (2013) developed
a solver for the OpenFOAM modeling framework to sim-
ulate atmospheric flows over complex geometries using an
unstructured mesh approach. The potential of the adaptive
mesh refinement technique in which the tree-based Cartesian
grid is refined or coarsened dynamically, based on the flow
structures, is demonstrated by van Hooft et al. (2018). In the
finite difference models, a grid nesting technique can be em-
ployed to achieve the required resolution. In the nested grid
approach, a parent domain with a coarser resolution simu-
lates the entire domain, while a nested grid with a higher res-
olution extends only up to the region of interest. Horizontal
nesting has been applied to several mesoscale models (Ska-
marock et al., 2008; Debreu et al., 2012). Horizontally nested
LES-within-LES or LES embedded within a mesoscale sim-
ulation is available in the Weather Research and Forecast
model (Moeng et al., 2007). Comparable grid nesting tech-
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niques are also widely employed by the engineering turbu-
lence research community but often use different terminol-
ogy. Nesting in codes with Cartesian grids is referred to
as local or zonal grid algorithm (Kravchenko et al., 1996;
Boersma et al., 1997; Manhart, 2004) and as overset mesh
(Nakahashi et al., 2000; Kato et al., 2003; Wang et al., 2014)
in unstructured or moving grid codes.

For our purposes, we will focus on vertical nesting; i.e.,
we consider a fine grid nested domain (FG) near the lower
boundary of the domain and a coarse grid parent domain
(CG) in the entirety of the boundary layer. While the lat-
ter’s resolution (< 50 m) is sufficient to study processes in
the outer region where the dominant eddies are large and in-
ertial effects dominate, such coarse resolution is not suffi-
cient where fine-scale turbulence in the surface layer region
is concerned. The higher resolution achieved by the vertical
nesting will then allow a more accurate representation of the
turbulence in the surface layer region, by resolving its domi-
nant eddies. For studies that require very high resolution near
the surface (e.g., virtual tower measurements, wakes behind
obstacles, dispersion within street canyons for large cities), a
nesting approach is an attractive solution due to the reduced
memory requirement. A challenge of the vertically nested
simulation is that the FG upper boundary conditions need to
be correctly prescribed by the CG. Though vertical nesting
is less common than the horizontal nesting, it has been im-
plemented in some LES models. A non-parallelized vertical
nesting was explored by Sullivan et al. (1996), but the code
is not in the public domain, and we could not find any record
of further development or application of this code in publi-
cations. A LES-within-LES vertical nesting is implemented
by Zhou et al. (2018) in the Advanced Regional Prediction
System (ARPS) model. We would like to point out that the
vertical nesting available in the Weather Research and Fore-
cast model (Daniels et al., 2016) is not a conventional ver-
tical nesting because the parent and the child grid still have
the same vertical extent; the child grid is only more refined
in the vertical.

An analysis of different nesting procedures for mesoscale
simulation was performed by Clark and Hall (1991); they
coined the terms “one-way” and “two-way” interactions. In
one-way interaction, only the FG receives information from
the CG, and there is no feedback to the CG. In two-way inter-
action, the FG top boundary conditions are interpolated from
the CG, and the CG values in the overlapping region are up-
dated with the FG resolved fields. The “update” process, re-
ferred to as “anterpolation” by Sullivan et al. (1996), is sim-
ilar to the restriction operation in multi-grid methods. Harris
and Durran (2010) used a linear 1-D shallow-water equation
to study the influence of the nesting method on the solution
and found the two-way interaction to be superior if the waves
are well resolved. They introduce a filtered sponge boundary
condition to reduce the amplitude of the reflected wave at the
nested grid boundary. We will make use of the interpolation
and anterpolation formulas of Clark and Farley (1984). Clark
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and Hall (1991) studied two different approaches for updat-
ing the CG values, namely “post-insertion” and “pressure de-
fect correction”. The two approaches were also investigated
by Sullivan et al. (1996) in their vertical nesting implementa-
tion. In the post-insertion technique, once the Poisson equa-
tion for pressure is solved in the FG, the resolved fields are
then anterpolated to the CG. In the pressure defect correc-
tion approach, the pressure in the CG and FG are matched
by adding a correction term to the CG momentum equations,
and an anterpolation operation is not required. Though Sulli-
van et al. (1996) note the pressure defect correction approach
to be more elegant, no significant difference in the results was
reported. In the following sections we describe the technical
realization and numerical aspects of the two-way nesting al-
gorithm. In the LES model PALM, a validation simulation is
set up, and the results of the nested and stand-alone simula-
tions are compared. A second simulation is set up to evaluate
the computational performance of the algorithm. The practi-
cal considerations and the limitations of the two-way nesting
are then discussed.

2 Methods
2.1 Description of the standard PALM

The Parallelized Large-eddy simulation Model (PALM) is
developed and maintained at the Leibniz University of
Hanover (Raasch and Schréter, 2001; Maronga et al., 2015).
We give a quick summary of the model here and highlight
the aspects which will reappear when discussing our nest-
ing modifications. PALM is a finite difference solver for the
non-hydrostatic incompressible Navier—Stokes equations in
the Boussinesq approximation. PALM solves for six prog-
nostic equations: the three components of the velocity field
(u, v, w), potential temperature (6), humidity (¢) and the sub-
grid-scale kinetic energy (e). The sub-grid-scale (SGS) tur-
bulence is modeled based on the method proposed by Dear-
dorff (1980). The equations for the conservation of mass,
energy and moisture (Egs. 1, 2, 3 and 4) are filtered over a
grid volume on a Cartesian grid. Adopting the convention
of Maronga et al. (2015), the overbar denoting the filtered
variables is omitted. However, the overbar is shown for SGS
fluxes. The SGS variables are denoted by a double prime.
The prognostic equations for the resolved variables are
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The symbols used in the above equations are listed in Table 1.
The 1.5-order closure parameterization modified by Moeng
and Wyngaard (1988) and Saiki et al. (2000) assumes a gradi-
ent diffusion parameterization (Egs. 6, 7, 8). The prognostic
equation for the SGS turbulent kinetic energy (TKE) reads as
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The eddy diffusivities are proportional to e3/2 under convec-
tive conditions (Maronga et al., 2015). For a thorough de-
scription of the governing equations and parameterizations,
see Maronga et al. (2015).

The prognostic equations are discretized on a staggered
Arakawa C grid, where the scalars are evaluated in the cen-
ter of the grid volume, and velocities are evaluated at the
center of the faces of the grid volume in their respective di-
rection. The advection terms are evaluated either with fifth-
order upwind discretization according to Wicker and Ska-
marock (2002) or with a second-order scheme according to
Piacsek and Williams (1970). The prognostic equations are
integrated in time using a third-order Runge—Kutta (RK3)
scheme. The low storage RK3 scheme with three sub-steps
proposed by Williamson (1980) guarantees a stable numer-
ical solution. The Poisson equation for pressure is solved
with a fast Fourier transform (FFT) when periodic bound-
ary conditions are applied in the lateral boundaries. There
are three FFT algorithms available in PALM, with Fastest
Fourier Transform in the West (FFTW) being the optimal
method for large-scale simulations. Monin—Obukhov simi-
larity theory (MOST) is assumed between the surface and the
first grid point. A vertical zero pressure gradient at the sur-
face guarantees the vertical velocity to be zero. Simulations
can be driven by either prescribing the surface temperature
or the surface sensible heat flux, similarly for the humidity.
At the top of the simulation domain the horizontal veloci-
ties equal geostrophic wind, and the vertical velocity is set
to zero. The pressure can assume either a Dirichlet condition
of zero value or a Neumann condition of zero vertical gradi-
ent. The scalar values can have either a fixed value Dirichlet
condition or a fixed gradient Neumann condition. The verti-
cal gradient of SGS turbulent kinetic energy (TKE) is set to

Geosci. Model Dev., 12, 2523-2538, 2019
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Table 1. List of symbols in the governing equations and parameterizations.

Symbol  Description

fi Coriolis parameter

£0 Density of dry air at the surface

¥ Modified perturbation pressure

g Gravitational acceleration

Oy Virtual potential temperature

Ly Latent heat of vaporization

Cp Heat capacity of dry air at constant pressure
qv Specific humidity

Wy, Source/sink term of gy

I1 Exner function for converting between temperature and potential temperature
Kn SGS eddy diffusivity of heat

Km SGS eddy diffusivity of momentum

zero at both top and bottom boundaries. PALM is a paral-
lelized model, and the standard way of parallelization is by
dividing the three-dimensional domain into vertical columns,
each of which is assigned to one processing element (PE).
Each vertical column possesses a number of ghost points
needed for computation of derivatives at the boundary of the
sub-domains. Each PE can only access data for a single sub-
domain. All PEs execute the same program on a different
set of data. For optimum load balancing between the PEs,
the decomposed sub-domains should have the same size. In
PALM, this condition is always satisfied as only sub-domains
of the same size are allowed. The data exchange between PEs
needed by the Poisson solver and to update the ghost points
is performed via the Message Passing Interface (MPI) com-
munication routines.

2.2 Nested model structure
2.2.1 Fine grid and coarse grid configuration

We are interested in achieving an increased resolution only
in the surface layer, the lowest 10 % of the boundary layer,
where surface exchange processes occur and where eddies
generated by surface heterogeneity and friction are smaller
than the dominant eddies in the mixed layer. We set up the
LES-within-LES case by maintaining the same horizontal
extent for the FG and the CG to have the whole surface better
resolved. We allow the vertical extent of the FG to be var-
ied as needed, typically up to the surface layer height. This
implementation of vertical grid nesting has two main chal-
lenges. The first challenge, that is purely technical in nature,
is to implement routines that handle the communication of
data between the CG and the FG. The second and the most
important challenge is to ensure that the nesting algorithm
yields an accurate solution in both grids. Below we use up-
per case symbols for fields and variables in the CG and lower
case for the FG; e.g., E and e denote the sub-grid-scale turbu-
lent kinetic energy (a prognostic variable in our LES) of CG
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and FG respectively. The nesting ratio is defined as the ratio
of the CG spacing to the FG spacing, and n, = AX/Ax; cor-
responding symbols apply for y and z directions. The nesting
ratios ny, ny and n; have to be integers. It is possible to have
either an odd or even nesting ratio, and it can be different in
each direction. As the domain that is simulated in the FG is
completely inside of the CG domain, each FG cell belongs
to a CG cell. The two grids are positioned in such a way that
a FG cell belongs to only one CG cell, and one CG cell is
made up by a number of FG cells given by the product of the
nesting ratios ny X ny x n. This means that if the grid nesting
ratio is odd, there will be one FG cell whose center is exactly
at the same position as the center of the coarse cell as shown
in Fig. 1b. The collection of FG cells that correspond to one
CG cell is denoted by C(Z, J, K). The collection of yz faces
of the FG that corresponds to a yz face of the CG is denoted
by C, (I, J, K), where it is understood that the /g index is an
index on the staggered grid in the x direction to denote the
position of the face, and this is similar for the other types of
faces. We have used f, = 1/n, to denote the inverse of the
nesting ratio in the x dimension (corresponding symbols for
y and z). A schematic diagram of the overlapping grids is
shown in Fig. la.

2.2.2 Vertical nesting algorithm

We implement a two-way interaction algorithm, shown in
Fig. 2, because in our first trials we found that one-way nest-
ing did not improve the FG representation satisfactorily and
hence was not pursued further. The FG prognostic quantities
are initialized by interpolating the CG values in the overlap-
ping region. Optionally, the initialization of the FG can be
delayed until the CG has reached a fully turbulent state. Both
grids are restricted to have identical time steps. PALM finds
the largest time step for each grid such that the Courant—
Friedrichs—Lewy (CFL) condition is individually satisfied,
and the minimum of the two values is then chosen as the
time integration step for both grids. The right-hand side of
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Figure 1. (a) Schematic of the interpolation and anterpolation between grids. The FG top boundary condition is interpolated from the CG.
The CG prognostic quantities in the overlapping region are anterpolated from the FG. (b) Schematic of Arakawa C grid for two grids with
nesting ratio of 3. The black arrows and circles are CG velocity and pressure, respectively. The blue and red arrows are horizontal and vertical
velocity, respectively, in the FG. The filled black circle is the FG pressure. The symbols @ and ¢ represent CG and FG scalar quantities. /
and K are CG indices and nx and nz are the nesting ratio in x and z, respectively.

the prognostic equation except for the pressure is first com-
puted concurrently in both grids. The values of u, v, w, 8 and
q are then anterpolated to the CG in the overlapping region.
The CG solves a Poisson equation for pressure. The new
u,v,w,6 and ¢ fields in the CG are interpolated to set the
FG Dirichlet top boundary conditions. The Poisson equation
is then solved for pressure in the FG, and the vertical velocity
in the FG is also updated by the pressure solver at this stage.
Since all the velocity components follow a Dirichlet condi-
tion at the FG top boundary, only a Neumann condition is
suitable for pressure (Manhart, 2004). PALM permits the use
of a Neumann zero-gradient condition for pressure at both
the top and bottom boundary. It is advisable to use a Neu-
mann boundary condition at the top and the bottom for the
CG too. The TKE is then anterpolated maintaining the Ger-
mano identity, and it is followed by the computation of SGS
eddy diffusivity for heat (k) and momentum (kp,) in the CG.
This procedure is repeated at every sub-step of the Runge—
Kutta 3 time integration, and it ensures that the velocity field
remains divergence free in both grids.

In the 1.5-order turbulence closure parameterization, all
the sub-grid fluxes are derived from the turbulent kinetic en-
ergy and the resolved gradients at each time step. Therefore,
the sub-grid fluxes do not have to be interpolated from CG
to FG at the top boundary. Furthermore, in our implementa-
tion of the nesting method, we assume that most of the TKE
is resolved well down to the inertial subrange, except for the
lowest few grid layers. This allows us to use the zero-gradient
Neumann boundary condition for TKE at the FG top bound-
ary. We employ a simplified sponge layer by limiting the an-
terpolation of all prognostic quantities to one CG cell fewer
than the nested height. This segregation of the anterpolation
region in the CG and top boundary condition level of the FG
ensures that the flow structures in the CG propagate into the
FG without distortion due to numerical artifacts.

www.geosci-model-dev.net/12/2523/2019/

2.3 Translation between grids
2.3.1 Interpolation

For the boundary conditions at the top of the FG, the fields
from the CG are interpolated to the FG, according to Clark
and Farley (1984). We define the top of the FG as the bound-
ary level just above the prognostic level of each quantity. In
Eq. (10), ® and ¢ represent CG and FG quantities, respec-
tively. For the scalar fields, the interpolation is quadratic in
all three directions. For the velocity components, the inter-
polation is linear in its own dimension and quadratic in the
other two directions. The same interpolation formulation is
also used to initialize all vertical levels of the fine grid do-
main at the beginning of the nested simulation. The interpo-
lation is reversible as it satisfies the conservation condition
of Kurihara et al. (1979):

€))

<¢p>=<d>.

For clarity, we illustrate the interpolation by focusing on one
particular dimension, in this case x, but the same operation
holds for y and z. The interpolation in the x dimension reads
as

S =n"Dr1+n5 Pr+ 0Py, (10

with m running from 1 to n,, thus producing n, equations
for each CG cell 1. For the interpolation in y and z there will
be two additional indices, producing ny X ny X n, equations
for all the FG cells corresponding to the CG parent cell. For
the quadratic interpolation a stencil with three legs is used,
relating the prognostic value of a FG cell to the value of its
parent CG and the values of the immediate CG neighbor on
the left and on the right of the parent cell, e.g., ®;_; and
®;41 for the x direction as shown in Fig. 1b. The stencil
coefficients are

Geosci. Model Dev., 12, 2523-2538, 2019



2528 S. Hugq et al.: Vertically nested LES for high-resolution simulation of the surface layer

Start time loop

Standard time
integration

[ MPI_Comm.Split J

L

Coarse grid Fine grid

[ Prognostic equations]

l
[ Anterlpolate ] <:

[ Compute pressure }

[ Prognostic equations}

|j’>[ Interpolate top BC J

Compute pressure ]

Three-stage RK3 loop

[ Anterpolate (TKE) J<:I
|

RK3
sub-step
= 3?7

No

Yes
Next time step

Figure 2. A flowchart of the two-way interaction algorithm. The
new routines needed for the vertical nesting are highlighted in red
and the standard routines are highlighted in blue. An arrow pointing
to the left indicates transfer of data from FG to CG, and vice versa.

w1
n_= EHm(Hm -1+,
e =(1-H2) —2a, (11)

m—lH H, 1
77+—2 m(Hp +1) +a,

with the weights H,, expressed in function of the inverse
nesting ratio,

Hy = %((Zm —Dfe =1, 12)
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and the coefficient « is chosen such that the conservation
condition of Kurihara et al. (1979) is satisfied:

L (2-) (13)
a=— —-1).
24 \"*
It can be observed that the sum of the ns equals 1.
2.3.2 Anterpolation

The anterpolation of the prognostic quantities is performed
by an averaging procedure according to Clark and Hall
(1991). The anterpolation equations for the velocities read
as

> winjkfifes

U[)j’]( =<< u>j,k =

j.keCz g
VI,J,K =<V>jk = Z Ui,j*,kfxfz, (14)
i,kECIj)C
Wisk=<w>ij= > wijifefy
i,jeCz gk
For the scalars it is
b1k =10 jk= Z i jrfxfyfz- (15)
i,j,kECIJ]C

Here the lower case indices only count over the fine grid
cells that belong to that particular coarse grid cell. For each
(1, J, K) tuple of a parent CG cell, there exists a set Cz 71
containing the (7, j, k) tuples of its corresponding children
FG cells. To ensure that the nested PALM knows at all times
which fine grid cells and coarse grid cells correspond, we
compute this mapping for the FG and CG indices before
starting the simulation, and we store it in the memory of
the parallel processing element. In the Arakawa C grid dis-
cretization that PALM uses, the scalars are defined as the
spatial average over the whole grid cell, and therefore it is re-
quired that the CG scalar is the average of the corresponding
FG scalars in (Eq. 15). However, the velocities are defined at
the faces of the cells in the corresponding dimension. There-
fore in (Eq. 14) the CG velocity components are computed
as the average over the FG values at the FG cells that cor-
respond to the face of the CG cell, expressed by i*, j*, k*
respectively.

However, the TKE in the CG differs from the FG value,
due to the different resolution of grids. In the FG the SGS
motions are weaker because the turbulence is better resolved.
Therefore, TKE is anterpolated such that the sum of resolved
kinetic energy and TKE (SGS kinetic energy) is preserved,
by maintaining the Germano identity (Germano et al., 1991):

3
E=le]+ %Z([unun] — [unllunl). (16)

n=1

Here the straight brackets are the spatial average over the
coarse grid cell (fx fy fz x> ; jkeCryx ) and the n index runs
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MPI_COMM_SPLIT
M + N PEs

Color Color 1

CG MP_COMM_WORLD > FG
M PEs N PEs

Figure 3. Schematic of the MPI processor grouping. The data ex-
change between the two groups is performed via the global com-
municator. M and N are the number of processors for CG and FG
respectively.

over the three spatial dimensions. In other words, to obtain
the CG TKE from the average FG TKE, we add the variance
of the FG velocity components over the FG cells comprising
the CG cell. Therefore CG TKE is always larger than FG
TKE.

2.4 Parallel inter-grid communication

MPI is the most widely used large-scale parallelization
library. The atmosphere—ocean coupling in PALM has
been implemented following MPI-1 standards (Esau, 2014;
Maronga et al., 2015). We follow a similar approach for
the MPI communications and have adopted MPI-1 stan-
dards for our nesting implementation. Concurrent execution
of the two grids is achieved with the MPI_COMM_SPLIT
procedure. The total available processors are split into two
groups, denoted by color 0 or 1 for CG and FG respec-
tively; see Fig. 3. The data between the processors of the
same group are exchanged via the local communicator cre-
ated during the splitting process, whereas the data between
the two groups are exchanged via the global communicator
MPI_COMM_WORLD.

Based on the nesting ratio and the processor topology of
the FG and the CG group, a mapping list is created and
stored. Given the local PE’s 2-D processor co-ordinate, the
list will identify the PEs in the remote group to/from which
data need to be sent/received; the actual communication then
takes place via the global communicator. There are three
types of communication in the nesting scheme:

i. [Initialization of the FG. (Send data from coarse grid to
fine grid.) This is performed only once.

ii. Boundary condition for the FG top face. (Send data
from coarse grid to fine grid.)

iii. Anterpolation. (Send data from fine grid to coarse grid.)

www.geosci-model-dev.net/12/2523/2019/
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The exchange of arrays via MPI_SENDRECYV routines is
computationally expensive. Therefore, the size of the arrays
communicated is minimized by performing the anterpolation
operation in the FG PEs and storing the values in a tempo-
rary 3-D array that is later sent via the global communica-
tor to the appropriate CG PE. This approach is more effi-
cient than performing the anterpolation operation on the CG
which has fewer PEs and needs communication of larger ar-
rays from the FG. Furthermore, the array data that need to be
communicated during the anterpolation operation and for set-
ting the FG boundary condition are not contiguous in mem-
ory. The communication performance is enhanced by creat-
ing an MPI-derived data type that ensures that the data are
sent contiguously. Within the RK3 sub-steps, when one grid
executes the pressure solver, the other grid has to wait, lead-
ing to more computational time at every sub-step. However,
the waiting time can be minimized by effective load balanc-
ing; i.e., the number of grid points per PE in the CG should
be kept lower than in the FG. The reduction in workload per
CG PE is achieved with a few additional cores. The reduction
in computational time per step in the CG means the waiting
time on the FG PE is also reduced.

3 Results and discussion
3.1 Simulation setup for the nesting validation test

To evaluate the accuracy of the two-way nesting algorithm,
we set up a convective boundary layer simulation. Two over-
lapping grids with a nesting ratio of 5 in the lateral and ver-
tical direction are employed. The simulation parameters are
listed in Table 2. A stand-alone reference simulation with the
same resolution as the coarse grid (SA-C) and another ref-
erence with the same resolution as the fine grid (SA-F) are
performed for comparison. The grid configuration and the
computational resources used are listed in Table 3. The sim-
ulations were performed in a local computing cluster; each
compute node has 64 GB of main memory and a 2.8 GHz
Ivy Bridge processor with 20 cores. The simulation domain
has periodic boundary conditions in the lateral direction. The
Dirichlet boundary condition is applied for velocity at the top
and bottom boundaries, the vertical velocity component is set
to zero and the horizontal components are set to geostrophic
wind. At the top and bottom boundaries, the pressure and
humidity are set to a zero gradient Neumann condition. The
potential temperature is set to a Neumann condition at the
bottom, and the gradient is determined by MOST based on
the prescribed surface heat flux and roughness length. The
gradient of the initial profile is maintained at the top bound-
ary. In PALM, u, and v, represents the u and v component
of the geostrophic wind at the surface. The u and v ini-
tial profiles are set to be constant, equal to the value of the
geostrophic wind component in the domain, and the verti-
cal velocity is initialized to zero in the domain. The potential
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temperature is initialized to a constant value of 300 K up to
800 m, and above 800 m a lapse rate of 1 K (100 m)~! is pre-
scribed. The humidity profile is initialized to a constant value
of 0.005kgkg™!. The simulation is driven by prescribing a
surface heat flux of 0.1 Kms~! and a surface humidity flux
of 4 x 10~*kgkg~! ms~!. The domain is more than 4 times
larger in the horizontal than the initial boundary layer height.

3.2 Analysis of the simulations

In a two-way nesting it is important that the flow structures
are propagated from the FG to CG and vice versa, without
any distortion. In Fig. 4, the contours in the CG region over-
lapping the FG have similar structures as the FG. The higher
resolution in the FG enables more detailed contours, whereas
the anterpolated CG contours are smoother. Furthermore, in
the CG region beyond the overlapping region, no distortion
of the contours is observed, indicating that the anterpolation
does not introduce sharp gradients in the CG.

Vertical profiles are used for quantitative comparison of
the nested and the reference simulations. The turbulent fluc-
tuations (e.g., 8”, w”) are defined as the spatial deviations
from the instantaneous horizontal average. The turbulent
fluxes (e.g., < w”0” >, <u’u” >) are obtained using the
spatial covariance and are then horizontally averaged. All the
horizontally averaged profiles (e.g., <8 >, < w”6” >) are
also averaged over time, but we omit the conventional over-
line notation for readability. The convective velocity scale
(wy) and temperature scale (6,) obtained from SA-F are
used to normalize the profiles. The convective velocity is
calculated as w, = (g 90_1 Hy z;)'/3, where g is the gravita-
tional acceleration, 6y is the surface temperature and z; is the
boundary layer height in the simulation. The convective tem-
perature scale is calculated as 6, = Hs w, I In Fig. Saandc,
the vertical profiles of difference between the potential tem-
perature (< 6 >) and its surface value normalized by the con-
vective temperature scale are plotted. Since the FG profiles
are superior to the CG in the overlapping region, the anterpo-
lated CG values are not plotted. In Fig. 5a, there is no visible
difference between the stand-alone and the nested simula-
tions. However, in the region closer to the surface, plotted in
Fig. 5c, a better agreement between the SA-F and FG is ob-
served. The potential temperature variance (< 6”6” >) nor-
malized by the square of the temperature scale (03) is shown
in Fig. 5b and d. Here too FG provides better accuracy close
to the surface.

In the vertical heat flux (< w”6” >) profiles in Fig. 6, the
FG has good agreement with the SA-F in the surface layer
for the resolved, SGS and the total flux profiles. In the CG
regions above the nested grid height, a good agreement with
the SA-C is found as well. The improvement due to the two-
way nesting is seen in Fig. 6d and e, where the effects of low
grid resolution of the SA-C in resolved and SGS fluxes are
evident. However, no grid-dependent difference in the profile
is observed in the total flux.
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The resolved variances of u, v and w normalized by the
square of the convective velocity (wi) are plotted in Fig. 7.
The FG v and w FG profiles have a better agreement with the
SA-F than the u variance. The # and v variances in Fig. 7d
and e lie between SA-C and SA-F, indicating that the re-
solved variances are improved compared to the SA-C but not
sufficiently resolved to match SA-F. At the nesting height the
variances deviate more from the SA-F and approach the CG
values. Due to conservation of total kinetic energy across the
nest boundary, more CG TKE is contained in the sub-grid
scale. Consequently, the resolved CG variances could have
an undershoot as compared to SA-F, resulting in an under-
shoot of the FG variances too at the nesting height. Above
the nesting height, the variance of #, v and w in CG is simi-
lar to SA-C.

The resolved vertical velocity skewness in Fig. 8 shows
good agreement between the FG and SA-F close to the sur-
face. However, at the nesting height a small kink in the skew-
ness is noticeable. Zhou et al. (2018) observe that the mag-
nitude of the kink in the higher-order profiles can be mini-
mized by increasing the depth of the sponge layer. Our sim-
plified sponge layer approach appears to be unable to effec-
tively minimize the kinks at the nesting height. The resolved
skewness in CG is lower than SA-C, possibly due to larger
SGS TKE in the CG, as seen in Fig. 8d. The SGS TKE in
Fig. 8d shows an exact match between FG and SA-F close to
the surface and only marginal difference at the nesting height.
However, CG values are considerably different from the SA-
C values close to the surface due to the anterpolation main-
taining the Germano identity for conservation of kinetic en-
ergy across the grids. In the coarse-resolution SA-C, near the
surface, the SGS turbulence model appears to insufficiently
model the SGS effects. Above the nesting height the CG is
similar to SA-C.

The horizontal spectra of SGS turbulent kinetic energy and
vertical velocity are plotted in Fig. 9 at two levels, one within
the nested grid and one above the nested grid height. The FG
TKE spectra in Fig. 9c perfectly overlap the SA-F spectra.
The CG spectra have higher energy than the SA-C; this corre-
sponds to the higher CG TKE values observed in Fig. 8c. As
the limit of the grid resolution is reached at high wavenum-
ber, the drop in the CG spectra is marginally shifted com-
pared to SA-C. This improvement at high wavenumber is
due to feedback from the FG. Similarly, the vertical veloc-
ity spectra in Fig. 8d show marginal improvement at high
wavenumber for the CG with respect to SA-C. While the
FG agrees with SA-C at high wavenumber and at the spectra
peak, at low wavenumber FG follows the CG spectra. At the
level above the nested grid, the CG spectra agree with SA-C
for both TKE and the vertical velocity.

3.3 Computational performance

The computational resources used in the simulations dis-
cussed above are listed in Table 3. The resources needed
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Table 2. Simulation parameters for the nesting validation test.
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Simulation parameters

Value

Domain size:

Fine grid vertical extent:
Kinematic surface heat flux:
Kinematic surface humidity flux:
Geostrophic wind:

Roughness length:

Simulated time:

Spin-up time:

Averaging interval:

4.0 x 4.0 x 1.65km?

320 m

Hy=0.1Kms™!
AEs=4x10"4 kgkg_1 ms~!
ug = 1ms~ !, vg =0ms~!
0.1m

10800

9000 s

1800s

Table 3. Grid configuration of the nested and stand-alone reference domains.

Case No. of (dx,dy,dz) CPU  Core Grid points Time
grid points m cores hours per core steps

Coarse grid (CG) 200 x 200 x 80 = 3.2 x 10° 20, 20, 20 20 376 1.6x10° 17136

Fine grid (FG) 1000 x 1000 x 80 = 80 x 100 4,4,4 80 1503 1.0x10% 17136

Total 1879

Stand-alone coarse (SA-C) 200 x 200 x 80 = 3.2 x 109 20, 20, 20 20 8 1.6 x 10° 3226

Stand-alone fine (SA-F) 1000 x 1000 x 400 = 400 x 10° 4,4,4 400 8234 1.0x 10% 18343

Table 4. Number of grid points in nested and non-nested FG do-
main.

Case No. of grid points

840 x 840 x 288 = 0.20 x 10°
4200 x 4200 x 360 = 6.35 x 10°

Coarse grid
Fine grid

Total 6.55 x 109

Non-nested FG 4200 x 4200 x 360 = 6.35 x 10°

by SA-C is only 8 core hours. While the nested simula-
tions needed about 1879 core hours, the SA-F needed about
4 times more core hours than the nested simulation. As the
resolution is increased from 20 m in SA-C to 4m in SA-F,
the number of time steps increased more than 5 times as
higher resolution demands a smaller time step size. Though
the number of time steps in FG is similar to SA-F, limiting
the nested grid in the vertical direction has reduced the num-
ber of CPU cores needed, and higher resolution in the surface
layer is achieved at a reduced computational cost.

Several factors influence the computational performance
of an LES code. Some factors depend on the hardware; e.g.,
the number of grid points per PE depends on the mem-
ory available per node. On the other hand, the communi-
cation time for data exchange between the PEs depends on
the topology of the domain decomposition. The best perfor-
mance in terms of communication time in a stand-alone run
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is achieved when the number of sub-domains in the x and y
directions is equal. In that case the number of ghost points
at the lateral boundaries is optimally minimized. In a nested
simulation, the load per PE, i.e., the number of grid points per
PE, in the two grids varies. As the speed of the model inte-
gration depends on the PE load, the load balancing between
the fine and coarse grid has an effect on the computational
performance of the nested simulation. Keeping these factors
in mind, we designed the nested simulation domains listed
in Table 4 for the purpose of assessing the computational
performance, as the total number of processors is varied. To
avoid load balancing bias in the scalability analysis, the ratio
between the number of PEs for CG and FG is kept constant
in all the five runs listed in Table 5. Keeping the processor
ratio constant implies that the ratio between the number of
grid points per PE in CG and FG is also held constant. Con-
sequently, in this performance test, the FG has 1.25 times
more grid points per PE than the CG in all the processor con-
figurations tested. To compare the performance of the nested
model against the non-nested version of PALM under equiv-
alent work load, a grid with the same dimensions of the FG
is set up. This non-nested grid also has the same load per PE
and same number of cores as the FG. Such a non-nested setup
is acceptable for comparison since the number of PEs in CG
is negligible compared to the PE in FG in our setup (e.g.,
14400 PEs in FG and only 576 PEs in CG). A pure stand-
alone simulation with FG resolution throughout the bound-
ary layer was not performed as it would need about 2.5 x 10'°
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Figure 4. Instantaneous contours of vertical velocity, (a) CG and (b) FG, at the vertical x — z cross section at the center of the domain after
10800 s of the simulation. The dashed line in (a) marks the top of the overlapping region. Flow structures in the FG, which are similar but
more detailed than the CG, qualitatively indicate the improvement to the surface layer resolution with the two-way nesting.
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Figure 5. Vertical profile of horizontally averaged potential temperature normalized by the surface value (a, ¢) and variance of potential
temperature normalized by 93 (b, d). The nested grid profiles agree well with the SA-F in the surface layer. The improvement of the two-way
nesting, at the boundary layer height, is seen in the good agreement in the profiles of CG and SA-F in (b).

Geosci. Model Dev., 12, 2523-2538, 2019 www.geosci-model-dev.net/12/2523/2019/



S. Hugq et al.: Vertically nested LES for high-resolution simulation of the surface layer

(@)— co ® © |
SA-C
14 9 — FG 7 T

—— SAF

0.8 — - -

z/z;

06 - - -

L

0.0 T — ————}
—0500 05 10 —0500 05 10 —0500 05 1.0
< Wlle//> res < Wl/el/> sgs < W//e//>

w'e’, _W'Q'o w'e’,

2533

0.35

(d) (e) ®

0.30 - - =1

0.25 - - -1

0.20 - -1 -

z/z;

0.15 - - -
0.10 - - =1

0.05 - - -1

N

000 ‘r——r—r+ +—/7F—vy 4
00 05 10 00 05 10 00 05 10

< W//el/> res < W//ell> sgs < WIIe//>

w'e’, _Wle'o w'e',

Figure 6. Vertical profile of horizontally averaged heat flux normalized by the surface heat flux — resolved (a, d), sub-grid (b, e) and total
flux (c, f). The two-way nesting significantly improves the resolved and SGS fluxes in the surface layer.

Table 5. Grid configuration of the nested and non-nested FG domain.

Nested ‘ Non-nested FG

Run Total CG FG Avg.time  Efficiency Total Avg. time  Efficiency

PE PE PE  per step (s) (%) PE  per step (s) (%)
A 1664 64 1600 44.0 100 1600 14.9 100
B 3744 144 3600 19.9 98 3600 6.7 99
C 7488 288 7200 10.3 95 7200 3.6 92
D 8736 336 8400 9.3 90 8400 34 84
E 14976 576 14400 5.6 87 | 14400 2.3 74

grid points, and such a large domain was computationally not
feasible. The performance is measured in terms of the time
taken to simulate one time step. To increase the accuracy of
this performance measurement, the simulation is integrated
for 10 time steps, and the average of the time per step is
plotted. The results presented in Fig. 10 show close to linear
scaling for up to 14976 PEs in both nested and stand-alone
runs. The difference in time per step between the nested and
stand-alone runs can be interpreted as the additional compu-
tational time needed by the nesting algorithm. A jump in the
time taken to compute one step is observed when more than
8192 PEs are used. This is a hardware-dependent increase in
communication time as the nodes are grouped as “islands”
on SuperMUC system at the Leibniz Supercomputing Cen-
tre. The communication within the nodes of the same island
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is faster than the communication across multiple islands. The
strong scaling efficiency in Table 4 is calculated, keeping the
run with the lowest number of PEs as the reference. As the
number of grid points per PE is reduced from run A to E as
shown in Table 5, the nested runs show slightly better effi-
ciency than the non-nested runs. The average time per step
of the nested grid is 3 times higher than the non-nested setup
for run A, but the factor decreases to about 2.5 for run E. This
improvement is possibly due to reduction in waiting time be-
tween the FG and CG as the number of grid points per PE
decreases.

3.4 Practical considerations

In this paragraph we summarize some guidelines for using
this nesting approach. In PALM, the user has the choice to
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Figure 9. Spectra of SGS turbulent kinetic energy (e) (a, ¢) and vertical velocity (w) (b, d). At z/z; = 0.47 (a, b) and at z/z; =0.11 (c, d),

k; is the horizontal wavenumber.

select between Wicker—Skamarock (Wicker and Skamarock,
2002) and Piacsek—Williams (Piacsek and Williams, 1970)
for the advection scheme. Similarly, for solving the Pois-
son equation for the pressure, the user can choose between
the FFT or multi-grid-based solver. During the develop-
ment and the validation of the two-way nesting, only the
Wicker—Skamarock advection scheme and FFT-based pres-
sure solvers were tested. The two-way nesting supports
only periodic boundary conditions in the horizontal for both
CG and FG, and therefore an FFT-based pressure solver is
an appropriate choice. However, to be able to use multi-
grid solvers, e.g., in nonperiodic horizontal boundary con-
ditions, modifications to the two-way nesting algorithm will
be needed. The large-scale forcing feature in PALM is found
to be compatible with the nesting algorithm without fur-
ther modifications. Other features like canopy parameteriza-
tion, radiation models and land surface models have not been
tested.

Our implementation of the vertical nesting allows only in-
teger nesting ratios in all directions. The height of the nested

www.geosci-model-dev.net/12/2523/2019/

domain has a direct influence on the accuracy of the two-
way nesting algorithm. Based on our trials (not shown) we
recommend that the FG covers at least 12 grid levels of the
CG. For better computational performance we recommend
that the number of grid points per PE in the CG is kept at
only 40 % to 80 % of the FG value. The reduced work load
of the CG is expected to minimize the waiting time of the
FG during the concurrent time advancement by the quicker
CG pressure solver step. However, the actual improvement in
performance will depend on the memory available, processor
speed and the inter-node communication architecture of the
computing cluster, and the optimal load balancing can only
be found through trials. Furthermore, the choice of the do-
main size is often restricted by the topology of the processor
decomposition. In a 2-D decomposition, the number of grid
points along the x direction should be an integer multiple of
the number of PEs along x and similarly for the y direction.
This condition has to be individually satisfied for the CG and
the FG. Though our nesting technique makes resolving the
surface layer resolution down to 0.5 m for a moderately large
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Figure 10. The nested simulations show close to linear scalabil-
ity. A non-nested domain with same number of grid points as the
FG is plotted to benchmark the scalability of the standard version
of PALM on the same machine. The difference between the blue
and the red line is approximately equal to the additional computa-
tional time needed by the nesting routines. The simulations were
performed on SuperMUC at the Leibniz Supercomputing Centre.
Each node has 32 GB of main memory and two Sandy Bridge pro-
cessors with 2.7 GHz; each processor has eight cores (Anastopoulos
etal., 2013).

domain computationally feasible, care should be taken to en-
sure the validity of such LES. In PALM, the height of the
first grid point should be at the least twice greater than the
local surface-roughness parameter. This technical restriction
is common to all models that employ MOST and ensures the
proper evaluation of the logarithm needed in the calculation
of u*. Furthermore, Basu and Lacser (2017) recently recom-
mended that MOST boundary conditions should be adapted
for very high resolution LES, where the first grid point is
smaller than 2-5 times the height of the roughness elements.

4 Summary

We presented a two-way grid nesting technique that enables
high-resolution LES of the surface layer. In our concurrently
parallel algorithm, the two grids with different resolution
overlap in the region close to the surface. The grids are cou-
pled, i.e the interpolation of the boundary conditions and the
feedback to the parent grid are performed, at every sub-step
of the Runge—Kutta time integration. The anterpolation of the
TKE involves the Germano identity to ensure the conserva-
tion of total kinetic energy. The exchange of data between the
two grids is achieved by MPI communication routines, and
the communication is optimized by derived data types. Re-
sults of the convective boundary layer simulation show that
grid nesting improves the vertical profiles of variance and
the fluxes in the surface layer. In particular, the profiles of
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the vertical temperature flux are improved. The current ver-
tical nesting only works with periodic boundary conditions
and with the same horizontal extent in both the domains. The
nested simulation needs 4 times less computational time than
a full high-resolution simulation for comparable accuracy in
the surface layer. The scalability of the algorithm on up to
14976 CPUs is demonstrated.

Code availability. The Parallelized Large-eddy simulation Model
(PALM) is developed and maintained by the PALM group, Insti-
tute of Meteorology and Climatology, Leibniz University Hannover
(Raasch and Schroter, 2001; Maronga et al., 2015). The code is
distributed under the GNU General Public License. The code (re-
vision 2712) is available at https://palm.muk.uni-hannover.de/trac/
browser/palm?rev=2712 (last access: 24 June 2019).
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Abstract

The imbalance between the measured available energy and the sum of the turbulent fluxes lead to the energy balance
closure problem. In spite of several experimental and modelling studies, the reasons for the lack of closure are not
fully understood, particularly, in a heterogeneous terrain. The LITFASS-2003 campaign in Northeastern Germany
was designed to develop and to assess different area-averaging strategies of the surface fluxes over a heterogeneous
land surface. The micrometeorological measurements of the campaign were targeted at local fluxes over different
types of land surface that are essential to study the energy balance closure problem for a complex land surface
where the secondary circulations induced by surface heterogeneity are suspected to influence the surface energy
budget imbalance. To assess the influence of the secondary circulations we perform large-eddy simulations of a 5.4
X 5.4 km? sub-region of the LITFASS area with a flat topography and composed mainly of agricultural land. The
boundary conditions for the simulation domain is derived from the experimental data collected on 30 May 2003. To
capture the spatial variation of the fluxes, the surface fluxes of latent and sensible heat flux in the simulated domain
are prescribed by composite fluxes derived from multiple surface flux stations operated during the experiment. A
grid resolution of 1 m in the vertical and 2 m in the horizontal directions up to 72 m from the ground is achieved by
employing an LES-within-LES model. A total of five realizations of the domain is performed to calculate ensemble
averages to separate the heterogeneity effect from the turbulence fluctuations and the 30-minute time averaging
ensures more representative statistics. We find the underestimation to be systematic and to increase with height. At
a typical eddy covariance tower height of 10 m, we find the dispersive flux represents up to 5% of the prescribed
surface fluxes, which partially explains the imbalance in the field measurements.

Keywords: Convective boundary layer, Dispersive flux, Energy balance closure, Large-eddy simulation, Secondary
circulation
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1 Introduction

Several experimental studies on the biosphere-atmosphere exchange show that the surface energy balance is not
closed at most measurement sites (WILSON et al., 2002; ONCLEY et al., 2007; FRANSSEN et al., 2010), i.e. the
sum of the net radiation and the ground heat flux is not equal to the sum of the sensible and latent heat fluxes.
Many reasons for this energy balance closure (EBC) problem are found in the literature, including instrumental
errors, data processing errors and the lack of canopy heat storage terms. MAUDER et al. (2020) review the many
potential reasons for surface energy imbalance and discuss the challenges associated with measuring the turbulent
fluxes. More and more evidence points to the inability of single tower measurements to capture the sub-mesoscale
transport, where turbulent fluxes are systematically underestimated in the presence of secondary circulations. There
is sufficient evidence to show that the horizontal flux divergence and the advection terms are not negligible in many
cases (MODEROW et al., 2006; DE ROO and MAUDER, 2018; WANNER et al., 2022; AKINLABI et al., 2022;
ZHOU et al., 2023). A single tower measurement cannot capture the fluxes originating from a spatial covariation,
so-called dispersive fluxes (RAUPACH and SHAW, 1982), therefore a spatially-resolving multi-tower analysis needs
to be performed to include the energy associated with dispersive fluxes induced by secondary circulations, which
manifest locally as horizontal flux divergence and advection terms, e.g2. ENGELMANN and BERNHOFER (2016),
MAUDER et al. (2008) and MARGAIRAZ et al. (2020).

The flow in the Atmospheric Boundary Layer (ABL) is generally turbulent. Therefore, high-frequency (> 10Hz)
measurements are necessary to capture this transport and analysis based on localized measurements rely on the
validity of Taylor’s frozen turbulence assumption to quantify vertical fluxes (TAYLOR, 1938). However, in the
presence of secondary circulations, which are a very common phenomenon during unstable stratification, this
assumption is violated as these circulations are not propagated by the mean wind (MAHRT, 1998). A convenient
computational technique to study the spatial variability of turbulence in the ABL, is large-eddy simulation (LES).
LES resolves the turbulence above a grid-dependent cutoff scale, below which the turbulence becomes more
generic and can be (statistically) predicted by simpler models (MASON, 1989). By this approach, the computational
resources needed are reduced in comparison to direct numerical simulations, while an accurate representation of
the turbulence above the cutoff scale can be achieved.

KANDA et al. (2004) were among the first to employ LES to study the EBC problem. Based on the virtual tower
measurements in the dry simulation they showed that a single tower measurements systematically underestimate the
turbulent fluxes. They use the term "turbulent organized structure" and described the local advection effects associ-
ated with this kind of secondary circulations that are not captured by single tower measurements. Interestingly, they
noted that weak thermal surface inhomogeneity in surface heating may lead to an improved closure, while stronger
inhomogeneity leads to a poorer closure. The LES study of STEINFELD et al. (2007) further emphasized the need
for spatially distributed measurements to overcome the limitations of single eddy-covariance tower measurements.
They found the imbalance to be smaller than 5% for observation heights < 20 m, and then increasing with height.
However, the imbalance is often significantly higher for near-surface field measurements and can exceed 30%. Ac-
cording to INAGAKI et al. (2006), inhomogeneity in surface heating weakens turbulent organized structures (TOS)
due to formation of thermally-induced mesoscale circulations (TMC) and at higher wind speeds, TOS are advected
at sufficient speeds to maintain the validity of ergodicity assumption, which leads to a better EBC. HUANG et al.
(2008) found a set of non-dimensional functions to describe the dependence of flux imbalance on u, /w, and z/z;,
where u,, w, and z; are friction velocity, convective velocity and boundary layer height, respectively. They also
investigated the effect of secondary circulations on the CO2 flux besides the fluxes of sensible and latent heat.

The EBC problem has also been investigated by dedicated experiments, the first one being the EBEX-2000
field campaign conducted in Central California (ONCLEY et al., 2007). This experiment was designed to quantify
local advection amongst other possible explanations for an systematic bias in flux measurements. Hence, ten eddy-
covariance towers were deployed over an area of approximated 1km? over a cotton field, but this set-up was too
small and homogeneous to measure significant advective fluxes. Another large-scale experiment with multiple
eddy-covariance towers was the ‘Lindenberg Inhomogeneous Terrain — Fluxes between Atmosphere and Surface:
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a long-term Study’ campaign in 2003 (LITFASS-2003) in Brandenburg, Germany, around the boundary-layer test
site Falkenberg of the German Meteorological Service (DWD). A special focus of this campaign was on the effect of
surface heterogeneity on turbulent transport processes in an area of 10 km x 10 km (BEYRICH and MENGELKAMP,
20006), and hence this experiment was also well-suited to study the EBC problem (FOKEN et al., 2010).

While previous studies on other sites (e.g. EDER et al., 2015) have already given indications for the reasons
leading to a poor closure of the energy balance, using a combination of tower measurements and LES, these studies
have been limited by the resolution of typically >10 m to capture the turbulent behaviour closer to the surface.
We address this limitation with the aid of a vertically nested grid (HUQ et al., 2019) that allows us to achieve
much higher grid spacing close to the surface while still maintaining a sufficiently large domain to capture the low
frequency turbulent organized structures over this LITFASS-2003 landscape. MARONGA et al. (2014) noted that
in their simulation and in the previous studies for this area of MARONGA and RAASCH (2013) and SUHRING and
RAASCH (2013) the fluxes from the single eddy-covariance stations were erroneously used to prescribe the lower
boundary condition, which resulted in too strong surface fluxes. To overcome this issue, we use the composite fluxes
derived from multiple energy balance stations over the same vegetation type as described in BEYRICH et al. (2006).
Hence, the aim of this study is to investigate the influence of secondary circulations on the flux measurement and
the related lack of energy balance closure. To this end we conduct a high-resolution LES study for a specific day
of the LITFASS-2003 campaign by using vertical grid nesting. These simulations will be driven by the composite
fluxes derived from field measurements over all relevant land-cover types in the study area. We perform ensemble
runs to separate heterogeneity effect from the turbulence fluctuations. In addition, we employ time averaging to
achieve more representative statistics of the virtual measurements.

In the following section, the LES tool and the simulation set-up are described along the data analysis steps.
In Sect. 3 the results of the ensemble simulations are analysed both qualitatively and quantitatively. The influence
of advection and flux divergence on the energy balance closure are then discussed in Sect. 4. Our findings are
summarized along with recommendations for future analysis in Sect. 5.

2 Methods

2.1 The LES Model

The PArallelized Large-eddy simulation Model (PALM) version 4.0 is used in this study (RAASCH and SCHROTER,
2001; MARONGA et al., 2015). PALM discretises the non-hydrostatic incompressible Navier-Stokes equations in
the Boussinesq approximation using the Finite Difference Method on a staggered Arakawa C grid (ARAKAWA
and LAMB, 1977). Prognostic equations for the components of the velocity field (u#,v,w), potential temperature
(0) and humidity (g) are solved. In addition, PALM solves an equation for the sub-grid scale kinetic energy
(e). The 1.5-order sub-grid-scale turbulence model based on DEARDORFF (1980) assumes the gradient-diffusion
parametrization modified by MOENG and WYNGAARD (1988) and SAIKI et al. (2000). The scalar and momentum
advection terms are discretised by a fifth-order upwind scheme according to WICKER and SKAMAROCK (2002).
The lower boundary condition for the horizontal momentum equation is derived from Monin-Obukhov similarity
theory (MOST). The six prognostic equations are integrated in time using a third-order Runge-Kutta scheme
(WILLIAMSON, 1980).

2.2 Set-up of high resolution vertically nested LES

The LITFASS-2003 experiment area encompasses several land-use classes each having different roughness charac-
teristics and varying surface heat flux. A complete description of the experiment site and the instrumentation set-up
is available in BEYRICH and MENGELKAMP (2006). We selected a 5.4 x 5.4 km? area such that the measurement
station A4 (Maize), A5 (Triticale), A6 (Maize) and the tall tower station GM (Grass) are well within the simulation
domain since especially A6 was equipped with additional and higher quality instrumentation to measure the entire
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Table 1: Grid configuration and simulation parameters

Simulation Parameters Value

Parent domain size 54x54x22km?

Child grid vertical extent 72 m

Parent grid resolution (dx,dy,dz) 6m,6m,3m

Child grid resolution (dx,dy,dz) 2m,2m, 1l m

Surface heat flux, Hy time-varying interpolated composite fluxes following BEYRICH et al. (2006) (Fig. 1c)
Surface humidity flux, LEy time-varying interpolated composite fluxes following BEYRICH et al. (2006) (Fig. 1d)
Geostrophic wind ug=—-2m s~! (Easterly), vg=0m s7!

Roughness length depending on vegetation type from CORINE dataset (Fig. 1b)

Density, p 1.204 Kg K~!

Specific heat of air, C, 1005 J Kg~1 K~!

Latent heat of vaporization, Ly 251007 Kg*1

Simulated time 12600 s (10:30 UTC - 14:00 UTC)

Spin-up time 10800 s (13:30 UTC - 13:30 UTC)

Data capture and temporal-averaging interval ~ 1800 s (13:30 UTC - 14:00 UTC)
Number of realizations for ensemble statistics 5

energy balance. We simulate a 3.5 hours period on the 30 May 2003 around noon, the local time is UTC+1. The
chosen day was characterized by clear skies and weak Easterly geostrophic wind of 2 ms~!. The former condition
is ideal to avoid spatial variability in the incoming radiation and the weaker wind is still computationally feasible
as higher wind speeds need smaller time steps. Considering the Easterly winds, the virtual towers are positioned at
the Western side of the domain. The different land-use classes and the tower locations are shown in Fig. 1. The high
resolution at the surface is made possible by vertical grid nesting, where a child grid at fine resolution sits within
a parent grid at a coarser resolution. The coarse grid parent domain extends vertically up to 2212 m, the vertical
resolution is kept constant at 3 m up to a height of 2000 m and thereafter the grid is stretched by a factor of 1.01.
The vertical extent of the fine grid child domain is 72 m, the vertical grid resolution is kept constant at 1 m. The
horizontal grid resolution of the coarse grid and the fine grid are 6 m and 2 m,respectively. This corresponds to a
grid nesting ratio of 3 in both horizontal and vertical directions. The total number of grid points in the parent and
child grid are 583.2 x 10°® and 486.72 x 10°, respectively. Such large number of grid points demanded a total 2592
CPUs for one simulation. One simulation needed approximately 1 million core hours. The simulation parameters
and grid configuration are listed in Table 1. I

Periodic boundary conditions can be applied in the lateral dimensions as the horizontal extent of the parent
and the child grid are identical. This allows the Poisson equation for pressure to be solved with a computationally
efficient Fast Fourier Transform algorithm. The velocity at the bottom is set to Dirichlet condition corresponding to
zero vertical and horizontal velocity. The vertical velocity at the top of the parent domain is zero and the horizontal
velocity is equal to the geostrophic wind. For the scalar quantities potential temperature, humidity, turbulent kinetic
energy and pressure we apply Neumann conditions at the bottom and at the top. The top boundary conditions for
the child grid are interpolated from the parent grid (HUQ et al., 2019). In the employed two-way nesting approach
the coarse grid is updated by "anterpolation" (feedback) from the fine grid after each time step.

The surface roughness for each land-use class is obtained from the Coordinated Information on the European
Environment (CORINE) dataset, published by the European Environment Agency, modified by MARONGA and
RAASCH (2013). However, the surface roughness of the forest had to be reduced from the original 1.5 m to 0.45
m to comply with the requirements of MOST where the surface roughness cannot be more than half the vertical
grid spacing. The surface values of potential temperature, humidity, sensible heat flux and latent heat flux too vary
depending on the land-use type. The surface fluxes available at 30-minute intervals were linearly interpolated in
time during the duration of the simulation as shown in Fig. 1. A variable time step was allowed up to a spin-up phase
of 3 hours where PALM computes a time step such that the Courant-Friedrichs-Lewy (CFL) condition is satisfied
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Figure 1: The vegetation classification derived from the CORINE dataset for the simulated area with the position of the virtual towers
corresponding to the in-situ measurement towers indicated by labels A6, A4, GM and A5 (a) and surface roughness (b). The interpolated
time series of composite fluxes of sensible (c) and latent (d) heat fluxes at the surface on 30 May 2003; the shaded portion indicates the
period simulated in this study. Barley and Triticale are grouped together in composite flux calculation, however, the surface roughness of

the two vegetation are not identical.

in both the grids. In the last 30 minutes of the simulation a conservative fixed time step of 0.05 s is prescribed.
To perform ensemble analysis we repeat the simulation by adding an initial perturbation that is controlled by a
random seed. The influence of numerical round-off errors on the ensemble statistics is prevented by compiling the
model code with appropriate floating point operation flags to ensure that the simulation remains deterministic for
the prescribed random seed. The five realizations of the domain are referred to as LIT-A, LIT-B, LIT-C, LIT-D and
LIT-E in the following sections.

2.3 Data Post-Processing and Analysis

The energy balance ratio (EBR) represents the amount of simulated turbulent flux to the prescribed surface flux. In
equation 2.1, w, 6 and g are vertical velocity, potential temperature and humidity, respectively. The first term in the
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numerator is the measured sensible heat flux and the second term is the latent heat flux. In the denominator, Hy and
Ly represent the surface sensible and latent heat fluxes, respectively,

p-Cp W& +p L We

EBR = ;
Hy+ LEy

2.1

where p, C;, and L, are air density, specific heat of air and latent heat of vaporization, respectively. Since time-
averaged turbulent flux was not a standard output in PALM 4.0, an user code was employed to calculate the total
flux at each time step and only the time-averaged total flux is written at the end of each simulation. The term w”8”
represents the sub-grid scale flux and the overbar denotes time-averaging.

wl=w-0+nw"0". (2.2)

The sensible heat flux can then be calculated from the total flux, w and 0 as

we =wl—w-0. (2.3)

The dispersive sensible flux (Hyjs,) can then be computed as,

(W 07) = ((w—(w)) - (6—(8))): (2.4)

where the angle brackets indicate horizontal spatial mean and the asterisk indicates deviation from the spatial
mean. Similarly, the vertical latent heat fluxes and dispersive latent heat fluxes ( LE;;),) are calculated by replacing
6 with specific humidity, ¢ in Egs. 2.3 and 2.4. The ensemble fluxes are computed as arithmetic mean of the member
runs (Egs. 2.5 and 2.6) and the kinematic vertical fluxes are convert to dynamic fluxes,

QA A—
Hens =p-Cp- Y we', (2.5)
i=1

1Y
LE,s;=p-L,- N Zw’q’i. (2.6)
i=1

The ensemble EBR (Eq. 2.7) too is computed as arithmetic mean since the 30-min averaged surface flux in the
denominator of equation 2.1 is identical in all the runs.

1 N
EBR,,s = N Y EBR,. 2.7)
i=1

3 Results

We present a brief qualitative analysis before presenting the statistical analysis of the simulations in order to
demonstrate the plausibility of the simulations. All the results presented in this section are time averaged over the
last 30 minutes of the simulated period. All results are obtained from the nested child grid unless stated otherwise.
The vertical velocity contours of an XZ-plane cutting across the A6 site are shown in Fig. 2. There are noticeable
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Figure 2: The time-averaged vertical velocity of the XZ plane cross-section cutting across the A6 measurement site. Panels from top to
bottom correspond to realizations LIT-A, LIT-B, LIT-C, LIT-D, LIT-E and the ensemble averaged w of the five realizations, respectively.

Persistent secondary circulation are present even after temporal and ensemble averaging.

differences in the up and down drafts patterns between the multiple realizations even after time averaging. The
bottom plot indicates the presence of persistent secondary circulations that do not disappear even after ensemble
averaging.

The velocity vector plotted at a height of 10 m and coloured by the velocity magnitude in Fig. 3 (a) shows
the vectors are predominantly oriented in the direction of the mean wind but with noticeable areas of convergence
and divergence. Particularly, in the northern section of the domain we observe convergence zone characterized by
low velocity magnitude that is typical of a roll like structure. A similar convergence zone is also noticeable in the
region close to the A6 towers. The magnitude of vorticity visualized in Fig. 3 (b) is high in the regions with high
surface roughness. This is more noticeable in the north-east corner of the domain where the high vorticity can be
interpreted as forest edge-effect.
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Figure 3: The time-averaged three-dimensional velocity vector of a horizontal slice at 10 m height coloured by the velocity magnitude
(a). The convergence zone characterized by low velocity magnitude, in the northern section, is typical of a roll like structure. The vorticity
magnitude (b) visualized at the same slice; higher magnitudes are observed at areas with higher surface roughness. Both (a) and (b) are

parent grid output of one realization — LIT-C.

The sensible heat flux, latent heat flux and energy balance ratio at a height of 10 m are shown in Fig. 4 for an
arbitrary realization LIT-C and for the ensemble of all realizations. The sensible and latent heat flux at the horizontal
slice show the surface heterogeneity has an influence on the turbulent fluxes at 10 m height for both LIT-C and the
ensemble fluxes. The ensemble EBR clearly shows areas of over and under closure. Particularly, the edge effects of
different land-use classes are more pronounced. On the contrary, the realization LIT-C in Fig. 4(c) shows no obvious
pattern though some areas of overclosure, underclosure and regions of ideal closure are distributed throughout the
horizontal slice. As annotated in Fig. 4 (f) the horizontally averaged EBR of the ensemble domain at 10 m is 0.97.
Interestingly, the horizontally averaged EBR of LIT-C and the ensemble remains the same even as the observed
pattern is considerably different.

The spatial variability of the fluxes and the energy balance ratio are visualized with the help of Probability
Density Function (PDF) of the ensemble in Fig.5. The PDF for different levels show that the vertical fluxes
decreases with height and the median lies below one in all cases. The EBR PDFs have similar shape as those for the
sensible heat flux. The tails of PDFs to the left indicate that the underclosure is systematic with strong dependence
on the height. Whereas the tail on the right show that the overclosure is not systematic and not dependent on the
height. However, the tails of the latent heat flux PDFs show dependence with height both above and below one.

Dispersive fluxes, which represent the vertical transport by secondary circulations, normalized by the surface
flux (Fig. 6 ) indicate that both Hy;s, and LE,;, increase with height for all ensemble members. However, the
increase of LEy;q, is stronger than that of Hy;,, and stays stronger over longer vertical distance. But such increase
with height is not observed in the humidity profile (data not shown). The slope of the time-averaged humidity
profile was found to be similar to the potential temperature profile.

The ensemble-averaged vertical profiles of sensible and latent heat flux at A6, A4, GM and A5 sites are shown
in Fig. 7 (a,b,c and d) and the vertical profiles of EBR are shown in 7 (e.f,g and h), respectively. The results of the
bottom 5 m of the simulation are not shown as MOST dominates in the first few grid points. At all sites sensible
heat flux is greater than the latent heat flux. The turbulent flux profile at the A6 feature considerable differences
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Figure 4: Time-averaged sensible heat flux, latent heat flux and EBR at a height of 10 m; for one realization LIT-C (top) and for the ensemble

average of realizations (bottom). Areas of under- and overestimation near the edge of land-use classes are pronounced in ensemble EBR (f).

30 1o i +0 m '
2.5 © \ a2 /:/:P:'\\ o5 l'? : ;g 2 |
1.2 e 3.0 L s
g \ R Wl 59 m
%1 5 H 0.8 /[ o \ 2.0 / i \\\
£ Lo oS N
0s N7/ 0 /g/ i \&
0'00.0 0.5 1.0 1.5 2.0 0'00‘0 0.5 : l1:.0 1.5 2.0 0'00‘0 0.5 : E.o 1.5 2.0
Normalized sensible heat flux Normalized latent heat flux EBR

Figure 5: Probability density function at different height levels describing the horizontal variability of the ensemble-averaged sensible heat

flux (a) and latent heat flux (b), normalized by the respective surface flux. The probability density function of the ensemble-averaged EBR

is shown in (c). The median (dashed lines) is below one in all cases. The left tail and peak of PDF (c) shows underestimation is systematic

with dependence on height.

compared to GM even though both sites are only a few meters apart. These differences are also noticeable in the
EBR, while A6 has a slight overclosure, underclosure dominates above 20 m at the GM site.
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Figure 6: Dispersive sensible (a) and latent (b) heat fluxes normalized by surface fluxes. Both Hy;s), and LE g, increase with height for all

realizations but LEy;s, shows stronger increase with height.

4 Discussion

It is pertinent to discuss the general limitations of the large-eddy simulations before interpreting the results. The
primary limitations arises at the lower boundary where MOST is widely used in all atmospheric models including
majority of the LES models. A detailed discussion on the applicability and limitation of MOST can be found in
FOKEN (2006), BASU and LACSER (2017), MARONGA et al. (2020) and STIPERSKI and CALAF (2023). Since the
turbulence in the near-wall region is parametrised we avoid discussing the results in lowest grid levels. We focus our
discussion at 10 m, a typical measurement height of the EC towers. The second limitation in LES studies is the grid
resolution while the vertical resolution is crucial the aspect ratio should also not be compromised. Previous LES
studies on Energy Balance Closure have been restricted by the vertical grid resolution preventing the visualization
of the structures near the surface layer (DE ROO et al., 2018). Our simulation with 1 m and 2 m resolution in the
vertical and horizontal directions, respectively, makes it computationally feasible without compromising on low
aspect ratio that is ideally needed by the isotropic subgrid model. The vector field in Fig. 3 (a) qualitatively shows
the turbulence structures resolved at 10 m made possible by increased resolution. The peak boundary layer height
(Z;) observed in our simulation is 1250 m. This is lower than the 1800 m Z; observed by MARONGA and RAASCH
(2013) for same time of the day. The lower Z; in our simulation could be partially due to the use of composite fluxes
which are not as strong as the tower fluxes used by MARONGA and RAASCH (2013).

Another limitation often overlooked is the need for multiple realizations of the simulation domain. The spread
of the ensemble member noticeable in Fig. 6 is a clear indication that one realization of the domain is not
sufficient. Ensemble statistics calculated from multiple realizations provide better confidence. While higher number
of realizations provide better statistics we have to acknowledge the computational resource limitations in achieving
ideal statistics. Furthermore, in Fig. 2 we see the structures formed by the updrafts and downdrafts extending down
to the surface layer even after 30-min averaging in all runs. The structures are also noticeable even in the ensemble
contour supporting the prevalent hypothesis of the secondary circulation as the cause of the energy balance closure
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Figure 7: Time-averaged and ensemble-averaged vertical profile of turbulent heat fluxes (top) and EBR (bottom); from left to right for sites
A6 (Maize), A4 (Maize), GM (Grass) and A5 (Triticale). In all cases, H is greater than LE. There are noticeable differences between A6

and GM even though the virtual towers are only a few meters apart.

problem as the single-tower EC systems cannot capture these persistent circulations. The spatial plots of sensible
and latent heat fluxes at a height of 10 m, in Fig. 4a and Fig. 4b, shows that the fluxes correlate with the surface
heterogeneity even at this height. This is in accordance with MARONGA and RAASCH (2013) were they investigated
the influence of the blending height for the same day as in this study. The pattern of the fluxes still appears noisy;
this is because the turbulent fluctuations that superimpose the mean fluxes have not vanished even after 30-min time
averaging. In comparison, the fluxes of Fig. 4d and Fig. 4e are less noisy as the ensemble averaging has removed
some of the fluctuations that still remained after time averaging. The effect of the ensemble average is evident in
Fig. 4f where the EBR clearly shows the edge-effects in the areas where there is change in surface heterogeneity.

In Fig. 6, the calculated dispersive fluxes at 10 m height account for 2% and 5% of the sensible and latent
heat flux at the surface, respectively. None of the previously conducted LES studies on the EBC problem found
any significant underestimation at that height due to their limited grid resolution. Nevertheless, this range is still
much smaller than the imbalance of the actual field measurements. This discrepancy could either mean that the grid
resolution of our simulation is still not sufficient or that the imbalance from the field measurements has also other
reasons than transport by secondary circulations, e.g. neglected storage terms (heat or biochemical), instrumental
biases, mismatch of flux footprints etc. , which can alter the magnitude of the energy balance residual. Additionally,
LES using prescribed fluxes, as in this study, cannot capture the feedback between secondary circulation and the
surface temperature via convergence and divergence zones. A coupled land-surface model should be employed to
include such second-order effects. In most of our virtual tower measurements, the imbalance increases with height,
which is in accordance with previous studies and with our understanding of the underlying process of secondary
circulations that weaken in intensity towards the ground.

Regarding the partitioning of the residual, DE R0O et al. (2018) found larger underestimation of sensible heat
flux than the latent heat flux in the surface layer in an idealized simulation of homogeneous terrain. While we
are unable to fully explain the reason for higher dispersive flux of latent heat, we suspect that entrainment of
dry air could be a factor causing a different response to secondary circulations in comparison to the transport of
sensible heat. The studies of MARONGA and RAASCH (2013) and UHLENBROCK et al. (2004) also found a greater
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contribution of the mesoscale fluxes to the latent heat flux for the same LITFASS-2003 experiment. EDER et al.
(2014) report equal partitioning of the mesoscale energy transport between the sensible and the latent hear flux for
heterogeneous landscape in Canada. Therefore, it seems that this behaviour depends on the specific distribution of
land-cover types and perhaps also on the meteorological conditions.

5 Conclusions

We presented a high-resolution LES designed and analysed to study energy balance closure in a heterogeneous
farmland-dominated landscape. We chose the LITFASS-2003 experiment to conduct these simulations because
of the wealth of observations and LES studies previously conducted for the same study area. This allows us to
compare our results with a consolidated set of different kinds of data. We isolated heterogeneity effects from the
turbulence fluctuations by calculating ensemble averages. Consistent with some previous studies we found evidence
to support secondary circulations to be a significant cause of the lack of closure observed in field campaigns, as
the associated vertical transport cannot be measured by EC towers. In contrast to previously published studies,
we have investigated the effect of these circulations on virtual EC measurements with an unprecedented vertical
resolution of 1 m in the vertical and 2 m in the horizontal direction, which allows for more a realistic representation
of characteristic features of the turbulent flow near the surface.

The calculated ensemble of the dispersive fluxes show that this otherwise often neglected vertical transport
increases with height and at a height of 10 m they account for up to 5% of the prescribed surface fluxes of sensible
and latent heat. While this is an evidence of energy that cannot be measured by approaches assuming Taylor’s
frozen hypothesis, such as single-tower EC, the magnitude of this systematic bias is still low compared to the total
imbalance at many sites, which is on the order of 15% on average (FOKEN et al., 2010; STOY et al., 2013). We also
found evidence to support the notion that the underclosure occurs more frequently than overclosure with a strong
dependence on the height. The underclosure increases to a value of up to 15% for a height of 60 m.

Future studies designed to study the energy balance closure problem should aim to achieve even higher
resolution to fully understand the full contribution of the dispersive fluxes to the imbalance. A land-surface
model should be employed at the lower boundary condition to allow for potential feedbacks between secondary
circulations and surface fluxes. It is also essential to consider the other terms like storage and local advection that
are not included in our analysis. A control volume approach, as used by DE ROO and MAUDER (2018) and EDER
et al. (2015), may provide more insight on the energy partitioning. Lastly, flux footprint analyses may lead to a
better comparison of the virtual measurements with the turbulence measured in the field.
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