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We demonstrate that existing gravitational wave data from LIGO already places constraints on
well motivated Pati-Salam models that allow the Standard Model to be embedded within grand
unified theories. For the first time in these models we also constrain the parameter space by requiring
that the phase transition completes, with the resulting constraint being competitive with the limits
from LIGO data. Both constraints are complementary to the LHC constraints and can exclude
scenarios that are much heavier than can be probed in colliders. Finally we show that results from
future LIGO runs, and the planned Einstein telescope, will substantially increase the limits we place
on the parameter space.

The observation of Gravitational Waves (GWs) by
the LIGO observatory has opened a new window to ex-
plore the dynamics of the early Universe [1–4]. This
is because GWs produced in the early universe may
be detectable by current terrestrial interferometers such
as LIGO/VIRGO [5], KAGRA [6] or pulsar timing ar-
rays [7–10], or future ground-based or satellite missions,
such as LISA [11], the Einstein Telescope [12, 13] and
others [14–16]. The observation, or lack thereof, of such
GWs will contribute to the exploration of beyond the
Standard Model (BSM) theories, by probing high ener-
gies so far unreachable by other experiments, such as
colliders.

GWs produced by the collision of bubbles in phase
transitions (PTs) [17, 18] have been the focus of much
recent research by the community (see e.g. Ref. [19] and
references within), such as new physics contributions to
the electroweak (EW) phase transition [20–22]. These
transitions, however, do not typically produce GWs in
the right frequency range for LIGO/VIRGO. Rather they
can be explored by future space based missions, such
as LISA. Grand Unified Theories (GUTs) are amongst
the best motivated and most notable BSM theories that
undergo phase transitions capable of producing GWs.
GUTs predict a plethora of new states and phase transi-
tions in the intermediate energies between the EW scale
and some unification scale MGUT ∼ 1016 GeV, which
produce a rich phenomenology for searches at particle
physics experiments, astrophysical, and cosmological ob-
servatories [23, 24]. As the resulting GW frequency scales
with the typical energy of the PT, these intermediate
scales in GUTs can predict GWs at a wide range of fre-
quencies. Therefore, GWs can be used to probe the high-
energetic PTs predicted by GUTs and thus impose strong
constraints on various models of unification.

The candidate GUT with the best properties to pro-
duce visible GWs at LIGO/VIRGO is the family of Pati-
Salam (PS) models [25]. These PS models derive from
a fully unified model at high energies (SO(10), E6, etc),

but can exist at a lower energy compatible with the fre-
quency range of LIGO, as they can easily avoid contribu-
tions to the decay of nucleons. GW spectra from GUT
PTs have been studied in PS models [26, 27], and the
low-energy child of PS, the left-right symmetric model
(LRSM) [28, 29]. These studies focused on the visibil-
ity of the predicted GW spectra at future observatories,
such as the Einstein Telescope or the Cosmic Explorer.
To the best of our knowledge, no previous study of PS
models (or any GUT-inspired model for that matter) has
focused on the predictions for existing programs such as
LIGO/VIRGO, which we do here [30]. In this work we
demonstrate this using a rigorous analysis of the phase
transition in a PS model. This includes using two-loop
renormalisation group equations (RGEs) and one-loop
thresholds to extract model parameters. Furthermore,
we account for recently identified effects from the finite
duration of the gravitational wave source. Lastly we care-
fully handle the strongly supercooled phase transitions
that lead to the strongest signals in our results.

We show that LIGO/VIRGO data can already place
constraints on models within the PS family. We explic-
itly demonstrate this by constructing a specific exam-
ple that gives rise to strong first order phase transitions
and placing limits from the LIGO/VIRGO data on the
parameter space of this model. We additionally show,
for the first time in this class of models, that impos-
ing a new constraint requiring the phase transition com-
pletes [31, 32] has a substantial impact on the allowed
parameter space. This competes with the limit we obtain
from GW observatories. We find that, in some regions
of parameter space, which constraint is stronger depends
on the precise treatment of the gravitational wave spec-
trum and resolving between them requires improvements
in the understanding and precision of the gravitational
wave spectra. Therefore we conclude that existing data
is already sensitive to new physics from well motivated
GUTs, but to fully realise the impact of this data, im-
provements in the theoretical predictions are necessary.
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Finally we also show that future runs of LIGO/VIRGO
and future gravitational wave experiments will substan-
tially extend the parameter space that can be probed in
these models.

In this letter we begin by describing the details of
the phase transition in the chosen PS model, includ-
ing the specific field content that allows for a phase
transition at the right frequency range for LIGO, and
the methodolgy to compute the properties of the phase
transition. We then show the gravitational wave pre-
dictions in our model, highlighting those regions al-
ready excluded by current LIGO/VIRGO O3 results and
those that will be probed or falsified in the O5 run of
LIGO/VIRGO/KAGRA. Finally, we summarise our find-
ings and discuss future applications. In this paper we
focus on maximising the visibility of the GW signals at
LIGO. For a more thorough study of the model and its
prediction for future missions, we refer the reader to the
follow-up paper [33].

Strong phase transition of the Pati-Salam model. PS
models enhance the gauge group of the Standard Model
(SM) to its PS supergroup GPS = SU(4)c × SU(2)L ×
SU(2)R [25]. We assume that GPS spontaneously breaks
into the LRSM GLR = SU(3)c × SU(2)L × SU(2)R ×
U(1)B−L [34–36], which in turn breaks down to the SM
gauge group GSM. To motivate gauge coupling unification
we also embed the model into an SO(10) GUT [37] result-
ing in the symmetry breaking chain SO(10) → GPS →
GLR → GSM. The presence of SU(4) color in GPS allows
quarks and leptons to be unified into the same represen-
tation. Within each generation, the fermions of the SM
are grouped into either ΨL = {4,2,1} or ΨR = {4,1,2∗}
based on chirality. This grouping requires the existence
of a right handed neutrino which facilitates the seesaw
mechanism [38, 39].

To achieve the proposed symmetry breaking chain the
minimal set of scalar fields at the PS scale is Φ =
{1,2,2}, ∆R = {10,1,3}, and Ξ = {15,1,1}, which
are responsible for the breaking of GSM, GLR, and GPS

respectively. Note that since Ξ is in the adjoint repre-
sentation of SU(4) we can take it to be real, while the
rest of the scalars are complex. In addition to ∆R we
also include ∆L = {10,3,1} to facilitate the generation
of neutrino masses via type II seesaw. Lastly we include
ΩR = {15,1,3} to explicitly break D-parity. This allows
the SU(2) gauge couplings, gL and gR, to run with dif-
ferent slopes, making it easier to achieve unification with
low PS scales. Following symmetry breaking of GPS the
remaining light fields make up the minimal LRSM.

To constrain the gauge coupling at the PS scale we use
RGEs to run the gauge couplings from their values at the
mass scale of the Z boson MZ , to unification at the GUT
scale MGUT. For this purpose we use PyR@te 3 [40] to
compute the β-functions for the gauge couplings at two-
loop, and the Yukawa couplings at one-loop, including
threshold corrections [41–44] at both the left-right (MLR)

and PS (MPS) scales (see Fig. 1). We find that couplings
of order O(0.1) are optimal for maximising the visibil-
ity of GWs and for this choice the threshold corrections
end up being quite small. While we remain agnostic to
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FIG. 1. Gauge coupling running with renormalisation scale µ
in the Pati-Salam model.

the details of the SO(10) completion, GUT scale thresh-
old corrections could significantly relax the constraint of
exact unification. To this end we allow for partial unifi-
cation, optimistically favouring situations that result in
the lowest PS scale, since these are best for detectable
GW signals.
In addition to constraining the model using RGEs, we

also employ a few experimental limits. At MLR, ATLAS
and CMS searches for SU(2)R gauge bosons place a lower
limit on the mass of WR of around 5 TeV [45, 46]. A
similar bound could be placed on the ZR mass, but WR

tends to be the lightest and hence most constrained. In
principle we could also constrain the model from GUT
mediated proton decay, but the LHC constraints already
constrain MLR such that MGUT is high enough to avoid
any limits [47].
The PS phase transition is triggered when the fif-

teenth component of Ξ, which we denote as ϕ = Ξ15,
acquires a vacuum expectation value (VEV), breaking
SU(4). While in principle there are other fields present
that could also acquire a VEV during the transition (i.e.
a multistep transition) we assume that this is not the
case. As such the effective potential depends only on
ϕ. We use the one-loop, daisy-resummed, temperature
dependent effective potential

Veff(ϕ, T ) = Vtree(ϕ) + VCW(ϕ) + VT (ϕ, T ) + Vdaisy(ϕ, T ),
(1)

where Vtree = − 1
4µ

2
Ξϕ

2 + 5
48λΞϕ

4 is the tree level scalar
potential, VCW is the one-loop Coleman Weinberg cor-
rection [48], VT is the one-loop thermal correction [49],
and Vdaisy resums higher order daisy diagrams to improve
the perturbativity when ϕ2 ≪ T 2 following the Arnold-
Espinosa approach [50]. When the mass parameter µ2

Ξ is
positive the symmetry is broken at tree level. We have
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also replaced a particular combination of the quartic self-
couplings of Ξ with λΞ, reducing the parameter space
and ensuring the potential is bounded from below. We
set the renormalisation scale to the geometric mean of
the masses of all heavy particles at the PS scale [51].

Since the potential only depends on one field, trac-
ing the phase history is a relatively simple task. We
find the critical temperature directly using minimisa-
tion routines within Mathematica. For the nucleation
rate, which depends on the O(3) symmetric bounce ac-
tion [52, 53], we pass an interpolation of our potential
to BubbleProfiler [54]. We sample the bounce action
S3(T ) in the relevant temperature range and then use an
interpolation to calculate the nucleation rate

Γ(T ) ≃ T 4

(
S3(T )

2πT

) 3
2

e−S3(T )/T . (2)

We calculate the GW signal, ΩGW, from expressions
parameterised in terms of thermal parameters [55, 56].
These are α (essentially a measure of the energy released
from the transition normalised to the radiation energy
density ρR), R∗ (the average bubble separation), vw (the
bubble wall velocity), and T∗ (a reference temperature at
which all quantities are evaluated). We define α in terms
of the trace anomaly given in e.g. [57], and, assuming the
bag equation of state, express it as

α =
∆V − 1

4T
∂∆V
∂T

ρR(T )

∣∣∣∣
T=TΓ

, (3)

where ∆V = V (ϕf ) − V (ϕt) is the energy difference be-
tween the true and false vacua.

The mean bubble separation R∗ is usually estimated
from the nucleation rate by taylor expanding the bounce
action

S3(T )

T
≈ S3(T )

T

∣∣∣∣
t=t∗

−β(t− t∗)+
1

2
β2
V (t− t∗)

2+ ..., (4)

β = − d

dt

(
S3(T )

T

)
, βV =

√
d2

dt2

(
S3(T )

T

)
. (5)

Keeping only the first order term implies an exponen-
tial nucleation rate Γ ∝ eβ(t−t0) near the transition time
t0, from which a relation between β and R∗ can be ex-
tracted. However, we find that typically the GW signal
peaks above the sensitivity window of any current or pro-
posed detector, which means that to achieve detectable
signals we need some degree of supercooling. This is eas-
ily achieved in scenarios where a barrier persists at zero
temperature. In this case the nucleation temperature (if
it exists) is close to the temperature TΓ at which the
nucleation rate is maximised (corresponding to time tΓ).
Around this temperature the assumption of an exponen-
tial nucleation rate breaks down as β vanishes. Instead

we go to the next order, giving a Gaussian nucleation
rate to calculate an average bubble separation

Γ ∝ e−β2
V (t−tΓ)

2/2, R∗ ≃
(

βV√
2πΓ(TΓ)

)1/3

, (6)

and taking TΓ as the reference temperature T∗ for GW
production [58–60].
We live in a universe where SU(4) is broken and, in

cases where the phase transition becomes strongly super-
cooled, there is a risk of the transition not completing.
To ensure that it does, we impose an approximate, ana-
lytic lower bound on the bubble wall velocity [31]. The
transition will complete so long as [61]

vw >
cf

N
1
3 (0)

[√(
TΓ

Teq

)4
+ 1 2F1

(
1
4 ,

1
2 ;

5
4 ;−

(
TΓ

Teq

)4)]−1

(7)
where N(0) is the total number of bubbles nucleated over
the course of the transition, Teq is the radiation-vacuum
equality temperature, 2F1 is a hypergeometric function

and cf = (−3 log(ff )/4π)
1/3

is a constant related to
the fraction of the universe remaining in the false vac-
uum, taken to be ff = 0.01 for completion. We assume
the bubble wall velocity approaches the speed of light,
vw ≃ 1 as is typical of strongly supercooled phase tran-
sitions [62]. Hence when Eq. 7 produces a lower bound
greater than one, the phase transition cannot complete.
Gravitational waves and LIGO sensitivity. The GWs

produced from the violent dynamics of first-order phase
transitions can occur due to the collision of bubbles,
sound waves or turbulence of the surrounding plasma.
Bubble collisions are only relevant in the case of run-
away bubbles [56], and thus we neglect their contribu-
tion. We therefore calculate the GW signal ΩGW, from
sound waves and turbulence, using parametric expres-
sions as functions of the thermal parameters α, R∗, vw
and TN [55, 56]. In addition to the thermal parameters,
we use fits to numerical simulations for the efficiency κsw

at which energy liberated by the transition is converted
to bulk motion in the plasma [63]. For the energy bud-
get of the turbulent component, we take the conservative
assumption of κturb ∼ 0.05κsw. Furthermore, we include
a suppression factor Υ = 1 − 1/

√
1 + 2H∗τsw, which ac-

counts for the finite lifetime of the sound wave source [64].
There is a large uncertainty in Υ coming from approxi-
mating the characteristic timescale of shock formation as
τsh ∼ R∗/U∥, where U∥ is the parallel component of the
fluid four-velocity, which we have to further approximate
as the total fluid four-velocity U [19]. We also account for
reheating, using Trh ≃ TΓ[1+α(TΓ)]

1/4 in the redshifting
of the peak frequency [60].
Current constraints from LIGO/VIRGO (LV) come

from searches in the actual O3 run data. These look for
a broken power law signal, which can be matched onto
our model, combined with a background from compact
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binary coalesences. No evidence has been found for ei-
ther source in the data, placing limits on the strength of
the GW signal. For GWs sourced from sound waves, the
relevant constraint is ΩGW(25Hz) < 5.7× 10−9 [65, 66].

To assess the detectabilty of the signal in future de-
tectors we compute the signal to noise ratio (SNR). To
isolate the signal of a stochastic gravitational wave back-
ground from uncorrelated noise, we use cross-correlated
signals in a network of detectors. The SNR, ρ, in a de-
tector network is

ρ =
√
2T

(∫ fmax

fmin

df

M∑
I=1

M∑
J>I

ΓIJ(f)S
2
h(f)

PnI(f)PnJ(f)

)1/2

. (8)

Here T is the duration of simultaneous observation, ΓIJ

is the overlap reduction function of detectors I and J ,
Sh(f) = 3H2

0ΩGW(f)/(2π2f3) is the GW power spec-
tral density, computed from ΩGW in our model, and
PnI(f) is the power spectral density in detctor I due
to noise. The sum runs over all independent pairs of de-
tectors in the network and the integral runs over the fre-
quency window in which the detectors are sensitive [67].
We consider the LIGO/VIRGO/KAGRA (LVK) network
operating at their O5 design sensitivities [68] and a pro-
posed Einstein Telescope/Cosmic Explorer (ETCE) net-
work [69, 70] both observing for one year. Conservatively,
we take the detectability threshold to be ρ > 10 [68].
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FIG. 2. SNR calculated in the LIGO/VIRGO/KAGRA net-
work operating at design sensitivity (i.e. O5 run), shown by
the color gradient, with the blue contour denoting the thresh-
old for detection (i.e. SNR> 10). The red contour is the
current exclusion limit, from the LIGO/VIRGO O3 observ-
ing run, on a background produced by sound waves. The or-
ange contour denotes the threshold for detection for the Ein-
stein Telescope/Cosmic Explorer. The black contour shows a
lower limit requiring that the phase transition completes. The
dashed black line is a combined constraint on Neff . The ma-
genta line denotes a lower limit on MLR from collider searches
for heavy gauge bosons.

Figure 2 shows the current and future constraints from

gravitational wave observatories on the parameter space
of our model, in the MLR–λΞ plane. Excitingly, the con-
straints from current LV data, shown by the region en-
closed below the red curve, can already exclude signifi-
cant parts of parameter space. The future LVK network
(O5) will have the sensitivity to either improve this con-
straint (as shown by the blue line), or detect the GW
signal produced by the phase transition in this model.
The predicted SNR for the LVK network is shown by
the color gradient and highlights how the signal strength
varies across the parameter space, increasing towards low
values of λΞ and large values of MLR where the transition
becomes more supercooled. The future sensitivity of the
ETCE network is shown by the orange line, demonstrat-
ing the significant increase in reach that is possible.

The black line represents an upper bound on the re-
gion excluded by requiring that the transition completes.
This competes with the constraint from the LV network,
and in fact provides a stronger constraint in the region
of large MLR

>∼ 106 GeV. This is because MLR sets the
VEV through the RGEs, and a larger VEV decreases the
nucleation rate. Hence a larger λΞ is required to reduce
the barrier and allow the transition to complete. The
completion condition is also stronger in a small region for
MLR ∼ 2× 104 and λΞ ∼ 0.135. However, very near the
completion limit (for small nucleation rates) the transi-
tion may complete with very few (possibly even only one)
bubbles nucleating, which goes beyond the assumptions
of current simulations, highlighting the need for simula-
tions in the strongly supercooled regime [71]. In spite
of the uncertainties, our results demonstrate that it is
crucial to include the completion criterion in analyses of
supercooled transitions, as it becomes the strongest con-
straining factor for large portions of the parameter space,
competing with and overtaking the constraints from GW
observatories.

In addition to the current and predicted signals, Fig-
ure 2 also shows (dashed black line) the region ex-
cluded by the combined constraint on ΩGW arising from
strong limits on the effective number of relativistic neu-
trino speciesNeff from the cosmic microwave background,
baryon acoustic oscillations, and the deuterium abun-
dance from big bang nucleosynthesis [72]. Evidently,
these cosmological constraints are much weaker than the
requirement that the transition completes. However,
they lie in a region of the parameter space that does not
complete (and hence would not produce a GW signal) so
they are shown just for illustrative purposes. Lastly the
region to the left of the magenta line, corresponding to
MLR

<∼ 2 × 105 GeV, is excluded by LHC searches for
WR bosons.

The region enclosed by the red, blue, black and ma-
genta lines, roughly within 0.145 <∼ λΞ

<∼ 0.15 and
2× 104 <∼ MLR

<∼ ×106 is currently the most interesting
section of our parameter space. It lies beyond the current
excluding reach of the LV O3 network, but within reach



5

of the sensitivity in the O5 run, presenting the possibil-
ity of a discovery in the near future. This possibility is
further enhanced with the future ETCE network, which
will be able to probe higher values of the coupling up to
λΞ ∼ 0.16 (the orange line).

It is worth noting that the predicted GW signal, and
thus the SNR shown here, is extremely sensitive to the
value of λΞ. As λΞ decreases the VEV grows and so does
the barrier at zero temperature. This serves to decrease
the nucleation rate, increasing R∗ and therefore produces
a stronger signal. However, the nucleation rate cannot
be made arbitrarily small, otherwise once vacuum dom-
ination sets in, the transition will not complete. As it
turns out, the GW signal only becomes strong enough to
be detectable, in current and future observatories, quite
close to the parameter space region where the transition
does not complete. Therefore we have focused on the re-
gion where the signal is detectable and places a stronger
limit than completion, roughly 0.13 <∼ λΞ

<∼ 0.165. This
is not the case for the other model parameter MLR,
on which the dependence of the GW signal is weaker,
and therefore the range shown in Figure 2 is chosen as
3 × 103 GeV <∼ MLR

<∼ 3 × 106 GeV, in order to focus
on the region where gravitational wave observations will
beat limits set by the LHC on the lower end and comple-
tion on the high end.

Figure 2 shows clearly the complementarity between
gravitational wave observatories and collider searches, as
the most interesting region lies close to the boundary
where LHC searches for gauge bosons are relevant. Note
that the LHC constraints are merely indicative, as they
are computed approximately using MWR

∼ vR ∼ MLR,
where vR is the VEV of the remnant of ∆R in the LRSM.
These constraints can be weakened by shifting parame-
ters orthogonal to those in Figure 2, which will have little
to no effect on the GW signal. Hence, we choose to dis-
play the worst case scenario, where the constraints from
colliders are relevant in the region of interest. Further
complementary probes can be extracted from the neu-
trino sector of the model, such as neutrino masses and
lepton flavour violation, which both depend on the scale
MLR. However, these also depend strongly on additional
parameters and thus are less important than the collider
searches shown.

Conclusions and Outlook. Gravitational waves pro-
vide a new and unique way to probe physics at high
energies that are not accessible via collider searches.
In this work we have shown for the first time that
LIGO/VIRGO data is already sensitive to some regions
of the parameters space in well motivated models con-
nected to grand unification. We have also applied a
new constraint, checking that the phase transition com-
pletes, which has never been applied to this class of
models before. We have shown that this constraint also
has a big impact on the allowed parameter space, com-
peting with the constraint from LIGO/VIRGO data.

We found that at higher left-right masses (MLR
>∼

106 GeV) the completion criteria is more constraining
than the LIGO/VIRGO data, while for most of the
mass range below this the LIGO/VIRGO data gives the
strongest constraint. Finally we demonstrated that fu-
ture LIGO/VIRGO/KAGRA constraints are expected to
be significantly stronger, and that the proposed Einstein
Telescope/Cosmic Explorer will be able to extend this
substantially, providing the strongest limit on models
with left-right scales from just above the LHC limit up
to very heavy scales of O(106GeV). Therefore we have
really entered the exciting era where GW experiments
are placing constraints on well motivated grand unified
theories and can provide information about high scale
physics that is inaccessible to colliders.
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