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Abstract
A comparative analysis is undertaken to explore the impact of various roughness character-
ization methods as input variables on the performance of data-driven predictive models for 
estimating the roughness equivalent sand-grain size k

s
 . The first type of model, denoted as 

ENN
PS

 , incorporates the roughness height probability density function (p.d.f.) and power 
spectrum (PS), while the second type of model, ENN

PA
 , utilizes a finite set of 17 rough-

ness statistical parameters as input variables. Furthermore, a simplified parameter-based 
model, denoted as ENN

PAM
 , is considered, which features only 6 input roughness param-

eters. The models are trained based on identical databases and evaluated using roughness 
samples similar to the training databases as well as an external testing database based on 
literature. While the predictions based on p.d.f. and PS achieves a stable error level of 
around 10% among all considered testing samples, a notable deterioration in performance 
is observed for the parameter-based models for the external testing database, indicating a 
lower extrapolating capability to diverse roughness types. Finally, the sensitivity analysis 
on different types of roughness confirms an effective identification of distinct roughness 
effects by ENN

PAM
 , which is not observed for ENN

PA
 . We hypothesize that the successful 

training of ENN
PAM

 is attributed to the enhanced training efficiency linked to the lower 
input dimensionality.

Keywords Turbulence · Roughness · Machine learning

1 Introduction

Hydraulically rough surfaces encountered in engineering applications can arise from a 
multitude of degradation events, such as erosion, fouling, and ice accretion. It is widely 
reported that rough surfaces with different morphological properties can lead to a distinc-
tion of their hydrodynamic properties to different extents. Accurate prediction of the skin 
friction exerted by roughness holds crucial economic implications for realistic applica-
tions  (Chung et  al. 2021). However, the intricate nature of the roughness effect presents 
challenges in achieving this prediction task. The seminal experiment by Nikuradse (1933) 
on hydraulic pipes roughened with uniform sand grain roughness reveals a correspondence 
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between the roughness skin friction coefficient and the roughness size. In numerous real-
world applications, however, characterizing an arbitrary irregular roughness with a single 
physical size is not feasible due to the intricate interaction of the turbulent flow with the 
roughness structures. To address this problem, the equivalent sand grain size ks is intro-
duced. It is important to note that ks is not a physical length scale of the roughness, but 
rather a hydraulic property associated with the surface. This property represents the size 
of the uniform sand grain roughness that produces equivalent skin friction coefficient as 
the interested rough surface in the fully rough regime, where the skin friction coefficient 
depends solely on the roughness topography but is independent of the Reynolds number. 
The ks value is determined from the roughness function ΔU+—representing the downward 
shift in the logarithmic region of the inner-scaled mean velocity profile in the fully-rough 
regime—using the asymptotic function:

Here � is the von Kármán constant and B is the smooth-wall log-law intercept  (Jiménez 
2004).

The determination of the equivalent sand grain size ks is well recognized to be influ-
enced by the intricate interplay of various flow phenomena, such as flow separation and 
impingement on roughness protrusions along the roughness profile. In response to the com-
plexities associated with these effects, researchers have proposed a set of statistical param-
eters with the goal of effectively capturing the roughness impact from different aspects. 
Among these parameters, notable examples include the effective surface slope ES (Napoli 
et al. 2008), the third and forth central moment of the roughness height probability density 
function (p.d.f.)—skewness and kurtosis—denoted as Sk and Ku, respectively (Flack and 
Schultz 2010; Busse and Jelly 2023), and the correlation length LCorr of roughness surface 
geometry (Thakkar et al. 2017). These roughness parameters are frequently incorporated 
in the literature for formulating empirical correlations. Recently, Yang et  al. (2023) suc-
cessfully replicated skin friction over realistic roughness by generating artificial roughness 
surrogates with corresponding p.d.f. and PS, demonstrating that the roughness p.d.f. and 
PS inherently encapsulate sufficient information for determination of surface drag. Conse-
quently, it is suggested that this representation of roughness can serve as model input for 
achieving accurate predictions of drag.

In recent years, driven by a growing interest in the application of machine learning tech-
niques, researchers have increasingly employed diverse data-driven methodologies to esti-
mate drag penalties in the context of surface roughness. This has led to the emergence of 
models with considerably larger input dimensions compared to the conventional correla-
tions. Jouybari et al. (2021) provide a comprehensive survey of commonly utilized rough-
ness parameters and leveraged a multi-layer perceptron (MLP) model to recover ks from 
these parameters. In their model, 17 inputs, encompassing roughness parameters as well as 
their products, are incorporated. Their model, employing an extended set of input variables, 
exhibits enhanced predictive capabilities in comparison to conventional empirical correla-
tions. The potential of this type of model is further unfolded by Lee et al. (2022) whose 
investigation elucidated that the utilization of transfer learning can markedly enhance 
model performance by leveraging knowledge derived from the aforementioned empiri-
cal correlations. This is particularly useful in scenarios where training samples are scarce. 
More recently, an MLP model developed by Yang et al. (2023), employs roughness p.d.f. 
and PS as model inputs, which can be considered as a higher order statistical representation 

(1)ΔU+ =
1

�
ln(k+

s
) + B − 8.5 .
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of roughness. Incorporating the PS of roughness topography can particularly capture the 
multi-scale nature of naturally occurring roughness. In this study, a model interpretation 
method revealed that very large-scale roughness structures have a negligible influence 
on the resulting drag. As an alternative approach to predict drag, Sanhueza et al. (2023) 
employ Convolutional Neural Networks (CNN) on raw roughness maps to predict surface 
drag and heat transfer, providing local predictions of drag and heat transfer over rough-
ness patches. While the latter two roughness characterization methods (p.d.f + PS and raw 
roughness map) are able to resolve more intricate features, leading to more accurate predic-
tions, it is imperative to acknowledge that obtaining these representations are considerably 
more challenging in comparison to acquiring the single-valued statistical parameters from 
realistic rough surfaces. This difficulty may constrain the industrial deployment of these 
models compared to the empirical symbolic regression or data-driven models that employ 
statistical parameters. Moreover, roughness parameters inherently reflect human-under-
standable roughness properties from various perspectives. Data-driven models constructed 
based on these parameters hold significant potential of developing explainable white-box 
models, aligning with the current trend in research known as Explainable Artificial Intel-
ligence (XAI). Hence, in light of the preceding discussions, the utilization of a predictive 
model should account for a comprehensive consideration of various factors.

The present study undertakes an evaluation of the performance of different types of sta-
tistical information as the input to the data-driven models. Specifically, we compare MLP 
models based on p.d.f. and PS and models utilizing roughness parameters. The first type of 
model, denoted as NNPS , is designed to predict ks with roughness p.d.f. and PS as model 
input. For the second type of models, denoted as NNPA , we adopt the same 17 roughness 
parameters as proposed by Jouybari et al. (2021) as input variables. Additionally, a simpli-
fied version of the NNPA model, labeled as NNPAM , is included in the comparison, char-
acterized by a reduced set of only 6 input parameters. Subsequently, these NN models are 
used to form the ensemble models, which involves combining the predictions of 50 NNs 
of the same type following the description in (Yang et al. 2023). A detailed description of 
these ensemble models, denoted as ENN, is provided in Sect.  2.3. The training database, 
comprising synthetic roughness samples, is generated using a mathematical method. This 
method relies on the random prescription of p.d.f. and PS to emulate a wide range of natu-
rally occurring irregular roughness (Yang et al. 2023). To fully realize the potential of each 
model, Bayesian optimization (BO) is applied to optimize the hyperparameters of each 
model. Subsequently, a comparison of model performance is conducted across all consid-
ered models. Finally, a sensitivity analysis is performed on the parameter-based models, 
namely ENNPA and ENNPAM , to elucidate their distinct performance.

2  Methodology

2.1  Direct Numerical Simulation

DNS is employed to solve the turbulent flow over rough surfaces in a closed channel 
driven by constant pressure gradient (CPG). The DNS is performed with a pseudo-spec-
tral Navier–Stokes solver SIMSON (Chevalier et al. 2007). Periodic boundary conditions 
are applied in the streamwise and spanwise directions of the channel, while the upper and 
lower walls are covered by the roughness structures with no-slip boundary condition on 
their surface. The roughness representation in the fluid domain is based on the immersed 
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boundary method (IBM) following Goldstein et  al.  (1993). The solved Navier–Stokes 
equation writes

where u = (u, v,w)⊺ is the velocity vector and Px is the mean pressure gradient in the flow 
direction added as a constant and uniform source term to the momentum equation to drive 
the flow. Moreover, p, �

�
 , � , � and fIBM denote pressure fluctuation, streamwise unit vec-

tor, density, kinematic viscosity and external body force term due to IBM, respectively. 
Periodic boundary conditions are applied in the streamwise and spanwise directions. The 
friction Reynolds number is defined as Re� = u� (H − kmd)∕� , where u� =

√
�w∕� and 

�w = −Px(H − kmd) are the friction velocity and the wall shear stress, respectively. H and 
kmd are half channel height and the mean (melt-down) roughness height measured from the 
lowest point of roughness, respectively. In the present work, all simulations are performed 
at Re� = 800 . To address the unfavourable computational demands associated with DNS, 
the concept of minimal channels (Chung et al. 2015) is employed for calculating the ks val-
ues of the rough surfaces. The effectiveness of minimal channel DNS in analyzing irregular 
roughness and achieving stable predictions of ks is examined in the preceding study (Yang 
et al. 2022). Therefore, the ks values attained through minimal channel DNS in the present 
work are regarded as the high-fidelity ground truths.

2.2  Roughness Database

The roughness topographies are generated using a mathematical algorithm proposed 
by Pérez-Ràfols and Almqvist (2019). This generation method offers flexibility in creating 
roughness profiles with predetermined p.d.f. and PS, while maintaining the random and 
stochastic nature of the irregular roughness. Utilizing this generation method, a total of 85 
artificial roughness samples with significantly diverse configurations of p.d.f. and PS are 
generated for the training database. The ks values of the roughness samples are obtained 
through DNS. All the roughness samples in the database yield k+

s
> 50 , which are regarded 

to be located in the fully rough regime (Jouybari et al. 2021; Yang et al. 2023). It is note-
worthy that the current criteria of k+

s
> 50 is slightly smaller than the commonly used 

threshold of k+
s
> 70 (Nikuradse 1933; Flack and Schultz 2010). The current value is delib-

erately chosen as a trade-off of various factors, such as the total computational cost and the 
number of tested samples. It should be mentioned that only eight out of the 85 training data 
are located in the range of 50 < k+

s
< 70 . Despite the potential uncertainty in measuring 

the values of ks of these samples with the present threshold, the inclusion of these samples 
has been found to improve the performance of the model (Yang et al. 2023). This improve-
ment is attributed to the fact that the topographical features embedded in these eight sam-
ples are considered informative to the training of the model. Bearing this in mind, the 
current threshold of k+

s
> 50 is selected to seek similarity to the reference (Jouybari et al. 

2021; Yang et al. 2023). Furthermore, a testing database Tinter is constructed, consisting of 
20 roughness samples that undergo the identical procedure for generation and evaluation. It 
is worth mentioning that due to the absence of a naturally defined surface plane in rough-
ness, various definitions of the offset of the virtual wall d, also referred to as zero-plane 
displacement, have been proposed in the extensive literature. In the present database, d is 

(2)∇ ⋅ u = 0 ,

(3)
�u

�t
+ ∇ ⋅ (uu) = −

1

�
∇p + �∇2

u −
1

�
Px�� + fIBM,
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defined as the position where the roughness drag force applies Jackson (1981). However, a 
different choice of virtual wall position can affect the predicted rough-wall shear stress �w 
and thus the resulting ks value Chan-Braun et al. (2011). Therefore, it is crucial to consider 
the different definition of d as a possible source of uncertainty in the training data. In addi-
tion to the testing database comprising surfaces generated using the aforementioned algo-
rithm, an external testing database denoted as Text,1 is formed with five realistic roughness 
samples sourced from diverse technical applications, including ice accretion (Velandia and 
Bansmer 2019), deposits in internal combustion engines (Forooghi et al. 2018), and grid-
blasted surfaces (Thakkar et al. 2017). Furthermore, the second external testing database, 
labeled Text,2 , incorporates 15 irregular rough surfaces generated in the study by Jouybari 
et  al. (2021). In this database, numerous roughness samples are generated by randomly 
placing ellipsoidal elements of varying sizes and orientations on a smooth wall, resulting 
in morphologies distinct from the roughness type employed for model training. The joint 
distribution of the three most frequently studied roughness parameters—Sk, ESx , and Ku—
is presented in the lower-left and upper-right corners of Fig. 1a for the training and testing 
databases, respectively. The diagonal of the figure displays histograms representing the dis-
tribution of each parameter. The histograms for each database are stacked on top of each 
other. Figure 1b depicts the distributions of ks values, normalized by the 99% p.d.f. confi-
dence interval k99 , across the aforementioned datasets against the investigated roughness 
parameters.

2.3  Machine Learning Models

As described earlier, the present study compares machine learning models based on two 
distinct roughness characterization methods. The working principles of the models are dis-
played in Fig. 2. The input layer of NNPS (left) receives each 30 values from the discre-
tized p.d.f. and PS profiles each. The input is augmented with three additional parameters 
to account for roughness scaling, namely the peak-to-trough height kt , and the largest and 
smallest roughness wavelengths �0∕1 . These parameters correspond to the boundaries of 
the probability density function (p.d.f.) and power spectrum (PS), respectively. In total, 
63 quantities (30+30+3) are transferred to the NNPS model  (Yang et  al. 2023). On the 
other hand, NNPA incorporates a set of 17 roughness parameters along with their prod-
uct as model input as described in (Jouybari et al. 2021). As demonstrated in the follow-
ing results, a deterioration in the model performance is achieved for NNPA . The sensitiv-
ity analysis reveals that the model complexity, stemming from the high dimensionality of 
the input vector, results in inaccurate model responses. Having this in mind, a simplified 
model NNPAM is developed in the present work. The roughness parameters incorporated by 
NNPAM are highlighted by green squares in the right panel of Fig. 2. Notably, all the param-
eter dot products are excluded in NNPAM . Additionally, the omission of incx,z is motivated 
by the fact that these parameters in the current training database are consistently zero. Con-
sequently, NNPAM incorporates only 6 roughness parameters from the 17 input variables of 
NNPA.

The three models are constructed in the fashion of fully connected MLP. L2 regu-
larization is applied to the loss function to mitigate over-fitting. In the figure, the non-
dimensionalization of the ks value is performed with respect to the reference length 
scale kref . To maintain consistency between the input and output of each model, the 
choice of kref aligns with the non-dimensionalization procedure applied to the input 
quantities. Consequently, k99 is utilized as kref for NNPS while Ra is employed for 
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NNPA and NNPAM . The non-dimensionalized ks values are denoted as k∗
s
= ks∕kref . The 

architectures of each model type are individually determined through BO. The techni-
cal details of BO are provided in the subsequent section. Following the framework 
described by Yang et al. (2023), ensemble prediction technique is applied for each type 
of models: the ENN models are formed by training 50 NNs members with identical 
BO-optimized architecture but different combination of training and validation data 
samples. In the end, The final prediction of the ensemble model is the arithmetic aver-
aged predictions among the 50 NN members. These ensemble models, depending on 
the type of their NN members, are referred to as ENNPS = {NNPS,1, NNPS,2, ..., NNPS,50} , 
ENNPA = {NNPA,1, NNPA,2, ..., NNPA,50} or ENNPAM = {NNPAM,1, NNPAM,2, ..., NNPAM,50}.

Fig. 1  a Distribution of the roughness parameters in each database separately shown for training data 
(lower left) and testing data (upper right), Ku is defined as the forth central moment of the roughness height 
p.d.f. b Distribution of of k

s
 against investigated roughness parameters
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2.4  Bayesian Optimization of Hyperparameters

MLP models, like other types of neural networks, are distinguished by their layered struc-
ture consisting of a large amount interconnected neurons. The architecture of an MLP model, 
including the number of neurons in each layer, and the choice of activation functions, as well 
as training parameters such as the learning rate and L2 regularization, are critical hyperparam-
eters that must be carefully selected/optimized prior to training the model. The tuning of these 
hyperparameters is pivotal for realizing the full potential of the model. Nevertheless, the mul-
titude of potential hyperparameter combinations poses challenges in determining the optimal 
configuration for each model.

The optimization task for the hyperparameters is formulated as:

where H = (H1,H2, ...,Hp) represents the set of p > 0 hyperparameters that are to be 
designed. The objective function f denotes the mean absolute percentage error (MAPE) 
of the trained model in validation set. In the present work, f is calculated by averaging the 
MAPE values in the fashion of 10-fold validation. In traditional approaches, such as ran-
dom optimization or grid search optimization, the tuning of hyperparameters is typically 
performed without considering the knowledge gained from previous trials. As a result, 
these methods are often considered inefficient. In this study, Bayesian optimization (BO) 
is utilized to overcome these limitations and efficiently explore the admissible space of H . 
This is done by intelligently exploring the hyperparameter configurations based on past 
evaluations, leading to faster convergence towards the optimal solution. The Bayesian opti-
mization is based on Bayes’ Theorem:

The data set X consists of the collection of n observed hyperparameters along with their 
corresponding f values, denoted as X = {H1, f1,H2, f2, ...,Hn, fn} . P(f |X) is the posterior 

(4)�opt = argminf (H) ,

(5)P(f |X) = (P(X|f )P(f ))∕P(X) .

/k990kt/k99 /k991

ks/kref

NNPS NNPA

Sk Ku Por ESx ESz Incx

|Incz| krms/Ra ESx x ESz ESx x Sk ESx x Ku ESz x Sk

ESz x Ku Sk x Ku ESx
2ESz

2 Sk2

NNPAM

Feature extraction Feature extraction

Input layer Input layer

Forward propagation Forward propagation

Model output

Fig. 2  Schematic illustration of the prediction process of considered models. Left: NNPS ; right: NNPA and 
NNPAM . The different input roughness features incorporated in NNPA and NNPAM are marked with circles 
and squares, respectively. The specific architectures of each model are documented in Table  1. Here R

a
 is 

the averaged absolute deviation of roughness from k
md

 . Por denotes porosity (the fraction of fluid volume to 
the entire volume under roughness crest height k

c
 ). Incx,z = tan−1{Sk(�k∕�x, z)∕2} are the inclinations in x 

and z directions, respectively
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probability or probabilistic surrogate model within the framework of Bayesian optimiza-
tion, P(X|f ) , P(f) and P(X) are likelihood, prior probability for f and X respectively. The 
BO process can be summarized as follows: 

(1) Initiating BO by randomly testing 10 combinations of hyperparameters and calculate 
their corresponding f values to form the initial data set X;

(2) Constructing surrogate function P(f |X) using Gaussian process regression (GPR) based 
on known data set X;

(3) Choosing global best hyperparameters Hbest of the surrogate function according to 
a acquisition function, which is randomly selected from lower confidence boundary 
(LCB), expected improvement (EI) and probability of improvement (PI) for each BO 
iteration (Hoffman et al. 2011);

(4) Calculating f (�best) and augmenting data set X by Hbest , return to step 1.

A total of 60 iterations of BO are performed for each type of model. The optimized hyper-
parameters, denoted as Hopt , are determined by selecting the data point that yields the 
minimum value of the objective function f (Hopt) among the 60 iterations. The considered 
hyperparameters as well as their admissible ranges are summarized in the Table 1.

3  Results

3.1  Hyperparameters

The evolution of the objective function f during the BO processes are displayed in the 
Fig.  3. As can be seen, after 10 random searching steps, the newly queried f values are 
mostly maintained in a relatively low level, indicating the efficiency of the BO framework 
in nominating competitive hyperparameter combinations. The respective minimum f val-
ues for NNPS , NNPA as well as NNPAM are marked with open squares in the figure with 
corresponding color. The optimized hyperparameters for each model type are summa-
rized in Table 1. Substantial differences in model architectures may stem from variations 
in processing different types of input quantities as well as from the difficulty of mapping 
the input quantities to the objective values. Additionally, the markedly higher number of 
trainable weights required by the optimized NNPA underscores the necessity for increased 

Table 1  Summary of considered 
hyperparameters during BO 
process as well as the finally 
selected hyperparameters for 
NN

PS
 and NN

PA

Here N
i
 indicates the number of neurons in i-th hidden layer

Hyperparameter Range NN
PS

NN
PA

NN
PAM

N
1

1-256 71 177 256
N
2

1-256 43 252 51
N
3

1-256 215 19 19
Activation function Sigmoid, 

linear, relu, 
leaky relu

Relu Leaky 
relu

Relu

Learning rate 0.0001−0.1 0.005 0.037 0.05
L2 regularization 0.0001−0.1 0.002 0.1 0.0001
Trainable weights – 1.7 × 10

4
5.3 × 10

4
1.5 × 10

4
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complexity in recovering predictions from the provided inputs. This observation may sug-
gest the challenge of recovering surface drag given the high dimensionality of the input 
variables. In clear contrast, the number of trainable weights for NNPAM is considerably 
smaller. This implies that the modified model necessitates lower model complexity for drag 
prediction due to the diminished dimensionality of the selected input parameters.

3.2  Final Model Performance

The final ensemble models ENNPS , ENNPA and ENNPAM are built with the respective 
optimized architectures as documented in Table 1. These models are tested with the test-
ing data sets Tinter , Text,1 and Text,2 . The averaged percentage prediction errors Err within 
each testing set are displayed in the Fig. 4. Acceptable performance is achieved by all the 
considered models in Tinter . While ENNPS achieves an averaged percentage error of 9.2%, 
ENNPAM exhibits similar performance of 8.6%. The full-sized ENNPA model, though fea-
tured with the highest model complexity, achieves the highest averaged error of 13.0%. 
Interestingly, while the full-sized ENNPA is expected to exhibit performance at least in line 
with ENNPAM since they share the same subset of input parameters, its actual performance 
noticeably differs from which of the simplified counterpart. This could be attributed to the 
diminished training efficiency of ENNPA due to the increased input dimensionality.

As illustrated in Fig. 1, the training database adequately spans the parameter domain of 
the external testing data ( Text,1&2 ) in relation to the observed roughness parameters. Conse-
quently, it was expected that the parameter-based models perform similarly for the internal 

Fig. 3  History of BO objective 
function f. The BO selected mod-
els are marked by open square 
marks. The gray background 
indicates random search of BO 
process corresponding to step 0
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100
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f
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Fig. 4  Comparison of the MAPE 
for all the models in different 
testing data sets
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and external test data-sets, as long as the utilized parameters contain adequate information 
about roughness. However, the results in Fig.  4 show that the performance of ENNPA and 
ENNPAM deteriorate significantly in these testing databases, exhibiting errors higher than 
30%. This deterioration in model performance is most likely due to the dissimilarity of the 
external samples. This can be an indication that rough surfaces with identical values of 
such parameters but different generation natures may not have same ks values. In contrast, 
ENNPS achieves a more consistent performance with an average error of around 10%— 
despite the underlying dissimilarities in the testing databases. The remarkable generaliz-
ability of ENNPS aligns with the fact that roughness p.d.f. and PS provide a more compre-
hensive representation of topographical features at various length scales compared to the 
roughness parameters.

In summary, despite the relatively limited generalizability of the both models based on 
the statistical roughness parameters, it is evident that a similar performance can be achieved 
by these models within Tinter . This signifies the potential of the parameter-based models in 
interpolating predictions while lack in the capability of extrapolating their performance to 
diverse roughness topographies. However, the aforementioned advantages of the charac-
terization method utilizing p.d.f. and PS are accompanied with inherent drawbacks com-
pared to conventional single-valued parameters, particularly in terms of their accessibility. 
As well understood, converged statistics is one of the essential prerequisites for accurately 
reflecting the topographical features of roughness. To attain a statistically converged sin-
gle-valued roughness parameter, the evaluation of a substantial area of roughness samples 
is necessitated. Similarly, achieving a converged height p.d.f. necessitates calculating of 
numerous converged frequencies of height within a number of finite small height intervals 
(bins) along the height p.d.f. axis, i.e. k∕kt ∈ [0, 1] . It is crucial to recognize that these 
discrete p.d.f. statistics, unlike the independent parameters utilized in the parameter-based 
models, are correlated. Consequently, a larger testing section is necessary to obtain a con-
verged p.d.f. profile. On the other hand, the challenge in measuring PS across a range of 
wavenumbers critical for drag prediction lies in the necessity of exploring a sufficiently 
large area of the roughness sample with a reasonably fine resolution. These practical chal-
lenges are concretely reflected in  [?], where laboratory experiment results of sandpaper 
roughness are reproduced by DNS on an artificial surrogate for sandpaper roughness gener-
ated based on its p.d.f. and PS. The difficulties in obtaining accurate p.d.f. and PS from a 
realistic sandpaper stem from issues such as light reflection in white-light interferometry 
measurements, slow convergence of p.d.f. in perthometer measurement and limited accu-
racy of PS measurement in 3-D photogrammetry measurements. In conclusion, the utiliza-
tion of a combination of measurement techniques may be essential for general application 
scenarios when employing p.d.f. and PS characterization in reality. Therefore, it is essential 
to appreciate the significant convenience of acquiring the single-valued parameters in a 
practical sense and to take this aspect into account when selecting suitable type of models.

3.3  Zonal Sensitivity Analysis

As previously discussed, the acquirement of single-valued roughness parameters in real-
istic applications is easier compared to their p.d.f. and PS. For the sake of simplicity, the 
single-valued roughness statistical parameters are referred to as roughness parameters in 
the following. Furthermore, the practical utility and convenience of these parameter-based 
models present a compelling rationale for continuing the study of this type of model. The 
model evaluation in the previous section reveals different performances between the two 



Flow, Turbulence and Combustion 

1 3

parameter-based models. Additionally, the distinct model architectures—as indicated in 
Table 1—suggest variations in the underlying perceptron processes for mapping roughness 
information into their predictions. A detailed investigation of these differences thus allows 
to gain insights into the physics of roughness. To this end, the following content focuses 
on the investigation of the present parameter-based models, i.e. ENNPA and ENNPAM , by 
means of sensitivity analysis. The sensitivity analysis methodology aims to assess the sig-
nificance of individual input quantities by calculating the Jacobian matrix of the NN output 
k∗
s
 with respect to the input variables, which writes

where Sj is the sensitivity of the input element Ij , the subscript j represents the j-th com-
ponent of the input vector I. k∗

s,i
 is the predicted k∗

s
 value by the i-th model member. As is 

illustrated by the equation, sensitivity analysis requires concrete sample points for calcu-
lating the Jacobian matrix. In order to include as large the parameter space as possible, 
roughness topographies in the repository U compromising 4200 roughness topographies 
is utilized. The symbol 

⟨
⋅
⟩
 represents the averaging operation over different sample points. 

The derivative �k∗
s,i
∕�Ij is calculated using an automatic differentiation method. Subse-

quently the sensitivity scores are normalized though S∗
j
= Sj∕

∑
k Sk . It is worth noting that 

the roughness geometries in the repository, which are used for this sensitivity analysis, are 
generated similarly to the training and internal testing data. This choice is motivated by the 
fact that all models perform consistently for Tinter.

As reported in the literature, the impact of roughness in distinct morphological regimes 
may demonstrate varying correlations with roughness parameters (Napoli et al. 2008; Flack 
et al. 2020). For instance, a significant transition in roughness effect, marked by ES≈ 0.35 , 
delineates the transition in the dominating drag contribution effect from friction drag to 
form (pressure) drag (Schultz and Flack 2009). Additionally, variations in the drag mecha-
nisms are reflected by Sk, where positive, zero, and negative Sk values exhibit distinct drag 
exertion mechanisms (Jelly and Busse 2018). To explore these phenomena jointly leverag-
ing the present data-driven perspective, sensitivity analysis is conducted for ENNPA and 
ENNPAM across different ranges of roughness parameters, controlled by the values of ESx 
and Sk. This approach facilitates an individual examination of the models’ responses to 
roughness in wavy conditions (ESx < 0.35 ) and rough regimes (ESx ≥ 0.35 ), grouped by 
the sign of Sk. In this classification, roughness samples are categorized based on their Sk 
values into three regions, namely positive ( Sk ≥ 0.1 ), negative ( Sk ≤ −0.1 ) and near Gauss-
ian ( −0.1 < Sk < 0.1 ). The selection of the threshold value, 0.1, is arbitrary and is chosen 
to encompass a reasonable number of samples in the near Gaussian region. Consequently, 
the sensitivity analysis in the present work is performed separately for six different zones 
(2 ESx zones × 3 Sk zones) in the parameter space, distinguished based on the values of ESx 
and Sk, hence referred to as zonal. It is, however, crucial to acknowledge that the currently 
proposed parameter criteria for distinguishing different types of roughness stem from the 
known transition of the roughness behavior based on these parameters (Schultz and Flack 
2009; Jelly and Busse 2018). Obviously, a finer division of the parameter regions based on 
more parameters can provide a better illustration of the physics of roughness skin friction, 
especially when extending the analysis to a broader range of roughness types. The explora-
tion of the criteria for classifying similarly behaved roughness based on various parameters 
can be crucial for developing roughness predictive models, which is called in the future 
investigations.

(6)Sj =
1

50

50∑

i=1

⟨|||||

�k∗
s,i

�Ij

|||||

⟩
.
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The result of zonal sensitivity analysis for ENNPA is illustrated in Table 2. The sensitiv-
ity analysis outcomes for further ranges of roughness in the database display notable simi-
larities. As can be observed from the figure, the current model identifies only half of the 

considered roughness parameters as the influential inputs, while the remaining half of the 
roughness parameters demonstrate nearly negligible sensitivity to the prediction. Wherein, 
markedly high importance is attributed to the input variable Sk × Ku across different zones 
of the database. This peculiar behavior may stem from the reduced training efficiency 
attributed to the enhanced complexity of the model arising from the high dimensionality of 
the input. Consequently, a diminished performance of the model within Tinter is observed.

Table 2  Zonal sensitivity analysis of model ENN
PA

Wavy roughness 
ES

x
< 0.35

Steep roughness 
ES

x
≥ 0.35

Sk ≥ 0.1

0.0 0.1 0.2 0.3 0.4 0.5 0.6

|Incz|Incx
krms
Por

ESz2
ESx2

ESxESz
ESz
ESx

ESxSk
ESzSk

Sk
Sk2

ESzKu
ESxKu

Ku
SkKu

0.0 0.1 0.2 0.3 0.4 0.5 0.6

|Incz|Incx
krms
Por
ESx
ESz

ESz2
ESx2

ESxESz
ESxSk
ESzSk

Sk
ESzKu
ESxKu

Sk2
Ku

SkKu

0.1 > Sk > −0.1

0.0 0.1 0.2 0.3 0.4 0.5 0.6

|Incz|Incx
krms
Por

ESz2
ESx2

ESxESz
ESx
ESz
Sk

ESzSk
ESxSk
ESzKu

Sk2
ESxKu

Ku
SkKu

0.0 0.1 0.2 0.3 0.4 0.5 0.6

|Incz|Incx
krms
Por

ESz2
ESx2

ESxESz
ESx
ESz
Sk

ESxSk
ESzSk
ESzKu
ESxKu

Sk2
Ku

SkKu

−0.1 ≥ Sk

0.0 0.1 0.2 0.3 0.4 0.5 0.6

|Incz|Incx
krms
Por

ESz2
ESx2

ESxESz
ESx
ESz
Sk

ESxSk
ESzSk
ESzKu

Sk2
ESxKu

Ku
SkKu

S∗
0.0 0.1 0.2 0.3 0.4 0.5 0.6

Incx
|Incz|
krms
Por

ESz2
ESx2

ESxESz
ESx
ESz
Sk

ESxSk
ESzSk
ESzKu
ESxKu

Sk2
Ku

SkKu

S∗
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Table 3 presents zonal sensitivity analysis results for ENNPAM , offering insightful indi-
cations regarding the different impact of roughness across different roughness types. It is 
evident that, for roughness with ESx < 0.35 , higher sensitivity in the prediction is associ-
ated with the ESx,z values. However, the significance of ES in this region diminishes with 
increasing Sk values. A plausible interpretation of this behavior is that positively skewed 
roughness corresponds to peak-dominant roughness, and the ES in the waviness regime 
directly influences the contribution of form drag (pressure drag) downstream of rough-
ness peaks (Schultz and Flack 2009). In contrast, the near-Gaussian and negatively skewed 
roughness contains an increasing portion of the wall structures in the form of pits, which 
are prone to generate stable vortices inside the vacancy and thus result in less pressure 
drag. It is worth mention that the comparable sensitivity of ESx and ESz may arise from 
the inherent constraint of the current isotropic roughness training database. It is antic-
ipated that, with the inclusion of anisotropic surfaces, the model’s response to ESx and 
ESz could differ (Busse and Jelly 2020; Jelly et al. 2022). In contrast, for the roughness in 
rough regime, i.e. ESx ≥ 0.35 , the sensitivity of the model to ES is ranked as the last. This 
aligns with findings in the literature (Schultz and Flack 2009; Napoli et al. 2008), where it 
is reported that the contribution of pressure drag saturates with increasing ES within this 
range of values. As a consequence, the roughness effect exhibit lowest sensitivity to ES for 
the negatively skewed steep roughness. Furthermore, the variation of effect of roughness 
properties against the evolution of Sk values can be observed. A discernible decrease in 

sensitivity as Sk increases can be observed from the figures. This saturation effect of Sk is 
in line with literature (Busse and Jelly 2023). As a result, steep roughness with negative 
skewness exhibits the highest sensitivity to Sk, whereas positively skewed wavy roughness 
attains the lowest sensitivity ranking. These sensible model responses across different data-
base divisions may be a crucial factor contributing to its outstanding performance in Tinter . 

Table 3  Zonal sensitivity analysis of model ENN
PAM

Wavy roughness 
ES

x
< 0.35

Steep roughness 
ES

x
≥ 0.35

Sk ≥ 0.1

0 0.1 0.2 0.3 0.4
krms

Por
Sk
Ku
ESz
ESx

0 0.1 0.2 0.3 0.4
ESz
ESx
krms

Por
Sk
Ku

0.1 > Sk > −0.1

0 0.1 0.2 0.3 0.4
Por

krms

Ku
Sk

ESz
ESx

0 0.1 0.2 0.3 0.4
ESz
ESx
krms

Por
Ku
Sk

−0.1 ≥ Sk

0 0.1 0.2 0.3 0.4
Por

krms

Ku
Sk

ESz
ESx

S∗
0 0.1 0.2 0.3 0.4

ESz
ESx
krms

Por
Ku
Sk

S∗
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The successful training of this model can be ascribed to its lower complexity and reduced 
dimensionality of the input, facilitating efficient training with the current limited training 
data sets.

In conclusion, the zonal sensitivity analysis reveals that the full-sized ENNPA demon-
strates similar behavior across the observed database, with sensitivity concentrated on a 
few input variabales. This observation suggests a potential insufficiency of training samples 
for such a complex model. In contrast, the simplified model, ENNPAM , exhibit physically 
explainable model response in different zones, attributed to improved training efficiency 
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resulting from reduced model complexity. However, it is possible that furnishing the full-
sized model ENNPA with an ideally comprehensive training database may enable the model 
to potentially achieve a physical response. However, given the constraints of the current 
limited database, which is in close alignment with the challenges in this field of research, 
the preceding discussion carries significant practical implications for dealing with the 
scarcity of roughness data. The present analyses under the constraint of limited available 
data size, suggest the potential for accurate drag predictions on specific types of roughness 
using low-complexity models trained on similar roughness samples.

4  Conclusions

Three types of ensemble neural network (ENN) models, each employing a distinct repre-
sentation of roughness as input variables, are trained based on the same database to predict 
the roughness equivalent sand grain size ks . The first model ( ENNPS ) utilizes the p.d.f. and 
PS of the roughness height distribution as input. The second model ( ENNPA ) incorporates 
a finite set of roughness statistical parameters as well as their products adopted from the 
work by Jouybari et al. (2021). Moreover, a simplified model, ENNPAM , is developed using 
a subset of 6 roughness parameters carefully chosen from the input variables of ENNPA . 
This selection involves excluding dot products and constant roughness features. The ENN 
models are regarded as the ensembles of each 50 neural network(NN) members, namely 
ENNPS = {NNPS,1, NNPS,2, ..., NNPS,50} , ENNPA = {NNPA,1, NNPA,2, ..., NNPA,50} and 
ENNPAM = {NNPAM,1, NNPAM,2, ..., NNPAM,50} , respectively. The final predictions of these 
ENNs are obtained through arithmetic averaging of the predictions of their NN members 
that are based on same input variables. The NN members within the same type of ENN 
share identical hyperparameters. The hyperparameters of each type of the NN member are 
individually optimized with Bayesian optimization (BO). In the comparison of the opti-
mized NN member architectures, it is evident that the ENNPA model requires higher com-
plexity—reflected by the total number of trainable parameters—to achieve a performance 
comparable to other models. The optimized models are subsequently evaluated using the 
testing databases from the current roughness generation algorithm ( Tinter ) and from litera-
ture ( Text,1&2).

It is observed that the performance of ENNPS remains consistent across the various test-
ing databases with an averaged percentage error around 10%. In contrast, while the param-
eter-based models, specifically ENNPA and ENNPAM , exhibit comparable performance on 
Tinter , their deteriorated performance on the external databases Text,1&2 underscores the 
limited capability of the employed roughness parameters to extrapolate the predictive 
performance across divers roughness types. Based on the current model experiment, it is 
demonstrated that the multi-scale characterization achieved by employing p.d.f. and PS of 
roughness height as input variables leads to the outstanding performance generalizability 
of the model. However, similar performance within Tinter implies that the parameter-based 
models work effectively within the same type of roughness encountered in the training 
data. In the end, a sensitivity analysis on the input parameters of the two parameter-based 
models is carried out, and it is observed that ENNPAM reproduces sensitivities more in-line 
with previous physical observations, e.g. it successfully captures saturation effects of both 
extreme Sk and ESx,z values on the resulting drag penalty. This potentially contributes to 
the somewhat better performance of this model compared to ENNPA.
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Appendix

The calculation of Roughness function ΔU+ is based on the premise of out layer similarity 
Townsend (1976), which states that outer-layer flow is unaffected by the near wall events 
except for the effect due to the wall shear stress, the downward shift of the velocity pro-
file is approximately a constant value in the logarithmic region and possibly beyond if the 
outer-flow geometry and Reynolds number are matched. Bearing this in mind, outer layer 
similarity must be validated prior to the calculation of ΔU+ . However, due to the nature 
of minimal channels, the turbulent flow in outer layer cannot be physically resolved. This 
results in varied mean velocity profiles in the outer layer for minimal channels of different 
sizes. In this study, the size of the minimal channel is described by its spanwise width Lz , 
as the streamwise length Lx is defined by Lx = 3 × Lz . The selected spanwise width Lz is 
ranged from Lz = 0.6H to 2.0H , with increments of 0.1H . The outer layer similarities of the 
flow over the roughness samples in the present training and testing databases are examined 
in Fig.  5, grouped by the dimension of the minimal channels.
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