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ABSTRACT 

Measurements of atmospheric energy fluxes are highly relevant to a wide range of scientific 
applications, such as the investigation of climate change related feedback processes be-
tween ecosystems and the atmosphere and the validation of land surface models deployed 
in numerical weather prediction and climate models. However, research on the systematic 
non-closure of the surface energy balance has revealed that the widely used eddy covari-
ance method underestimates atmospheric energy fluxes. The energy transport by so called 
secondary circulations was identified as one major contributor to this underestimation, es-
pecially in heterogeneous ecosystems. By definition, it cannot be captured by eddy covar-
iance measurements and expensive and labor-intensive measurements would be required 
to quantify it. 
The main objective of this work was therefore to investigate the influence of heterogeneous 
ecosystems on the energy transport by secondary circulations and develop a model that 
predicts it as a function of all relevant environmental factors, including the ecosystem het-
erogeneity. The model should be suitable for correcting the atmospheric energy fluxes 
measured at eddy covariance stations without the need for additional expensive measure-
ments.  
Since idealized large-eddy simulations are often used to systematically investigate atmos-
pheric transport processes but were found to underestimate dispersive heat fluxes, which 
represent the energy transport by secondary circulations, a study was carried out to examine 
the effect of different lower boundary conditions on those dispersive heat fluxes. Using a 
set of idealized large-eddy simulations featuring heterogeneous surface temperatures, a pre-
viously existing model of the entire surface energy imbalance, including not only dispersive 
heat fluxes but also energy storage changes, was further developed to consider the effect of 
surface heterogeneity. It confirmed that the magnitude of the surface energy imbalance 
scales with thermal surface heterogeneity and depends on the shape of secondary circula-
tions. 
Finally, a comprehensive set of idealized large-eddy simulations was combined with a ma-
chine learning approach to develop a model of dispersive heat fluxes. Based on the learn-
ings from the previous model, special care was taken to facilitate the applicability to field 
measurements, for example by using a spectral approach for determining the heterogeneity 
length scale. This approach can be applied to unstructured heterogeneity which is found in 
most landscapes. The model was further tested on realistic large-eddy simulations and field 
measurements from the CHEESEHEAD19 campaign. Despite some room for improve-
ment, the comparison showed good agreements with the realistic large-eddy simulations 
and field measurements. It was furthermore shown that this model can be applied to field 
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measurements without any additional instrumentation, which even facilitates a retrospec-
tive application to long-term eddy covariance measurements. 
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ZUSAMMENFASSUNG 

Messungen der atmosphärischen Energieflüsse sind für ein breites Spektrum wissenschaft-
licher Anwendungen von großer Bedeutung, wie beispielsweise für die Untersuchung von 
Rückkopplungsprozessen zwischen Ökosystemen und der Atmosphäre im Zusammenhang 
mit dem Klimawandel und für die Validierung von Landoberflächenmodellen, die in nu-
merischen Wettervorhersage- und Klimamodellen eingesetzt werden. Die Erforschung der 
systematischen Lücke in der Energiebilanz der Erdoberfläche hat jedoch gezeigt, dass die 
weit verbreitete Eddy-Kovarianz-Methode die atmosphärischen Energieflüsse unterschätzt. 
Der Energietransport durch so genannte Sekundärzirkulationen wurde als einer der Haupt-
gründe für diese Unterschätzung identifiziert, insbesondere über heterogenen Ökosyste-
men. Er kann durch Eddy-Kovarianz-Messungen definitionsgemäß nicht erfasst werden. 
Teure und arbeitsintensive Messungen wären erforderlich, um ihn zu quantifizieren. 
Das Hauptziel dieser Arbeit war es daher, den Einfluss heterogener Ökosysteme auf den 
Energietransport durch Sekundärzirkulationen zu untersuchen und ein Modell zu entwi-
ckeln, das diesen in Abhängigkeit von allen relevanten Umweltfaktoren, einschließlich der 
Ökosystemheterogenität, vorhersagt. Das Modell sollte dazu geeignet sein, die an Eddy-
Kovarianz-Stationen gemessenen atmosphärischen Energieflüsse ohne zusätzliche teure 
Messungen zu korrigieren. 
Idealisierte Large-Eddy-Simulationen werden häufig zur systematischen Untersuchung at-
mosphärischer Transportprozesse verwendet, unterschätzen jedoch die dispersiven Wär-
meflüsse, die den Energietransport durch Sekundärzirkulationen repräsentieren. Deshalb 
wurde eine Studie durchgeführt, um die Auswirkungen verschiedener Randbedingungen 
auf die dispersiven Wärmeflüsse zu untersuchen. Mithilfe idealisierter Large-Eddy-Simu-
lationen mit heterogenen Oberflächentemperaturen wurde anschließend ein bereits beste-
hendes Modell des gesamten Ungleichgewichts in der Energiebilanz weiterentwickelt, so-
dass der Effekt der Oberflächenheterogenität auch berücksichtigt wird. Zu diesem Un-
gleichgewicht tragen nicht nur die dispersiven Wärmeströme, sondern auch Energiespei-
cheränderungen bei. Diese Studie bestätigte, dass das Ausmaß des Ungleichgewichts in der 
Energiebilanz mit der thermischen Oberflächenheterogenität skaliert und von der Form der 
Sekundärzirkulationen abhängt. 
Schließlich wurde ein Satz umfassender idealisierter Large-Eddy-Simulationen mit einem 
Machine Learning Ansatz kombiniert, um ein Modell der dispersiven Flüsse zu entwickeln. 
Auf Basis der Erkenntnisse aus dem vorangegangenen Modell wurde hierbei besonders 
darauf geachtet, die Anwendbarkeit auf Feldmessungen zu erleichtern, indem beispiels-
weise ein spektraler Ansatz zur Bestimmung der Heterogenitätslängenskala verwendet 
wurde. Dieser kann auch bei unstrukturierter Heterogenität, die in den meisten Landschaf-
ten vorherrscht, angewendet werden. Das Modell wurde außerdem an realistischen Large-
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Eddy-Simulationen und Feldmessungen aus der CHEESEHEAD19-Kampagne getestet. 
Trotz einiger Verbesserungsmöglichkeiten zeigte der Vergleich gute Übereinstimmungen 
mit den realistischen Large-Eddy-Simulationen und Feldmessungen. Darüber hinaus wurde 
gezeigt, dass das Modell ohne zusätzliche Instrumentierung auf Feldmessungen angewen-
det werden kann, was sogar eine rückwirkende Anwendung auf lange Eddy-Kovarianz-
Messreihen ermöglicht. 
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1 INTRODUCTION 

This Chapter provides an overview of the research results from the literature on which this 
work is based. First, the importance of fully capturing the energy transport by atmospheric 
processes (Chapter 1.1), which are the subject of this research, is addressed. Then, the en-
ergy balance closure problem and its contribution to the realization that conventional meas-
urement methods cannot fully capture the atmospheric energy transport is introduced 
(Chapter 1.2). Subsequently, the role of mesoscale atmospheric processes in the underesti-
mation of atmospheric energy transport by conventional measurements (Chapter 1.3) and 
how they are linked to thermal surface heterogeneity (Chapter 1.4) is discussed. The objec-
tive of this work is presented in Chapter 1.5.  

1.1 The relevance of flux measurements in the atmospheric 
boundary layer 

Climate change is not only manifested by an increase in the mean global temperature but 
also a wide range of other changes that strongly influence life on earth, like major shifts in 
the spatial and temporal distribution of precipitation (Seneviratne et al. 2021). These are 
associated with increased occurrence and intensity of extreme events such as heavy rainfall 
(Du et al. 2019; Roxy et al. 2017; Seneviratne and Hauser 2020; Volosciuk et al. 2016; 
Zeder and Fischer 2020), storms (Balaguru et al. 2018; Bhatia et al. 2018; Kossin et al. 
2020), heat waves (Ceccherini et al. 2017; Lhotka et al. 2018; Molina et al. 2020; Vincent 
et al. 2018; Winter et al. 2017), and drought spells (Bloomfield et al. 2019; Condon et al. 
2020; Lorenzo-Lacruz et al. 2017; Williams et al. 2015). The consequences of climate 
change are, for example, reduced crop yields (Brás et al. 2021; Hochman et al. 2017; Kim 
et al. 2019; Lesk et al. 2016), more severe wildfires (Abatzoglou and Williams 2016; Nolan 
et al. 2020; Turco et al. 2019), and flooding of inhabited areas (Cho et al. 2016; Hettiarach-
chi et al. 2018; Rosenzweig et al. 2018), often with serious consequences for residents. 
Vegetated ecosystems, especially forests, contribute greatly to carbon sequestration and 
thus their protection and management has great potential to mitigate or delay climate 
change (Ciais et al. 2019; Friedlingstein et al. 2020; Nabuurs et al. 2017; Nabuurs et al. 
2022; Sarmiento et al. 2010). However, as ecosystems and the atmosphere interact with 
each other, climate change can trigger feedback processes that further amplify climate 
change (Jia et al. 2022). For example wildfires, droughts, and insect infestations, which 
occur more frequently and more intensively due to climate change, can severely damage 
forests, turning them from carbon dioxide (CO2) sinks to sources of CO2 and thereby further 
amplifying climate change (Allen et al. 2010; Aragão et al. 2018; Berg et al. 2006; 
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Breshears et al. 2005; Kurz et al. 2008). It is therefore necessary to investigate under which 
circumstances ecosystems can continue to sequester carbon and which adaption measures 
can be implemented to improve the resilience and carbon sequestration under current and 
further changing conditions (Barber et al. 2014; Bernacchi et al. 2005; Bernacchi et al. 
2006; Ceschia et al. 2010; Ekholm 2020; Graham et al. 2016; Hurteau et al. 2019; 
Krofcheck et al. 2019; Lipsett-Moore et al. 2018; Nabuurs et al. 2017; O’Dell et al. 2020). 
The link between ecosystems and the atmosphere is the atmospheric boundary layer (ABL). 
Lee (2018) describes it as the interface between the Earth's surface and the free atmosphere. 
The movement of air masses within the ABL facilitates the exchange of energy, greenhouse 
gases, as well as particulate matter and pollen between the Earth's surface and the atmos-
phere. The quantification of these atmospheric fluxes of energy and matter therefore forms 
an important basis for many research and application fields, including climate impact re-
search (Baldocchi 2020).  
Atmospheric heat flux measurements are used to parametrize and validate land-surface 
models used in climate and numerical weather prediction models, as well as in high-reso-
lution numerical models (Bonan et al. 2012; Cuxart et al. 2015; Gehrke et al. 2020; Jaeger 
et al. 2009; Kracher et al. 2009; Li et al. 2021; Pleim and Xiu 1995; Sridhar et al. 2002; 
Wang et al. 2007; Williams et al. 2009). The land surface models specify the partitioning 
of energy available at the Earth's surface as a function of the land surface, and thus have a 
large influence on the energy and water cycles in those models (Li et al. 2021).  
As already indicated, a reliable climate prognosis is the basis for initiating appropriate long-
term adaption measures as early as possible. Weather forecasting is becoming increasingly 
important to take timely measures to protect the population from the consequences of ex-
treme events (Majumdar et al. 2021), but at the same time also more difficult (Sheshadri et 
al. 2021). Continuous improvement of weather and climate models to produce robust cli-
mate and weather predictions is therefore essential.  
Baldocchi (2020) gives a comprehensive overview of the use of carbon flux measurements 
to investigate ecosystem responses to climate change: Long-term measurements enable the 
study of ecosystem responses to changing climatic conditions, such as higher temperatures 
(Keenan et al. 2014) and changing precipitation patterns (Stocker et al. 2018). They can 
also capture discrete extreme events such as insect infestations (Clark et al. 2012), growing 
season frost events (Gu et al. 2008), windthrow (Barr et al. 2012; Knohl et al. 2002), heat 
waves and droughts (Ciais et al. 2005; Cremonese et al. 2017; Fu et al. 2020; Qu et al. 
2016; Reichstein et al. 2007; Schwalm et al. 2012; van Gorsel et al. 2016; Wolf et al. 2016), 
as well as wildfires (Beringer et al. 2007), which are expected to increase both in frequency 
and in severity under climate change (Seneviratne et al. 2021). 
These research fields, and many more, require a reliable data basis in order to deliver robust 
results. For instance, if the validation of land surface models is based on inaccurate data, 
this will compromise the model results, adding uncertainty and errors to weather and 
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climate predictions. It is therefore important to fully understand the processes that contrib-
ute to the transport of energy and matter in the ABL and measure all contributions to at-
mospheric fluxes. 

1.2 The surface energy balance closure problem 

The earth receives energy from the sun as shortwave radiation, and the Earth’s surface is 
the layer where most of this radiation is reflected or absorbed, transformed to other forms 
of energy and passed on to the atmosphere or the ground. The surface energy balance (SEB) 
is typically measured at ground-based stations where a variety of instruments quantifying 
all components of the SEB are deployed at towers that are 2-50 m tall, depending on the 
vegetation height. 
Figure 1 shows a schematic illustration of the individual components of the SEB. If the 
surface was an infinitely thin layer, the components of the SEB would be net radiation 
(𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛), atmospheric heat fluxes (𝐻𝐻 and 𝜆𝜆𝜆𝜆), and soil heat flux (𝐺𝐺), as shown in Fig. 1a. 
However, due to vegetation cover, it is often not possible to define an infinitely thin surface 
layer, which is why a surface volume is considered, instead (Oke 1987). Additionally, most 
SEB components cannot be measured directly at the surface. Therefore, a variety of storage 
changes (𝛥𝛥𝛥𝛥) contribute to the SEB as shown in Fig. 1b. The individual components of the 
SEB and their measurement are considered in more detail in Chapters 1.2.1 to 1.2.4. 

 
Figure 1 Schematic illustration of the major contributions to the surface energy balance under daytime con-
ditions when considering (a) an infinitely thin surface layer or (b) a surface volume. Since the sensible and 
latent atmospheric heat fluxes (𝑯𝑯, 𝝀𝝀𝝀𝝀) and the ground heat flux (𝑮𝑮) are not measured directly at the surface, 
a surface volume is typically considered. Inside this volume, energy is stored in the air (𝑺𝑺𝒂𝒂), the biomass (𝑺𝑺𝒃𝒃), 
and the ground (𝑺𝑺𝒈𝒈). 

The surface energy balance (SEB) is a widely used indicator to determine whether all en-
ergy transport towards and away from the Earth’s surface has been fully captured in field 
measurements (e.g. Mauder et al. 2007c; Mauder et al. 2021; Mauder and Foken 2006; 
Oncley et al. 2007; Xu et al. 2020). In the field of boundary layer meteorology, the net 
radiation is typically defined to be positive during the day, which means that incoming 
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radiation is positive and outgoing radiation is negative. All other components are typically 
defined to be positive when they are directed away from the surface and negative when 
they are directed towards the surface (Foken 2017).  
Due to energy conservation the energy leaving the surface must be equal to the energy 
reaching the surface. The SEB can therefore be described as 

 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 = 𝐻𝐻 + 𝜆𝜆𝜆𝜆 + 𝐺𝐺 + ∆𝑆𝑆. (1) 

Typically, however, the SEB measured at stationary towers all over the world is not closed, 
but the outgoing energy is substantially smaller than the incoming energy, resulting in an 
imbalance (𝐼𝐼𝐼𝐼𝐼𝐼) of 10–30 % in the SEB (Baldocchi et al. 2001; Hendricks-Franssen et al. 
2010; Mauder et al. 2020; Soltani et al. 2018; Stoy et al. 2013; Wilson et al. 2002), often 
referred to as SEB gap, which is why Eq. 1 needs to be rewritten as 

 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 = 𝐻𝐻 + 𝜆𝜆𝜆𝜆 + 𝐺𝐺 + ∆𝑆𝑆 + 𝐼𝐼𝐼𝐼𝐼𝐼. (2) 

The non-closure of the SEB indicates that a part of the energy is missed by the measure-
ments, but as described in Chapter 1.1, many research fields rely on the accurate determi-
nation of all contributions to the SEB, especially those of the atmospheric heat fluxes. In 
the past decades, the measurement of all contributions has therefore been carefully revised 
in a multitude of studies to identify and eliminate the reasons for the SEB gap (Foken 2008; 
Mauder et al. 2020). After the improvement of instruments and data post-processing, it was 
found that instrument and set-up errors in measurements of different components of the 
SEB were not systematically contributing to the SEB gap across different sites (Foken 
2008; Frank et al. 2013; Goulden et al. 1996; Kochendorfer et al. 2012; Kohsiek et al. 2007; 
Laubach et al. 1994; Liebethal et al. 2005; Mauder 2013; Mauder et al. 2020; Nakai and 
Shimoyama 2012). Specific challenges with quantifying each SEB component are further 
discussed in Chapters 1.2.1 to 1.2.4. 
Despite careful measurement of all components and the application of required corrections, 
the SEB is still not closed (Mauder et al. 2020). A comprehensive experiment to close the 
SEB gap was the Energy Balance EXperiment (EBEX-2000), during which a lot of small 
terms that are often neglected (e.g., biomass heat storage and energy consumption by pho-
tosynthesis) were measured, but a SEB gap of roughly 10 % remained (Oncley et al. 2007). 
One important reason for this is that parts of the atmospheric transport simply cannot be 
captured by single-tower flux measurements. To understand why this is the case, it is im-
portant to understand how fluxes are calculated with the eddy covariance method (Chapter 
1.2.2), which atmospheric processes contribute to the transport of energy (Chapter 1.3), and 
how the latter are connected to thermal surface heterogeneity (Chapter 1.4). 
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1.2.1 Net radiation 
The net radiation is defined as the difference between incoming and outgoing short- and 
longwave radiation: 

 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑅𝑅𝑠𝑠𝑠𝑠,𝑖𝑖𝑖𝑖 + 𝑅𝑅𝑙𝑙𝑙𝑙,𝑖𝑖𝑖𝑖 − 𝑅𝑅𝑠𝑠𝑠𝑠,𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑅𝑅𝑙𝑙𝑙𝑙,𝑜𝑜𝑜𝑜𝑜𝑜. (3) 

It can be measured by simply deploying paired up- and downward facing pyranometers and 
pyrgeometers, measuring short- and long-wave radiation, respectively. Nowadays, very ac-
curate radiometers are available that provide a high data quality when they are cleaned 
regularly (Mauder et al. 2020). However, it is important that the instrument is aligned hor-
izontally, otherwise large measurement errors can result, especially when the solar altitude 
is low. Since the radiation measurements are only representative of a relatively small area 
surrounding the instrument, it is furthermore crucial to ensure that the surface below the 
radiometer is representative of the much larger area covered by the atmospheric heat flux 
measurements which are introduced in Chapter 1.2.2 (Foken 2008; Göckede et al. 2008; 
Mauder et al. 2020; Schmid 1997). However, the scale mismatch between measurements 
of different SEB components was found to cause a random error which does not systemat-
ically contribute to the SEB gap (Richardson et al. 2012). 

1.2.2 Atmospheric heat fluxes 
Under daytime conditions, the energy surplus from the radiation balance causes the surface 
and the air layer above the surface to heat up strongly. Thus, the saturation deficit of the air 
increases, causing stronger evapotranspiration, if water is available at the surface. These 
effects lead to the formation of a strong vertical temperature and humidity gradient in the 
atmosphere near the surface. Atmospheric processes, mainly turbulence, mix the warm, 
moist air upward into the atmospheric boundary layer, creating sensible and latent heat 
fluxes, which transport much of the excess energy away from the surface (Foken 2017). 
The turbulent atmospheric heat fluxes are typically measured using the eddy covariance 
(EC) method. It is currently the only method for measuring atmospheric heat fluxes at the 
ecosystem scale and also has the advantage of not disturbing the studied ecosystem itself 
(Baldocchi 2003; Baldocchi 2014; Foken et al. 2012; Foken 2017; Mauder et al. 2007b). 
The EC method measures vertical wind speed 𝑤𝑤 and the concentration of a scalar (typically 
temperature 𝑇𝑇 for sensible heat flux, absolute humidity 𝑎𝑎 for latent heat flux) at a very high 
frequency of 10–20 Hz. 
The resulting time series can be split into a mean over a defined period and the fluctuation 
around the mean by applying Reynolds’ decomposition, which gives 

 𝑠𝑠 =  𝑠̅𝑠 + 𝑠𝑠′, (4) 

where 𝑠𝑠 represents 𝑤𝑤 or another scalar. The overbar denotes temporal averaging over the 
chosen averaging period, which is typically 30 minutes (Mauder et al. 2020; Rebmann et 
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al. 2012), and the prime indicates the fluctuation around the mean. The fluctuations of 𝑤𝑤 
and another scalar 𝑠𝑠 can be used to calculate the temporal covariance, following 

 𝑤𝑤′𝑠𝑠′������ =
1
𝑛𝑛𝑛𝑛
� (𝑤𝑤𝑡𝑡 − 𝑤𝑤�)(𝑠𝑠𝑡𝑡 − 𝑠̅𝑠)

𝑡𝑡
. (5) 

The subscript 𝑡𝑡 represents each measurement time step within the averaging period. Fi-
nally, the sensible and latent heat fluxes 𝐻𝐻 and 𝜆𝜆𝜆𝜆 can be calculated by converting 𝑤𝑤′𝑇𝑇′������ 
and 𝑤𝑤′𝑞𝑞′������ from kinematic units to energetic units, respectively. The partitioning between 𝐻𝐻 
and 𝜆𝜆𝜆𝜆 is defined as the Bowen ratio 𝛽𝛽: 

 𝛽𝛽 =
𝐻𝐻
𝜆𝜆𝜆𝜆

. (6) 

The measurement height typically varies from 2 m to 50 m above the ground, depending on 
the vegetation type. To avoid the measurements being affected by individual elements, they 
should ideally be carried out at a height of at least two times the canopy height to avoid 
measurements being affected by the roughness layer (Foken 2017; Munger et al. 2012), 
which is a sublayer of the ABL where individual roughness elements affect the air flow 
(Oke 1987).  
The EC method tends to underestimate atmospheric fluxes for several reasons related to 
the measurement and data processing methods. Instrument and set-up limitations can act as 
low-pass filters on the measurements (Haslwanter et al. 2009; Ibrom et al. 2007; Moore 
1986). Due to the spatial separation between the wind speed and scalar sensors, sensor 
pathlengths and reaction times of the instruments, flux contributions by small eddies are 
missed. This problem has been known for a while and has been accounted for by improve-
ment of instruments and the application of flux corrections in the data processing (Horst et 
al. 2015; Kaimal and Finnigan 1994; Mauder and Foken 2006; Moore 1986; Schotanus et 
al. 1983; Webb et al. 1980; Wilczak et al. 2001). 
Today, 𝑤𝑤 is typically measured with sonic anemometers because they can measure at a 
sufficient rate of 20 Hz and have been found to be very precise (Mauder and Zeeman 2018). 
However, possible errors in the vertical wind measurement with sonic anemometers can 
lead to the underestimation of 𝐻𝐻 and 𝜆𝜆𝜆𝜆 of up to 3–5 % (Frank et al. 2013; Horst et al. 2015; 
Kochendorfer et al. 2012; Mauder et al. 2020). If closed-path gas analyzers are used to 
measure the absolute humidity, tube attenuation can further increase low-pass filtering 
(Haslwanter et al. 2009). The low-pass filtering effects on the measurements can be cor-
rected in the postprocessing (Fratini et al. 2012; Ibrom et al. 2007). 
Several methods to correct for these issues in the data processing have been developed and 
are included in EC processing software (e.g., LI-COR Biosciences 2021; Mauder and 
Foken 2011). Small discrepancies were found between different correction methods and 
processing software but they cannot explain the SEB gap (Fratini and Mauder 2014; 
Mauder et al. 2006; Mauder et al. 2007c). 
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The averaging period defined to calculate the fluxes following Eq. 4–5 acts as a high-pass 
filter (Mauder et al. 2020). Because only the fluctuation is considered in the resulting 
fluxes, the energy transport by larger eddies that contribute to fluctuations of low frequen-
cies is ignored, which needs to be corrected for (Foken et al. 2012; Mauder et al. 2020; 
Metzger and Holmes 2007; Segal and Arritt 1992). The wavelet (Terradellas et al. 2001) 
and ogive (Desjardins et al. 1989) methods are tools to determine relevant scales at which 
eddies contribute to the transport of energy.  
It was suggested to increase the averaging period up to multiple days (Finnigan et al. 2003). 
However, it was shown that this increased the measured fluxes in only some cases (Cava 
et al. 2008; Charuchittipan et al. 2014; Foken et al. 2006; Mauder and Foken 2006; Oliphant 
et al. 2004). One explanation why the SEB closure is not always improved with increasing 
averaging times may be that part of the energy is transported by a certain type of mesoscale 
eddies that are not carried past EC stations, even with longer averaging periods, which is 
discussed in further detail in Chapter 1.3.1. Besides not always improving SEB closure, 
concerns were raised that extending the averaging period could create additional problems, 
such as violating the stationarity assumption underlying the EC method (Barr et al. 2006; 
Mauder et al. 2020; Mauder and Foken 2006). Regarding the limited success and possible 
complications, the extension of the averaging interval should be viewed critically. 

1.2.3 Ground heat flux and storage change 
The heating of the surface also causes a temperature gradient in the soil, which is balanced 
by the conductive transport of heat in the soil. This soil heat flux can be determined by heat 
flux plates in the soil (Liebethal et al. 2005; Mauder et al. 2020). Ground heat flux meas-
urements are limited to an even smaller area than radiation measurements and soil proper-
ties are highly variable. It is therefore recommended to perform heat flux measurements in 
multiple locations, whereas it is important to choose locations that are representative of the 
flux footprint (Mauder et al. 2020). 
A portion of the ground heat flux heats the soil between the surface and the ground heat 
flux plate and is ignored in the measured ground heat flux. The resulting heat storage 
change in the ground 𝛥𝛥𝑆𝑆𝑔𝑔 can be measured by soil temperature and moisture profiles with 
a high vertical resolution. It depends on the thickness of the soil layer above the soil heat 
flux plates and the soil properties (Liebethal et al. 2005). 

1.2.4 Above-ground storage change 
As mentioned in Chapter 1.2.2, atmospheric heat fluxes are not measured directly at the 
surface. A portion of the atmospheric heat fluxes heats the air layer and biomass below the 
EC measurement and is therefore not included in the measured atmospheric heat fluxes. 
The above-ground storage change is therefore composed as follows: 
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 ∆𝑆𝑆 = ∆𝑆𝑆𝑎𝑎 + ∆𝑆𝑆𝑏𝑏 + ∆𝑆𝑆𝑚𝑚, (7) 

where ∆𝑆𝑆𝑎𝑎 is the change in energy stored in the air, in the form of both sensible and latent 
heat, ∆𝑆𝑆𝑏𝑏 is the heat storage change in the biomass, and ∆𝑆𝑆𝑚𝑚 are minor metabolic storage 
terms. The contribution of storage changes to the SEB can be considerable when 30- or 60-
minute intervals are chosen as averaging period (Haverd et al. 2007; Lindroth et al. 2010; 
Meyers and Hollinger 2004). 
The change in 𝑆𝑆𝑎𝑎 can be captured by measuring the vertical temperature and humidity pro-
files below the EC instruments (Haverd et al. 2007; Leuning et al. 2012, 2012; Lindroth et 
al. 2010, 2010; Moderow et al. 2009, 2009; Xu et al. 2019). The magnitude of the change 
in 𝑆𝑆𝑎𝑎 depends on the volume of the heated air, and thus the measurement height. At low 
measurement heights it is very small and can probably be neglected, but at typical meas-
urement heights above forests (30–50 m) it must be considered (Lindroth et al. 2010). In 
the Integrated Carbon Observation System (ICOS) network, measurements of air storage 
change are mandatory (Heiskanen et al. 2022), but also other sites have been equipped with 
the necessary instruments. 
The change in 𝑆𝑆𝑏𝑏 can be calculated from temperature measurements in tree trunks. Since 
the temperature variability within the biomass is very high, a large number of temperature 
sensors is needed (Lindroth et al. 2010). This may explain why 𝑆𝑆𝑏𝑏 is often measured during 
individual measurement campaigns but is typically not included in long-term measure-
ments. Studies have shown that the change in 𝑆𝑆𝑏𝑏 is of the same magnitude (Lindroth et al. 
2010) or even twice as high (Haverd et al. 2007) as the change in 𝑆𝑆𝑎𝑎. The magnitude of the 
change in 𝑆𝑆𝑏𝑏 seems to depend on the biomass density (dos Santos Michiles and Gielow 
2008; Haverd et al. 2007; Lindroth et al. 2010; McCaughey and Saxton 1988; Meesters and 
Vugts 1996; Moore and Fisch 1986). 
In addition to 𝑆𝑆𝑎𝑎 and 𝑆𝑆𝑏𝑏, there are minor metabolic storage terms like the energy uptake 
through photosynthesis (Blanken et al. 1997; Meyers and Hollinger 2004; Oncley et al. 
2007; Schmid et al. 2000). The contribution to the SEB is on the order of 1-2% of 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛. 
Much of the energy stored by the ground, air, and biomass during the day is released again 
at night to compensate for negative 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 (Oke 1987). Thus, under constant weather condi-
tions with steady daily mean temperature over several days, the positive storage change 
during the day and the negative storage change at night balance each other out (Mauder et 
al. 2020). The storage changes can therefore often be neglected if daily values are consid-
ered instead of diurnal variations. 

1.3 Atmospheric boundary layer processes 

The ABL is the lower part of the troposphere and the region where the exchange of energy 
and matter, such as CO2 and other greenhouse gases, between the atmosphere and the 
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Earth’s surface takes place. The atmospheric boundary layer is characterized by turbulent 
flow. It is confined at the bottom by the Earth’s surface and at the top by a temperature 
inversion that largely suppresses the exchange between the ABL and the layer above. The 
height of the boundary layer is highly variable and can range from a few meters under stable 
conditions to a few kilometers under unstable conditions where the inversion is lifted by 
strong convection (Foken 2017; Lee 2018).  

1.3.1 Secondary circulations 
It was assumed for some time that most of the energy transport in the atmospheric boundary 
layer occurs through small-scale turbulence that can be captured by EC measurements with 
typical averaging periods of 30 minutes. However, because of the SEB gap, there has been 
increased investigation of the possible contribution of larger scale eddies that are inherently 
not considered in single-tower EC measurements, especially if they are not propagating 
with the wind (Bernhofer 1992; Etling and Brown 1993; Foken 2008; Segal and Arritt 
1992). These mesoscale eddies are also referred to as secondary circulations (SCs) (Foken 
2008). As mentioned earlier, some studies found that extending the averaging period to a 
few hours or even a full day partially reduced the SEB gap, which supports the assumption 
of energy being transported by such mesoscale eddies. 
Using lidar measurements (Eder et al. 2015) and large-eddy simulations (De Roo and 
Mauder 2018; Inagaki et al. 2006; Kanda et al. 2004; Patton et al. 2016; Steinfeld et al. 
2007), it was shown that SCs can in fact form in the atmospheric boundary layer under 
unstable stratification, spanning the entire boundary layer vertically and reaching a hori-
zontal extent of up to 2–3 times the boundary layer height (Paleri et al. 2022a; Stull 1988). 
Two different types of SCs can be distinguished: 
In idealized large-eddy simulations (LESs, see Chapter 1.3.3), it has been shown that SCs 
can spontaneously occur over homogeneous surfaces (Kanda et al. 2004). In this case, they 
are called turbulent organized structures (TOSs). They form at random positions and mi-
grate over the surface with time. However, since the surface temperature is influenced by 
the overlying air layer, TOSs produce a spatially heterogeneous distribution of surface tem-
perature, which can lead to a reinforcement of the TOSs. 
Over heterogeneous surfaces, secondary circulations occur due to thermal differences at 
the surfaces. Over the warmer patches, the air heats up stronger than over the cooler 
patches. The resulting pressure difference is balanced by the movement of air masses and 
so called thermally induced mesoscale circulations (TMCs) develop (Inagaki et al. 2006; 
Letzel and Raasch 2003) as shown in Fig. 2. The temperature amplitude and heterogeneity 
scale influences the strength of the TMCs (Inagaki et al. 2006; Letzel and Raasch 2003; 
Sühring et al. 2018; Zhou et al. 2019). Unlike TOSs, TMCs cannot change their position 
over time because they are bound to surfaces of different temperature (Bou-Zeid et al. 2020; 
Etling and Brown 1993; Kenny et al. 2017).  
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Under strongly convective conditions, when the horizontal wind speed is low, SCs form 
cellular structures, and with increasing horizontal wind speed, they become more elongated 
as they get carried away with the wind and form roll vortices (Deardorff 1972; Khanna and 
Brasseur 1998; Schmidt and Schumann 1989). Under neutral to stable conditions with high 
geostrophic wind speeds, the horizontal mixing is therefore enhanced and the influence of 
TOSs and TMCs on the SEB gap is smaller than under free convective conditions (Katul 
2019; Schalkwijk et al. 2016). However, no clear stability threshold for the shift between 
cell and roll regimes was found. Instead, under moderately unstable conditions, transitional 
structures occur (Park and Baik 2014; Salesky et al. 2017). 
The occurrence of TOSs and TMCs may explain the improved SEB closure in some studies 
but not in others (see Chapter 1.2.2). As TOSs slowly move past the EC station, their con-
tribution to the energy transport can be captured when long averaging periods are used. 
However, since TMCs are bound to the underlying surface, they do not move past the EC 
station, which is why their contribution to the SEB cannot be captured (Etling and Brown 
1993; Segal and Arritt 1992). The surroundings of the stations where the SEB could be 
closed may have been more homogeneous, so that the SCs were predominantly TOSs. 
In studies with spatial EC measurements and LESs it was shown that SCs transport a con-
siderable amount of energy. In general, the vertical energy transport by SCs increases with 
height and reaches its maximum in the center of the boundary layer (Paleri et al. 2023b; 
Steinfeld et al. 2007). In a multitude of studies, it was found that the magnitude of the 
energy transport by secondary circulations is related to the friction velocity 𝑢𝑢∗ and atmos-
pheric stability (Barr et al. 2006, Hendricks-Franssen et al. 2010, Stoy et al. 2006, Stoy et 
al. 2013, Wilson et al. 2002, Schalkwijk et al. 2016), and the surface heterogeneity (Foken 
et al. 2010, Mauder et al. 2007a, Morrison et al. 2021, Panin et al. 1998, Panin and Bern-
hofer 2008). 

1.3.2 Advection by the mean flow and dispersive fluxes 
Depending on the size of the study domain, SCs contribute to either advection by the mean 
flow or dispersive fluxes. In Fig. 2, two different observation areas are shown. In case A, a 
small volume surrounding an EC station is considered. In case B, a horizontal plane ex-
tending over several kilometers is considered. In case A, SCs contribute to vertical advec-
tion, which is the transport through the upper boundary of the volume by the mean wind, 
and horizontal advection, which is the transport through the walls of the volume by the 
mean wind (Foken 2017). The horizontal advection is a combination of the transport by the 
horizontal background wind and the horizontal transport by SCs. It thus includes the energy 
transported by the background wind, e.g., heat or moisture carried into the volume from a 
neighboring warmer or moister surface (Oke 1987). In this case, it is therefore more diffi-
cult to determine the energy transport by SCs alone. 
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However, in case B, the atmospheric transport by SCs can be described as the dispersive 
flux. Similar to the turbulent flux being calculated as the temporal covariance at one point 
(Eq. 5), the dispersive flux can be calculated as a spatial covariance of the Reynolds aver-
aged vertical wind speed 𝑤𝑤 and scalar of interest 𝑠𝑠 (Raupach and Shaw 1982; Wilson and 
Shaw 1977) following 

 〈𝑤𝑤�∗𝑠̅𝑠∗〉 =
1

𝑛𝑛𝑛𝑛 × 𝑛𝑛𝑛𝑛
� � �𝑤𝑤𝑥𝑥,𝑦𝑦������ − 〈𝑤𝑤�〉��𝑠𝑠𝑥𝑥,𝑦𝑦����� − 〈𝑠̅𝑠〉�

𝑦𝑦𝑥𝑥
. (8) 

The angled brackets denote spatial averaging over the chosen area in the 𝑥𝑥- and 𝑦𝑦-direction, 
and the star superscript denotes the spatial fluctuation around the spatial mean. 𝑛𝑛𝑛𝑛 and 𝑛𝑛𝑛𝑛 
are the number of observations in 𝑥𝑥- and 𝑦𝑦-directions, respectively. It is also possible to 
calculate dispersive fluxes from a one-dimensional transect instead of a plane, i.e., 𝑛𝑛𝑛𝑛 = 1, 
which is often done in aircraft-based measurements (Metzger et al. 2012; Paleri et al. 
2022b). If the extent of the area or transect covers multiple complete secondary circulations, 
the dispersive fluxes calculated from measurements distributed over this plane represent 
nearly the entire energy transport by secondary circulations. 

 
Figure 2 Vertical cross section through thermal surface heterogeneity induced secondary circulations and 
spatial representativeness of different measurement domains with regard to heat transport by secondary cir-
culations. Red colors indicate high surface/air temperatures and blue colors indicate low surface/air temper-
atures. The arrows show the rotation direction of the secondary circulations. Case A represents a small control 
volume where secondary circulations contribute to horizontal and vertical advection through the boundaries 
of the box. Case B represents a large horizontal plane that spans multiple secondary circulations where the 
secondary circulations contribute to the dispersive flux.  

1.3.3 Options to quantify dispersive fluxes 
As mentioned in Chapter 1.2, the SEB remains unclosed even after numerous measures to 
improve the measurements and post processing were deployed (Mauder et al. 2020). As 
discussed in Chapters 1.2.2 and 1.3.1, one major reason for this is the underestimation of 
atmospheric heat fluxes due to the formation of SCs in the ABL whose contribution to the 
energy transport cannot, by definition, be captured by the EC method. The energy transport 
by TOSs and TMCs therefore must be quantified in addition to conventional EC measure-
ments. 
It is possible to capture the energy transport by SCs by deploying spatial EC measurements 
such as aircraft measurements (Foken et al. 2010; Mahrt 1998; Mauder et al. 2007b; Metz-
ger et al. 2012; Metzger et al. 2021; Paleri et al. 2022b) or multi-tower setups (Butterworth 
et al. in review; Engelmann and Bernhofer 2016; Feigenwinter et al. 2008; Mahrt 1998; 
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Mauder et al. 2008; Mauder et al. 2010; Morrison et al. 2022; Oncley et al. 2007; Steinfeld 
et al. 2007), and calculating the dispersive flux following Eq. 8. Analogous to calculating 
dispersive fluxes from spatially distributed measurements, the energy transport by SCs can 
be determined in LESs. This has been done, e.g., by Kanda et al. (2004), Inagaki et al. 
(2006), Steinfeld et al. (2007), and Margairaz et al. (2020a). 
We can therefore consider the total atmospheric heat fluxes to be a combination of heat 
fluxes generated by small-scale turbulence and captured by single-tower EC measurements 
(𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝜆𝜆𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡), and the heat fluxes generated by SCs, i.e., the dispersive heat flux (𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, 
𝜆𝜆𝜆𝜆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑): 

 𝐻𝐻 = 𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, (9) 

and 

 𝜆𝜆𝜆𝜆 = 𝜆𝜆𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 𝜆𝜆𝜆𝜆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. (10) 

In LESs, atmospheric heat fluxes are not affected by sensor errors and uncertainties in the 
field conditions (Inagaki et al. 2006: 188; Metzger and Holmes 2007). However, former 
LES studies were not able to investigate the SEB gap near the surface due to the coarse 
vertical grid resolution of 20–25 m (Huang et al. 2008; Kanda et al. 2004). A LES with a 
finer grid resolution still seemed to underestimate the dispersive heat fluxes compared to 
SEB gaps in field measurements, especially near the bottom of the domain (Steinfeld et al. 
2007). One reason might be the still rather low model resolution of 10 m that does not allow 
to properly resolve secondary circulations near the surface. A possible solution for this 
problem is to further decrease the grid spacing. However, the vertical grid spacing is limited 
by the roughness length, as the Monin-Obukhov similarity theory used at the lower bound-
ary is not applicable within the roughness sublayer (Basu and Lacser 2017). With very high 
resolutions, canopies with high roughness length therefore have to be explicitly resolved in 
a plant canopy model (PCM) in the LES. Another reason might be the use of prescribed 
surface fluxes, which inhibits the reinforcement of TOSs and TMCs described in Chapter 
1.3.1. It is possible, that the use of a land surface model (LSM) or a PCM may therefore 
lead to stronger secondary circulations. 
Spatial EC approaches are very costly and partly also labor intensive and realistic LESs are 
computationally expensive. Therefore, these methods cannot be used on a long-term basis 
at every EC station to quantify the energy transport by SCs. However, they can be applied 
to perform systematic experiments that can be used to improve the understanding of ABL 
processes with regard to surface heterogeneity (Beyrich et al. 2006; Butterworth et al. 2021; 
Morrison et al. 2021) and develop a model that predicts the energy transport by SCs based 
on parameters that can be measured more easily in situ or obtained from other sources. The 
resulting model could then be used to correct the atmospheric heat fluxes (Eder et al. 2014; 
Mauder et al. 2021). 
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Such models have already been developed by, for instance, Huang et al. (2008) and De Roo 
et al. (2018) and applied to field measurements (Eder et al. 2014; Mauder et al. 2021). 
However, they do not directly predict the energy transport by SCs, but the combination of 
storage changes (see Chapter 1.2.4) and dispersive fluxes, i.e., energy transported by SCs. 
Both models consider the atmospheric stability and the measurement height, that were 
found to be major drivers for the magnitude of the SEB gap. However, they were developed 
using idealized LESs with homogeneous surfaces, which is why they do not consider the 
transport by TMCs caused by thermal surface heterogeneity. 
Because the imbalance model by De Roo et al. (2018) forms the basis of one of the models 
developed in this work (Chapter 2.1.2), it is shortly introduced here: 
Previous studies found the magnitude of the SEB gap to be correlated to friction velocity 
𝑢𝑢∗ (Barr et al. 2006; Hendricks-Franssen et al. 2010; Schalkwijk et al. 2016; Stoy et al. 
2013; Wilson et al. 2002), atmospheric stability (Barr et al. 2006; Hendricks-Franssen et 
al. 2010; Huang et al. 2008; Schalkwijk et al. 2016; Stoy et al. 2006; Stoy et al. 2013), and 
the measurement height 𝑧𝑧 (Huang et al. 2008; Kanda et al. 2004). Following the Bucking-
ham Pi theory (Stull 1988), the variables known to affect the magnitude of the SEB gap 
were grouped into dimensionless groups, so called Pi groups, which are the measurement 
height normalized with the boundary layer height 𝑧𝑧 𝑧𝑧𝑖𝑖⁄  and the atmospheric stability pa-
rameter 𝑢𝑢∗ 𝑤𝑤∗⁄ . 
The friction velocity 𝑢𝑢∗ can be calculated as 

 𝑢𝑢∗ = 〈�𝑢𝑢′𝑤𝑤′������2 + 𝑣𝑣′𝑤𝑤′������2�
1 4⁄

〉, (11) 

where 𝑢𝑢  and 𝑣𝑣  are the horizontal wind speed components in 𝑥𝑥 - and 𝑦𝑦 -direction, the 
Deardorff velocity 𝑤𝑤∗ can be calculated as 

 𝑤𝑤∗ = 〈�
𝑔𝑔
𝜃̅𝜃
𝑧𝑧𝑖𝑖𝑤𝑤′𝜃𝜃′�������

1 3⁄
〉, (12) 

where 𝑔𝑔 is the gravitational acceleration (9.81 m s-2), and 𝑧𝑧𝑖𝑖 is the height of the ABL. 
Finally, two scaling functions were fitted to describe the magnitude of the imbalance ratio 
𝐼𝐼 based on 𝑧𝑧 𝑧𝑧𝑖𝑖⁄  and 𝑢𝑢∗ 𝑤𝑤∗⁄ : 

 𝐼𝐼 �
𝑢𝑢∗
𝑤𝑤∗

,
𝑧𝑧
𝑧𝑧𝑖𝑖
� = 𝐹𝐹1 �

𝑢𝑢∗
𝑤𝑤∗
� 𝐹𝐹2 �

𝑧𝑧
𝑧𝑧𝑖𝑖
�. (13) 

1.4 Ecosystem-scale surface heterogeneity 

1.4.1 Surface characteristics causing thermal surface heterogeneity 
Most surfaces on Earth are heterogeneous on the ecosystem scale, i.e., on the scale of 100 m 
to a few kilometers. Even some landscapes that appear homogeneous at first glance, in fact, 
feature heterogeneities of different surface properties. The 2019 Idealized Planar-Array ex-
periment for Quantifying Spatial heterogeneity (IPAQS) (Morrison et al. 2021) was carried 
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out in a flat area with very low and uniform surface roughness in a dry-lake-bed desert 
south-west of Salt Lake City (Utah). Nevertheless, large spatial variability in surface tem-
perature was observed due to the heterogeneous coverage of the soil by salt crusts that alter 
the albedo (Morrison et al. 2021). 
The albedo describes the share of incoming solar radiation that is reflected at a surface and 
thus influences how much energy is available to heat the surface and the overlying air. It 
varies strongly between different surface types, with very high albedos found in fresh snow 
and very low albedos found in dark, wet soils and coniferous forests. The albedo of a sur-
face can vary on different temporal scales: the albedo of water depends on the solar altitude 
and therefore varies over the course of a day, the albedo of snow decreases as the snow 
cover ages and becomes dirty, and the albedo of deciduous trees varies seasonally (Oke 
1987). 
However, there are more surface characteristics that influence the surface temperature: The 
orientation of a sloped surface determines the radiation density of the incoming solar radi-
ation. This also influences the available energy at the surface and resulting heating. The 
magnitude of surface heating caused by a certain amount of available energy further de-
pends on the heat capacity of the material and the material’s ability to transport heat, since 
these parameters determine the volume over which the supplied energy is distributed (Oke 
1987). 
Another parameter that has a strong influence on the surface temperature is the water avail-
ability at the surface. Not only does it affect the heat capacity and conductivity of the soil 
but it also enables the vaporization of water. During vaporization, the water absorbs energy 
which is then transported away from the surface through the latent heat flux. The surface 
is thus not heated as much as a similar but dry surface (Oke 1987). 
In field measurements, however, it is very difficult to consider the effect of thermal surface 
heterogeneity in isolation, as the parameters determining the surface temperature do not 
change independently, but in combination with other properties of different surface types, 
which can affect ABL processes in different ways (Panin et al. 1998). For example, vege-
tation types differ in roughness, which can affect atmospheric transport processes (Panin et 
al. 1998; Panin and Bernhofer 2008), large differences in vegetation height can cause forest 
edge effects (Kanani-Sühring and Raasch 2015, 2017; Kenny et al. 2017), and in landscapes 
with pronounced topography, dynamic effects strongly influence the wind in addition to 
thermodynamic effects caused by the thermal surface heterogeneity (Oke 1987). 

1.4.2 Scales and spatial distribution of thermal surface heterogeneity 
As mentioned in Chapter 1.3.1, thermal surface heterogeneity can cause the development 
of TMCs and thereby influences the mechanisms of energy transport in the ABL. By com-
paring SEB gaps observed at different EC sites and deploying spatial EC measurements, it 
was found that not only the flux footprint but the entire landscape surrounding an EC station 
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had to be considered, as TMCs are caused by thermal surface heterogeneity of larger scales 
(Foken et al. 2010; Mauder et al. 2007a; Panin and Bernhofer 2008; Xu et al. 2017).  
Zhou et al. (2019) found that the magnitude of the SEB gap increased with increasing het-
erogeneity length scale until the heterogeneity length scale was on the order of the boundary 
layer height. With larger heterogeneity scales, the SEB gap was found to decrease again. 
This supports the findings from field measurements and indicates that thermal surface het-
erogeneities with spatial scales on the order of the boundary layer height cause the strongest 
TMCs, thereby decreasing the share of atmospheric energy transported by single-tower EC 
measurements. 
Bou-Zeid et al. (2020) further discussed different classes of surface heterogeneity and their 
influence on the ABL: Semi-infinite interfaces are regions where two very large patches 
such as ocean and land meet and contribute to macroscale heterogeneity. Since they exhibit 
much larger scales than the height of the ABL, they behave largely like homogeneous sur-
faces with respect to TMCs, except for the boundary regions where temperature differences 
can cause large circulations, such as the land-sea breeze (Bou-Zeid et al. 2020; van 
Heerwaarden et al. 2014). Statistically homogeneous patches of land are surfaces that are 
patchy on a smaller scale (micro – meso) and appear homogeneous at regional scales (Brut-
saert 1998). If the patches are very small (microscale), the heterogeneity affects only a few 
meters near the surface and above, the ABL processes are similar to those over homogene-
ous surfaces (Bou‐Zeid et al. 2004; Mahrt 2000). However, if the patches are on the order 
of a few hundred meters to kilometers (mesoscale), they can cause TMCs (Inagaki et al. 
2006; Kang and Lenschow 2014; Patton et al. 2005; Sühring and Raasch 2013; van 
Heerwaarden et al. 2014). Large, isolated patches differ from their surroundings and con-
tribute to heterogeneity on the mesoscale. They can also cause TMCs (Eder et al. 2015; 
Omidvar et al. 2020). Finally, unstructured heterogeneity is a mix of the previously de-
scribed heterogeneity classes. 
Especially in landscapes with unstructured heterogeneity, which is the most common het-
erogeneity class (Bou-Zeid et al. 2020), it is difficult to determine the heterogeneity length 
scale, as each patch has a different size and shape. One option do determine the heteroge-
neity length scale is the approach presented by Panin and Bernhofer (2008): By applying a 
Fourier transform to transect measurements of the scalar of interest across the landscape, 
spatial spectra are calculated. The location of the maximum of the spectrum represents the 
predominant length scale that contributes most to the variability of the scalar. Panin and 
Bernhofer (2008) used this method to calculate the length scale of roughness length heter-
ogeneity, but it can be applied similarly to thermal surface heterogeneity (Wanner et al. 
(2023) in Appendix D). 
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1.4.3 The thermal heterogeneity parameter 
Based on a set of idealized LESs with thermally heterogeneous surfaces featuring var-
ying patch sizes, Margairaz et al. (2020b) developed a nondimensional thermal hetero-
geneity parameter. It depends on both the heterogeneity length scale (𝑳𝑳𝒉𝒉, in this case 
the patch size) and the amplitude of surface temperatures ∆𝑻𝑻𝒔𝒔, normalized with the tem-
porally and spatially averaged surface temperature 〈𝑻𝑻�〉. It also takes the characteristic 
length scale of the SCs into account, that are influenced by buoyancy and wind speed 
which determine the shape of the SCs (Chapter1.3.1). The thermal heterogeneity pa-
rameter is defined as 

 ℋ =
𝑔𝑔 𝐿𝐿ℎ
〈𝑈𝑈𝑔𝑔〉2

∆𝑇𝑇
〈𝑇𝑇𝑠𝑠� 〉

, (14) 

with 𝑼𝑼𝒈𝒈 being the geostrophic wind speed and 

 𝛥𝛥𝑇𝑇� = 〈|𝑇𝑇𝑠𝑠� − 〈𝑇𝑇𝑠𝑠� 〉|〉. (15) 

1.5 Objective 

The main objective of this work is to develop a model of the energy transport by secondary 
circulations (TOSs and TMCs) using a semi-empirical approach. This model is supposed 
to be applicable to any EC station without many additional measurements to correct the 
atmospheric heat fluxes. 
To achieve this goal, the following intermediate objectives were defined: 

(1) Investigate which conditions lead to the most realistic energy transport by second-
ary circulations in LESs. 

(2) Further develop the imbalance model of De Roo et al. (2018) to include the effect 
of thermal surface heterogeneity. 

(3) Develop a comprehensive and universally applicable model for the transport of sen-
sible and latent heat by secondary circulations. 

(4) Test the new model and demonstrate how it can be applied to correct EC field meas-
urements. 
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2 METHODS 

To achieve the objectives defined in Chapter 1.5, different methods were combined. To 
systematically develop the models of the surface energy imbalance and dispersive fluxes, 
idealized LESs were applied (Chapter 2.1). To test the resulting model of energy transport 
by SCs, realistic LESs and EC field measurements were used. The realistic simulations and 
field measurements were generated within the NSF/DFG-funded Chequamegon Heteroge-
neous Ecosystem Energy-balance Study Enabled by a High-density Extensive Array of De-
tectors project (CHEESEHEAD19, Butterworth et al. 2021) which is introduced in Chapter 
2.2.1. The field measurements were furthermore complemented by additional datasets gen-
erated from satellite imagery and reanalysis data presented in Chapter 2.2.3. This Chapter 
provides an overview of the used methods. Further details can be found in the respective 
publications in the Appendices B-D. 

2.1 Idealized large-eddy simulation studies 

This work is mainly built upon idealized LESs. Similar to direct numerical simulations 
(DNSs), LESs are based on the Navier Stokes equations which describe the laminar and 
turbulent motion of viscous fluids (Fröhlich 2006). In DNSs, however, the grid spacing 
must be sufficiently small to resolve even the smallest eddies explicitly, which is why such 
a simulation of the entire ABL would not be feasible (Foken 2017). In LESs, larger grid 
spacings can be applied, since only the larger eddies have to be explicitly resolved, while 
the smaller ones are parameterized with a sub-grid scale model (Foken 2017; Fröhlich 
2006). Since approximated Navier Stokes equations are solved for each individual time 
step, spatial structures are resolved much better in LESs than in so-called RANS (Reynolds-
averaged Navier Stokes). The latter only solve simplified stationary, i.e., Reynolds-aver-
aged, Naver Stokes equations (Fröhlich 2006). Thus, LESs provide a compromise between 
spatial and temporal resolution and computation time and are widely used in the field of 
micrometeorology to simulate the ABL (Foken 2017; Fröhlich 2006). 
LESs offer several advantages over field measurements that are relevant to addressing the 
objectives. The most important advantage is that it is possible to control a wide range of 
factors, such as atmospheric conditions, surface characteristics and boundary conditions, 
and that the boundary conditions are known (Inagaki et al. 2006; Sühring et al. 2018). This 
enables the targeted variation of a single parameter while all other parameters remain un-
changed, which is an important prerequisite for studying the influence of a single parameter 
on atmospheric processes. Additionally, by using cyclic horizontal boundary conditions, it 
is possible to investigate a quasi-infinite area without any possible influences by neighbor-
ing surfaces with different characteristics. 
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Furthermore, advanced LES codes generally enable high spatial and temporal resolution 
through massive parallelization on a suitable high-performance computing infrastructure. 
All atmospheric information is available in each grid point at each time step (Schalkwijk et 
al. 2016). Such a spatial coverage would not be possible in field measurements. Addition-
ally, the virtual measurements in LESs are not affected by possible measurement errors and 
gaps in the data (Inagaki et al. 2006; Schalkwijk et al. 2016; Sühring et al. 2018). 
Three studies using different sets of idealized LESs were carried out. First, the effect of 
lower boundary conditions on the development of dispersive fluxes in LESs was investi-
gated (Chapter 2.1.1). Second, an existing model of the surface energy imbalance over ho-
mogeneous surfaces was developed further to consider the effect of thermal surface heter-
ogeneity (Chapter 2.1.2). Finally, a model of dispersive heat fluxes, representing the energy 
transport by TOSs and TMCs, was developed, including the effect on the transport of water 
vapor (Chapter 2.1.3). 

2.1.1 Investigation of the effect of lower boundary conditions on the de-
velopment of dispersive fluxes in large-eddy simulations 

This Chapter is a summary of the methods used to compare the effect of different lower 
boundary conditions on dispersive fluxes in LESs. A more detailed description of both, the 
LES setup and the data processing procedure, can be found in Wanner et al. (2022a) in 
Appendix B. 

Set-up of the large-eddy simulations 
In this study, PALM v6 was used, which is a parallelized LES model based on the non-
hydrostatic Boussinesq approximation to the incompressible Navier Stokes equations (Ma-
ronga et al. 2020). A highly idealized set-up was employed, that comprised homogeneous 
surfaces and cyclic horizontal boundary conditions. To increase the resolution near the sur-
face, a vertically nested child domain with a small grid spacing was deployed in the lowest 
240 m of the domain, using the vertical two-way coupled grid nesting technique by Hellsten 
et al. (2021) that was already implemented in PALM.  
Two different vegetation types were used to compare prescribed surface fluxes (PSF) with 
a LSM (Gehrke et al. 2020) or a combination of the LSM and a PCM (Maronga et al. 2015) 
provided in PALM. For the comparison with the LSM only, a short grassland was chosen 
as vegetation type, and for the comparison with LSM+PCM, a forest was used, which was 
explicitly resolved by the PCM, as shown in Fig. 3. Since the LSM calculates the surface 
fluxes based on 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛, a radiation model needed to be deployed. The built-in clear sky radi-
ation model was used, but a constant solar zenith angle was applied for improved compa-
rability with the PSF simulations, and to systematically change 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛.  
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Figure 3 Schematic illustration of the lower boundary conditions that are compared for the two investigated 
vegetation types. The red and blue arrows represent the sensible and latent surface heat fluxes in the simula-
tions with prescribed surface fluxes (PSF). The colored area represents the land surface model (LSM), and 
the box represents the resolved canopy in the simulations with plant canopy model (PCM) (from Wanner et 
al. (2022a)). 
The varying 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 was combined with different geostrophic wind speeds (𝑈𝑈𝑔𝑔) to generate a 
range of atmospheric stability regimes: free convective (𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛  = 450 W m-2, 𝑈𝑈𝑔𝑔  = 0 m s-1), 
strongly unstable (𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛  = 350 W m-2, 𝑈𝑈𝑔𝑔  = 2 m s-1), and moderately unstable conditions 
(𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛  = 250 W m-2, 𝑈𝑈𝑔𝑔  = 5 m s-1). 
In the LSM+PCM simulations, the vegetation was explicitly resolved by PALM’s PCM 
that adds a momentum sink, interacts with radiation, and calculates the volume of heat and 
water vapor released by the canopy (Krč et al. 2021; Maronga et al. 2015). However, the 
PCM is not coupled with the LSM and assumes no limitation to transpiration due to the 
water availability in the soil. A horizontally uniform leaf area density profile following 
(Patton et al. 2016) was used to inform the PCM. 
The PSF simulations were set up with temporally and spatially constant prescribed surface 
fluxes based on the temporally and spatially averaged fluxes resulting from different 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 
in the LSM and LSM+PCM simulations. Furthermore, the roughness lengths where set to 
match the vegetation types used in the LSM and LSM+PCM simulations. However, the 
roughness length for the forest simulations had to be decreased to 0.25 m due to the low 
grid resolution. 

Data processing 
To investigate how comparable the PSF and LSM(+PCM) simulations are, 30-minute sur-
face fluxes of sensible and latent heat and horizontally averaged vertical profiles of hori-
zontal wind speed, the vertical component of the wind speed, and potential temperature 
were compared. The surface was defined to be located at the canopy top in all simulations, 
i.e., at the lower boundary of the domain in the PSF and LSM simulations, and at 20 m 
above the lower boundary in the LSM+PCM simulations. 
The dispersive heat fluxes were calculated following Eq. 8. For better comparability among 
different atmospheric conditions, the dispersive flux contributions were scaled with the 
surface fluxes. For the PSF and LSM simulations, the surface fluxes are directly provided 
in the LES output. However, for the simulations with the PCM, the surface flux was 
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calculated as the sum of the resolved heat fluxes, calculated following Eq. 5, and sub-grid-
scale contributions 20 m above the lower boundary. 
Furthermore, flux-variance similarity functions were investigated to explain the differences 
in dispersive heat fluxes over the forest. Following Panofsky et al. (1977), the similarity 
function for the wind component in 𝑥𝑥-direction (𝛷𝛷𝑢𝑢) was calculated as 

 
〈𝑢𝑢′𝑢𝑢′������〉
𝑢𝑢∗

= 𝛷𝛷𝑢𝑢 �
𝑧𝑧𝑏𝑏
𝐿𝐿
�, (16) 

where 𝑢𝑢 is the wind component in 𝑥𝑥-direction, 𝑢𝑢∗ is the friction velocity (Eq. 11), 𝑧𝑧𝑏𝑏 is the 
height above the lower boundary, and 𝐿𝐿 is the Obukhov length. The flux-variance similarity 
functions for the vertical wind component (𝛷𝛷𝑤𝑤) and the potential temperature (𝛷𝛷𝜃𝜃) were 
calculated by replacing 𝑢𝑢 with the vertical wind speed 𝑤𝑤 and the potential temperature 𝜃𝜃, 
respectively, and 𝑢𝑢∗ with the temperature scale 𝑇𝑇∗. 

2.1.2 Incorporation of the effect of thermal surface heterogeneity in a 
model of the surface energy imbalance 

This Chapter summarizes the methods used to further develop the surface energy imbalance 
model by De Roo et al. (2018) by including the thermal heterogeneity parameter introduced 
by Margairaz et al. (2020b) to account for the effect of thermal surface heterogeneity on 
the surface energy imbalance. A more detailed description of both, the LES setup and the 
data processing procedure, can be found in Wanner et al. (2022b) in Appendix C. 

The large-eddy simulation dataset 
For this study, a LES dataset originally developed by Margairaz et al. (2020a), who em-
ployed a pseudo-spectral LES approach (Albertson and Parlange 1999; Bou-Zeid et al. 
2005; Calaf et al. 2011; Margairaz et al. 2018; Moeng 1984), was used. 
The dataset consists of 32 simulations in total, with different combinations of surface tem-
perature distribution and geostrophic wind speed. In all simulations, an idealized dry ABL 
was simulated over a flat surface with homogeneous roughness with a domain size of (𝑙𝑙𝑥𝑥, 
𝑙𝑙𝑦𝑦, 𝑙𝑙𝑧𝑧) = (2π, 2π, 2) km and a grid-spacing of (𝛥𝛥𝛥𝛥, 𝛥𝛥𝛥𝛥, 𝛥𝛥𝛥𝛥) = (24.5, 24.5, 7.8) m. The atmos-
pheric conditions were forced by geostrophic wind speed, varying between 1 m s-1 and 
15 m s-1 at the top, and a fixed surface temperature at the bottom of the domain. In one set 
of simulations, the surface temperature was homogeneous (HM). In the other three simula-
tion sets (HT200, HT400, HT800), spatially heterogeneous surface temperatures with patch 
sizes of 200 m, 400 m, and 800 m were prescribed as shown in Fig. 4. The surface temper-
ature 𝑇𝑇𝑠𝑠 was always 295 K on average, with a standard deviation of ±5 K in the simulations 
with heterogeneous 𝑇𝑇𝑠𝑠. The initial air temperature was 290 K, i.e., 5 K lower than 𝑇𝑇𝑠𝑠, caus-
ing the development of a convective ABL. The analysis is based on data collected for 30 
minutes after a spin-up time of 4 hours. 
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Figure 4 Temperature distribution at the surface for the three sets of simulations with heterogeneous surfaces. 
The patch sizes from left to right are 200 m, 400 m, and 800 m (from Wanner et al. (2022b)). 

Model development 
The Buckingham Pi theory was followed to further develop the model of De Roo et al. 
(2018). According to Stull (1988), it follows four steps, which are (1) select variables that 
are relevant to the problem, (2) organize the selected variables into dimensionless groups, 
(3) perform an experiment to determine the values of those dimensionless groups, and (4) 
describe the relationship by fitting an empirical curve to the data. 
The dimensionless groups used by De Roo et al. (2018) are 𝑢𝑢∗ 𝑤𝑤∗⁄ , a measure of atmos-
pheric stability, and 𝑧𝑧 𝑧𝑧𝑖𝑖⁄ , which accounts for the influence of the measurement height. To 
include the effect of thermal surface heterogeneity, a third dimensionless variable group, 
the thermal heterogeneity parameter ℋ introduced by Margairaz et al. (2020b), was added. 
This resulted in a set of three scaling functions to model the imbalance ratio 𝐼𝐼: 

 𝐼𝐼 �
𝑢𝑢∗
𝑤𝑤∗

,
𝑧𝑧
𝑧𝑧𝑖𝑖

,ℋ� = 𝐹𝐹1 �
𝑢𝑢∗
𝑤𝑤∗
� 𝐹𝐹2 �

𝑧𝑧
𝑧𝑧𝑖𝑖
� 𝐹𝐹3(ℋ). (17) 

The first dimensionless variable group 𝑢𝑢∗ 𝑤𝑤∗⁄  was calculated following Eq. 11–12. The 
ABL height 𝑧𝑧𝑖𝑖 was determined as the height at which the total sensible heat flux becomes 
zero before reaching the capping inversion. The second dimensionless variable group 𝑧𝑧 𝑧𝑧𝑖𝑖⁄  
is the measurement height normalized with the height of the ABL. 
The third dimensionless variable group is the thermal heterogeneity parameter ℋ defined 
by Margairaz et al. (2020b) and was calculated following Eq. 14–15. As heterogeneity 
length scale 𝐿𝐿ℎ���, the patch sizes (i.e., 0 m, 200 m, 400 m, 800 m) were used. 
Because only 30-minute averages were available, the spatially averaged turbulent heat flux 
𝐻𝐻, i.e., the flux contribution that would be captured by typical single-tower EC measure-
ments, was calculated as 

 𝐻𝐻 = 〈𝑤𝑤𝑤𝑤���� − 𝑤𝑤�𝜃̅𝜃 + 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠������〉, (18) 

where temporal averaging over 30 minutes is indicated by the overbar and spatial averaging 
is indicated by the angled brackets. The surface heat flux 𝐻𝐻𝑠𝑠 was extracted from the heat 
flux 𝐻𝐻 at the lowest grid point. For each level, the imbalance ratio 𝐼𝐼 was then calculated as 

 𝐼𝐼(𝑧𝑧) =
𝐻𝐻𝑠𝑠 − 𝐻𝐻(𝑧𝑧)

𝐻𝐻𝑠𝑠
, (19) 
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where 𝑧𝑧 is the height above the surface. 
Following De Roo et al. (2018), 𝐹𝐹1 was assumed to be an exponential function of the form 
𝐹𝐹1 = 𝑎𝑎 exp(𝑏𝑏 𝑢𝑢∗ 𝑤𝑤∗⁄ ) + 𝑐𝑐 and 𝐹𝐹2 was assumed to be a linear function of the form 𝐹𝐹2 =
𝑖𝑖 𝑧𝑧 𝑧𝑧𝑖𝑖⁄ + 𝑗𝑗, with 𝑎𝑎, 𝑏𝑏, 𝑐𝑐, 𝑑𝑑, and 𝑒𝑒 being fitting constants. 
First, a set of reference models consisting of only 𝐹𝐹1 and 𝐹𝐹2 like the model by De Roo et 
al. (2018) (Eq. 13) was developed: 𝐹𝐹1 was fitted to 𝐼𝐼(0.04 𝑧𝑧𝑖𝑖) separately for each set of 
simulations (HM, HT200, HT400, and HT800). The height of 0.04 𝑧𝑧𝑖𝑖 was chosen following 
De Roo et al. (2018) to represent the conditions within the surface layer where EC meas-
urements are typically performed. Second, one joint 𝐹𝐹2 was fitted to 𝐼𝐼/𝐹𝐹1 for all simulation 
sets, where 𝐹𝐹1,𝐻𝐻𝐻𝐻, 𝐹𝐹1,𝐻𝐻𝐻𝐻200, 𝐹𝐹1,𝐻𝐻𝐻𝐻400, or 𝐹𝐹1,𝐻𝐻𝐻𝐻800 were used as 𝐹𝐹1, respectively. 
To include 𝐹𝐹3accounting for the effect of thermal surface heterogeneity in the model, the 
first scaling function for the homogeneous cases, i.e., 𝐹𝐹1,𝐻𝐻𝐻𝐻 was used for all simulation 
sets. To describe the remaining variability due to thermal surface heterogeneity, 𝐹𝐹3 was fit 
to 𝐼𝐼(0.04 𝑧𝑧𝑖𝑖) /𝐹𝐹1,𝐻𝐻𝐻𝐻. Based on the investigation of the relationship between 𝐼𝐼(0.04 𝑧𝑧𝑖𝑖)/
𝐹𝐹1,𝐻𝐻𝐻𝐻 and ℋ, 𝐹𝐹3 was assumed to be a linear function of the form 𝐹𝐹3 = 𝑚𝑚 ℋ + 𝑛𝑛 with 𝑚𝑚 
and 𝑛𝑛 as fitting constants. After determining 𝐹𝐹3 by fitting it to 𝐼𝐼(0.04 𝑧𝑧𝑖𝑖)/𝐹𝐹1,𝐻𝐻𝐻𝐻 , 𝐹𝐹2 was 
determined by fitting it to 𝐼𝐼/𝐹𝐹1,𝐻𝐻𝐻𝐻/𝐹𝐹3. 

2.1.3 Development of a model of dispersive heat fluxes  
This Chapter is a summary of the methods used to develop a dispersive heat flux model. 
More information on both the LESs and the data processing can be found in Wanner et al. 
(2023) in Appendix D. The methods used to apply the model are described in Chapters 
2.2.2 and 2.2.3.  

Setup of the large-eddy simulations 
PALM v6 (Maronga et al. 2020) was used for this study. Generally, the setup was based on 
the simulations by Margairaz et al. (2020a), which were used to include the effect of ther-
mal surface heterogeneity in the model of the surface energy imbalance (Wanner et al. 
2022b) and the same domain size, grid-spacing, and patch sizes were used (Chapter 2.1.2). 
However, it was not possible to prescribe temporally constant and spatially heterogeneous 
surface temperatures (𝑇𝑇𝑠𝑠) in PALM. The simulations were therefore initiated with a spa-
tially homogeneous surface temperature of 285 K, and spatially heterogeneous surface 
fluxes of sensible and latent heat (𝐻𝐻𝑠𝑠, 𝜆𝜆𝜆𝜆𝑠𝑠) were directly prescribed rather than caused by 
differences in 𝑇𝑇𝑠𝑠. 
Since both sensible and latent heat fluxes are simulated, the Bowen ratio was varied (0.1–
1.3) in addition to different geostrophic wind speeds (0.5–9 m s-1) and patch sizes (homo-
geneous, 200-800 m). Furthermore, simulations were performed with different standard de-
viations of the surface fluxes (𝐻𝐻𝑠𝑠: 52–70 W m-2, 𝜆𝜆𝜆𝜆𝑠𝑠: 64-86 W m-2) and different sums of 
𝐻𝐻𝑠𝑠  and 𝜆𝜆𝜆𝜆𝑠𝑠  (189–741 W m-2). A total of 148 simulations were performed with different 
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combinations of surface heterogeneity, surface fluxes, and moderately to strongly convec-
tive atmospheric conditions. 
In all simulations, the same initial vertical profiles of potential temperature and mixing ratio 
were used, following De Roo et al. (2018). Data was collected for a 30-minute averaging 
period after 4 hours of spin-up time. 

Model development 

The data set generated in the 148 simulations is very complex due to variation in numerous 
parameters, making it difficult to identify relationships with individual groups of variables 
and fit appropriate scaling functions. In addition, the surface temperature evolves as a func-
tion of atmospheric fluxes. As a result, the surface temperature is not truly homogeneous 
even in simulations with spatially homogeneous surface fluxes (Fig. 11 in Wanner et al. 
(2023), Appendix D) and the heterogeneous surface fluxes do not yield surface tempera-
tures quite as systematic as in the previous idealized LESs. This complicates the definition 
of a reference group, as used in Wanner et al. (2022b) to fit 𝐹𝐹1,𝐻𝐻𝐻𝐻 (Chapter 2.1.2). To ad-
dress this complexity, a machine learning approach was used to develop the model. The 
training data was collected from the LESs: 
The dispersive fluxes at each height 𝑧𝑧 were calculated following 

 𝐻𝐻𝑑𝑑(𝑧𝑧) = 〈𝑤𝑤�∗𝜃̅𝜃∗〉(𝑧𝑧) 𝑐𝑐𝑝𝑝𝜌𝜌 (20) 

and 

 𝜆𝜆𝜆𝜆𝑑𝑑(𝑧𝑧) = 〈𝑤𝑤�∗𝑞𝑞�∗〉(𝑧𝑧) 𝜆𝜆𝑣𝑣𝜌𝜌, (21) 

where the spatial covariances 〈𝑤𝑤�∗𝜃̅𝜃∗〉 and 〈𝑤𝑤�∗𝑞𝑞�∗〉 were calculated following Eq. 8, 𝑐𝑐𝑝𝑝 is the 
heat capacity of air, ρ is the air density, and 𝜆𝜆𝑣𝑣 is the latent heat of vaporization.  
The same dimensionless variable groups as in Wanner et al. (2022b) were used as predic-
tors, but supplemented with vertical gradients of potential temperature 𝜃𝜃 and mixing ratio 
𝑞𝑞 to account for the different magnitude in gradients to be balanced by the transport by 
SCs. 
Again, 𝑢𝑢∗ 𝑤𝑤∗⁄  was calculated following Eq. 11–12 for one grid level near the surface and 𝑧𝑧 
was normalized with the ABL height 𝑧𝑧𝑖𝑖, defined as the height were 〈𝑤𝑤′𝜃𝜃′������〉 becomes nega-
tive for the first time from the surface. The thermal heterogeneity parameter ℋ was calcu-
lated following Eq. 14–15. Instead of simply using the patch sizes, the heterogeneity length 
scale 𝐿𝐿ℎ��� was calculated following the spectral approach by Panin and Bernhofer (2008) 
(Chapter 1.4.2), and ∆𝑇𝑇� was calculated as the standard deviation of 𝑇𝑇𝑠𝑠� . All predictor varia-
bles were temporally averaged over 30 minutes and spatially averaged over the entire hor-
izontal extent of the domain. 
The vertical gradients of 𝜃𝜃 and 𝑞𝑞 were calculated between the surface values and the center 
of the ABL following 
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 〈∆𝑠̅𝑠〉 = 〈𝑠̅𝑠〉(0 𝑚𝑚) − 〈𝑠̅𝑠〉(0.5 𝑧𝑧𝑖𝑖), (22) 

where 𝑠𝑠 represents 𝜃𝜃 and 𝑞𝑞, respectively. 
A random forest machine-learning model (Breiman 2001) was used to predict 𝐻𝐻𝑑𝑑 and 𝜆𝜆𝜆𝜆𝑑𝑑 
from all 148 simulations and at different heights within the surface layer. Two separate 
models were trained for 𝐻𝐻𝑑𝑑 and 𝜆𝜆𝜆𝜆𝑑𝑑, with 〈∆𝜃̅𝜃〉 as a fourth predictor variable for 𝐻𝐻𝑑𝑑 and 
〈∆𝑞𝑞�〉 as a fourth predictor variable for 𝜆𝜆𝜆𝜆𝑑𝑑. 
The resulting models were evaluated with a leave-one-simulation-out-cross-validation 
where 𝐻𝐻𝑑𝑑 and 𝜆𝜆𝜆𝜆𝑑𝑑 were predicted for each simulation with the model trained with the data 
from all other simulations but not the respective simulation itself. Because the result of the 
random forest algorithm slightly varies due to the randomly chosen samples, this was re-
peated 100 times. Furthermore, so-called SHAP (Shapley Additive explanation) values 
(Lundberg et al. 2020; Lundberg and Lee 2017), which estimate the contribution of each 
predictor variable to the variation of the predictions, were calculated as a metric of the 
importance of each predictor variable. 

2.2 Evaluation of the model of dispersive heat fluxes for 
CHEESEHEAD19 

This Chapter is a summary of the methods used to apply the dispersive heat flux model, 
hereafter referred to as DHFM, to CHEESEHEAD19 LESs and field measurements. First, 
the CHEESEHEAD19 project (Butterworth et al. 2021) is introduced (Chapter 2.2.1). Sec-
ond, the application of the DHFM to LESs is described, where the focus lies on the direct 
comparison of dispersive heat fluxes predicted by the DHFM and the dispersive heat fluxes 
produced by the LESs (Chapter 2.2.2). Finally, the model is applied to CHEESEHEAD19 
field measurements to investigate, how well it is suited as a correction method to close the 
SEB gap in conventional EC measurements (Chapter 2.2.3). 

2.2.1 The CHEESEHEAD19 project 
The CHEESEHEAD19 (Chequamegon Heterogeneous Ecosystem Energy-balance Study 
Enabled by a High-density Extensive Array of Detectors) campaign was carried out in 
northern Wisconsin from June to October in 2019 on a 10 × 10 km2 area centered around 
the 400 m tall AmeriFlux tower US-PFa (45.9459, -90.2723, Desai et al. (2022)). As shown 
in Fig. 5, the area is covered by deciduous and coniferous forests, swamplands, and water 
bodies. Numerous collaborators contributed a large variety of ground based and airborne 
measurements, including flux measurements at EC towers and with aircraft, profile meas-
urements of different variables using radiosondes and lidars, airborne surface temperature 
measurements, and phenological observations. Some measurements were performed over 
the entire duration of the campaign, while others were executed additionally during three 
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intensive observation periods (IOPs). Butterworth et al. (2021) provide a detailed descrip-
tion of the campaign. 

 
Figure 5 Land cover map featuring EC tower locations and LES domain extents. The map shows landcover 
types extracted from the WISCLAND 2.0 dataset (Wisconsin Department of Natural Resources 2016). The 
orange points show the locations of the 16 EC field stations used to test the dispersive heat flux model. The 
extent of the map corresponds to the C1 domain in the CHEESEHEAD19 LESs and the white square shows 
the border of the C2 domain. The domains are centered around the WLEF Tall Tower (US-PFa, 45.9459, -
90.2723) depicted by the star (from Wanner et al. (2023)). 

The CHEESEHEAD19 large-eddy simulations 
A variety of observations gathered during the CHEESEHEAD19 campaign was used to 
inform realistic LESs of several days during two of the intensive observation periods 
(IOPs). To test the DHFM, the simulations of two days during the August IOP (Aug 22–23 
2019) were used, which consist of eight ensemble simulations. The simulations were car-
ried out with PALM v6 and consist of a parent domain with two 3D child domains that 
were recursively nested within each other to provide a high spatial resolution at the location 
of the CHEESEHEAD19 area. The areas covered by the child1 (C1, medium spatial reso-
lution) and child2 (C2, high spatial resolution) domains are shown in Fig. 5. Lateral and 
top boundary conditions were informed by the National Centers for Environmental Predic-
tion (NCEP) High Resolution Rapid Refresh data assimilation product (Blaylock et al. 
2017; Horel and Blaylock 2017). At the lower boundary, a LSM and a PCM were used, 
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which were informed by the WISCHLAND 2.0 dataset (Wisconsin Department of Natural 
Resources 2016) and a variety of observations from the CHEESEHEAD19 campaign. 

The CHEESEHEAD19 EC measurements 
Throughout the entire duration of the campaign, a tower network comprising 17 EC towers 
was operated by the National Science Foundation Lower Atmosphere Observing Facility’s 
Integrated Surface Flux System. The resulting dataset was used to test the DHFM. One 
station was discarded from the analysis due to its location at a steep lake shore, since to-
pography effects are not considered in the DHFM. The locations of the remaining 16 EC 
stations are shown in Fig. 5. The EC stations are placed above different vegetation types, 
that are pine forest (NW1, NE1, NE2, SE6), aspen forest (NW2, SW1, SW2, SE3, SE5), 
maple forest (NE4), hardwood forest (NE3, SW3, SW4, SE2), and tussock (NW3, SE4). 
The measurement heights were adapted to the vegetation heights, and thus were only 3 m 
above the ground at the tussock sites and varied between 12 m and 32 m at the forested sites 
(Table 2 in Wanner et al. (2023), Appendix D). 
𝐻𝐻𝑡𝑡 and 𝜆𝜆𝜆𝜆𝑡𝑡 were calculated from detrended 20 Hz measurements of vertical wind speed, 
dry air temperature, and water vapor concentration. A double rotation coordinate rotation 
was applied to the wind measurements, a correction for the effect of water vapor on the 
sonic speed was applied to extract the dry air temperature from sonic temperature measure-
ments, and density effects were corrected.  

2.2.2 Application of the model to CHEESEHEAD19 large-eddy simulations 
To model the dispersive fluxes in the CHEESEHEAD19 LESs with the DHFM, all predic-
tor variables had to be computed from the LES output. For each 30-minute interval, 𝑢𝑢∗/𝑤𝑤∗ 
was calculated directly above the surface following Eq. 11–12 and then horizontally aver-
aged. The surface is defined to be located at the lower boundary of the domain in all non-
forested locations, and at the canopy height 𝑧𝑧𝑐𝑐 in all forested locations, where the canopy 
was explicitly resolved by the PCM.  
Again, 𝑧𝑧𝑖𝑖 was defined as the height where 〈𝑤𝑤′𝜃𝜃′������〉 becomes negative for the first time from 
the surface. Different height levels up to 60 m above 〈𝑧𝑧𝑐𝑐〉 (22.08 m) were considered, but 
only if 𝑧𝑧 〈𝑧𝑧𝑖𝑖〉⁄  ≤ 0.1, because the DHFM can only be applied within the surface layer. The 
domain-averaged displacement height introduced by the canopy was estimated to be 
15.46 m and was considered in the calculation of 𝑧𝑧 〈𝑧𝑧𝑖𝑖〉⁄ . 
To calculate ℋ following Eq. 14–15, 𝑇𝑇𝑠𝑠�  was extracted from the LES surface temperature 
in all non-forested locations and from the air temperature at 𝑧𝑧𝑐𝑐 in all forested locations. To 
calculate ∆𝑇𝑇�, 〈𝑇𝑇𝑠𝑠� 〉, and 𝐿𝐿ℎ���, the extent of the C2 domain was used. ∆𝑇𝑇� was calculated as the 
standard deviation of 𝑇𝑇𝑠𝑠� , and the spectral approach by Panin and Bernhofer (2008) was used 
to determine 𝐿𝐿ℎ���. 〈𝑈𝑈𝑔𝑔����〉 was extracted from the horizontal wind speed at 1.1 〈𝑧𝑧𝑖𝑖〉.  
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The gradients of 〈𝜃̅𝜃〉 and 〈𝑞𝑞〉 were calculated following Eq. 22 with values extracted from 
the C1 domain at the second grid layer and 0.5 〈𝑧𝑧𝑖𝑖〉. 
To exclude 30-minute intervals with stable or neutral atmospheric conditions, the sensible 
surface heat flux was extracted. Again, the surface flux provided by the LESs was used in 
the non-forested locations. In the forested locations, the surface heat flux was calculated as 

 𝐻𝐻𝑠𝑠 = �〈𝑤𝑤𝑤𝑤���� − 𝑤𝑤�𝜃̅𝜃〉(𝑧𝑧𝑐𝑐) + 〈𝑤𝑤�∗𝜃̅𝜃∗〉(𝑧𝑧𝑐𝑐)�  𝑐𝑐𝑝𝑝𝜌𝜌(𝑧𝑧𝑐𝑐) + 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠������(𝑧𝑧𝑐𝑐). (23) 

All 30-minute intervals with 〈𝐻𝐻𝑠𝑠〉 < 10 W m-2 were discarded. 
The DHFM was set up by training the random forest algorithm with the data extracted from 
the 148 idealized LESs (Chapter 2.1.3) and applied to all remaining 30-minute intervals to 
predict the sensible and latent dispersive heat fluxes (𝐻𝐻𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚 and 𝜆𝜆𝜆𝜆𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚). For the results 
presented in Chapter, the fit and application of the DHFM was repeated 100 times and the 
predictions of all 100 cycles were averaged, whereas the results in Wanner et al. (2023) 
were so far based on only one random fit of the DHFM. To evaluate how well the DHFM 
predicts the dispersive heat fluxes, 𝐻𝐻𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚 and 𝜆𝜆𝜆𝜆𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚 were compared to the dispersive 
heat fluxes produced by the LESs (𝐻𝐻𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿 and 𝜆𝜆𝜆𝜆𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿) which were calculated following 
Eq. 8 and Eq. 20–21. 

2.2.3 Application of the model to CHEESEHEAD19 field measurements 
The model was applied as a SEB correction method to the flux measurement dataset from 
the 16 CHEESEHEAD19 EC stations. Therefore, only 30-minute intervals during which 
all available SEB measurements were running could be considered. These are measure-
ments of net radiation (𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛), sensible and latent turbulent heat fluxes (𝐻𝐻𝑡𝑡 and 𝜆𝜆𝜆𝜆𝑡𝑡), latent 
and sensible heat storage changes in the air (𝐻𝐻𝛥𝛥𝛥𝛥𝛥𝛥 and 𝜆𝜆𝜆𝜆𝛥𝛥𝛥𝛥𝛥𝛥), and ground heat flux (𝐺𝐺). 
Only 30-minute intervals with 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛  ≥ 0 W m-2 and 𝐻𝐻𝑡𝑡  ≥ 10 W m-2 were used for this analysis, 
since the DHFM was only developed for unstable conditions. Furthermore, 30-minute in-
tervals with (𝐻𝐻𝑡𝑡 + 𝜆𝜆𝜆𝜆𝑡𝑡)  > 1.5 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛  or (𝐻𝐻𝑡𝑡 + 𝜆𝜆𝜆𝜆𝑡𝑡 + 𝐻𝐻𝛥𝛥𝛥𝛥𝛥𝛥 + 𝜆𝜆𝜆𝜆𝛥𝛥𝛥𝛥𝛥𝛥)  < 0.5 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛  were dis-
carded, because the first case is very unrealistic and in the second case, the SEB gap would 
be larger than the measured fluxes and storage terms, resulting in a very high uncertainty. 
Since the DHFM uses spatially averaged predictor variables, it is not possible to gather the 
necessary information at typical EC stations. While a lot of additional measurements were 
performed during the CHEESEHEAD19 campaign that could at least partially provide the 
predictor variables, this is not the case at typical EC stations, either. To test the model under 
realistic conditions, no additional CHEESEHEAD19 data was used.  
Instead, the atmospheric variables were extracted from ERA5 reanalysis data (Hersbach et 
al. 2023a, 2023b). Variables provided at pressure levels were extracted by deriving the 
height of each pressure level with the barometric formula and then linearly interpolating to 
the desired height. 𝑈𝑈𝑔𝑔 is the horizontal wind speed at 1.1 𝑧𝑧𝑖𝑖, and 𝜃𝜃 and 𝑞𝑞 were derived from 
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the output at 0.5 𝑧𝑧𝑖𝑖. The single level output directly provided 𝑧𝑧𝑖𝑖 and 𝑢𝑢∗ and the 2 m values 
of 𝜃𝜃, 𝑞𝑞, and 𝑤𝑤∗ were also derived from the single level output. 
The surface variables were extracted from land surface temperature fusion maps provided 
by Desai et al. (2021). These surface temperature maps have a spatial resolution of 50 m 
and a temporal resolution of 1 hour and were developed by combining observations from 
different satellites. For each EC station, a 10 × 10 km2 area centered around the station was 
used to calculate ∆𝑇𝑇𝑠𝑠� , 〈𝑇𝑇𝑠𝑠� 〉, and 𝐿𝐿ℎ���. 
All predictor variables were then fed into the DHFM to predict the sensible and latent dis-
persive heat fluxes (𝐻𝐻𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚 and 𝜆𝜆𝜆𝜆𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚). This step was repeated 100 times and the pre-
dictions of all cycles were averaged. The sum of 𝐻𝐻𝑡𝑡, 𝜆𝜆𝜆𝜆𝑡𝑡, 𝐻𝐻𝛥𝛥𝛥𝛥𝛥𝛥, 𝜆𝜆𝜆𝜆𝛥𝛥𝛥𝛥𝛥𝛥, 𝐻𝐻𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚, and 𝜆𝜆𝜆𝜆𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚 
was then compared to the total available energy (𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 − 𝐺𝐺) to investigate if the SEB could 
be closed.  
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3 RESULTS & DISCUSSION 

In this Chapter, the main findings from the three studies contributing to this work are pre-
sented and discussed. First, the influence of lower boundary conditions on the magnitude 
of dispersive fluxes is investigated (Chapter 3.1), and second, the further developed model 
of the surface energy imbalance with respect to thermal surface heterogeneity is presented 
(Chapter 3.2). Finally, the MDHF is introduced and applied to realistic LESs and field 
measurements, where the focus lies not only on evaluating the performance itself, but also 
on its applicability as a correction method for EC field measurements (Chapter 3.3).  

3.1 The choice of lower boundary conditions and its effect on 
dispersive fluxes 

This Chapter summarizes the main findings from the study on the effect of different lower 
boundary conditions on dispersive fluxes. More details can be found in Wanner et al. 
(2022a) in Appendix B. 
To investigate whether surface conditions allowing for feedbacks between the surface and 
the atmosphere cause stronger dispersive fluxes in LESs, idealized simulations were carried 
out with traditionally used PSF and with a LSM and PCM over two different vegetation 
types. For a grassland, simulations with PSF were compared to simulations with a LSM, 
and for a forest, simulations with PSF were compared to a combination of a LSM and a 
PCM. 
A comparison of horizontal cross-sections of 30-minute averaged vertical wind speed 𝑤𝑤 
between forest simulations with PSF and LSM+PCM as lower boundary conditions shows 
that cellular and striped patterns near the canopy top are more pronounced in the 
LSM+PCM simulations across all atmospheric stabilities (see Fig. 3–5 in Wanner et al. 
(2022a) in Appendix B). This implies that secondary circulations reach closer to the canopy 
top when the LSM and PCM are used. With larger distance to the canopy top, a difference 
can still be observed, but is less pronounced. 
To investigate the effect of PSF and LSM(+PCM) on the dispersive fluxes, the differences 
between total dispersive fluxes 𝐹𝐹𝑑𝑑 = 𝐻𝐻𝑑𝑑 + 𝜆𝜆𝜆𝜆𝑑𝑑 are shown for each height 𝑧𝑧 up to 100 m 
above the canopy in Fig 6. Positive values indicate that 𝐹𝐹𝑑𝑑 observed in the LSM(+PCM) 
simulations is larger than 𝐹𝐹𝑑𝑑 in the PSF simulations. In the grassland simulations (light 
green), 𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿  is always smaller than 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃  and the difference increases linearly with 
height and also with instability.  
The behavior of 𝐹𝐹𝑑𝑑  in the forest simulations (dark green) is more complex. 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃  ap-
proaches zero near the canopy top, while 𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿+𝑃𝑃𝑃𝑃𝑃𝑃 does not decrease so strongly near 
the surface and instead reaches values of 1.14 ± 0.09 % under moderately unstable 



30 
 

conditions (MU), 2.76 ± 0.21 % under strongly unstable conditions (SU), and 5.78 ± 0.45 % 
under free convective conditions (FC). Therefore, 𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿+𝑃𝑃𝑃𝑃𝑃𝑃 is larger than 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃 near the 
canopy top and the difference increases with instability. However, further up in the ABL, 
no uniform behavior of 𝐹𝐹𝑑𝑑 can be observed across the different atmospheric conditions. 
About 20 m above the canopy top, 𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿+𝑃𝑃𝑃𝑃𝑃𝑃 is smaller than 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃 under MU conditions, 
but similar to 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃 under SU and FC conditions. Even further up, at about 80 m above the 
canopy top, 𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿+𝑃𝑃𝑃𝑃𝑃𝑃 is similar to 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃 under MU conditions, larger than 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃 under 
SU conditions, and smaller than 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃 under FC conditions. Generally, the differences are 
smaller under MU and SU conditions compared to the differences under FC conditions. 

 
Figure 6 Profiles of differences between 30-min averaged dispersive fluxes in LSM(+PCM) simulations and 
respective PSF simulations for moderately unstable (MU), strongly unstable (SU), and free convective (FC) 
atmospheric stabilities. The 𝒚𝒚-axis shows the height above the vegetation top 𝒛𝒛𝒗𝒗. Modified after Wanner et 
al. (2022a). 

The investigation of vertical profiles of the flux variance similarity functions 𝛷𝛷𝑢𝑢 and 𝛷𝛷𝑤𝑤 
helps to explain this behavior. Similar to the magnitude of dispersive fluxes, 𝛷𝛷𝑢𝑢 and 𝛷𝛷𝑤𝑤 
depend on the atmospheric stability and for all stabilities, they are larger in the LSM+PCM 
simulations compared to the PSF simulations near the canopy top.  
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The reason is that 𝛷𝛷𝑢𝑢 and 𝛷𝛷𝑤𝑤 are forced to zero at the lower boundary of the domain, which 
represents the canopy top in the PSF simulations. In the LSM+PCM simulations the canopy 
is resolved, the canopy top is lifted up from the lower domain boundary, and 𝛷𝛷𝑢𝑢 and 𝛷𝛷𝑤𝑤 
are not forced to zero at the canopy top, resulting in larger dispersive fluxes.  
At about 20 m above the canopy top, 𝛷𝛷𝑢𝑢 and 𝛷𝛷𝑤𝑤 from the PSF simulations become larger 
than 𝛷𝛷𝑢𝑢 and 𝛷𝛷𝑤𝑤  from the LSM+PCM simulation, explaining why 𝐹𝐹𝑑𝑑,𝑃𝑃𝑃𝑃𝑃𝑃  becomes larger 
than 𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿+𝑃𝑃𝑃𝑃𝑃𝑃 with increasing height. 𝛷𝛷𝑢𝑢 features a bulbous shape with a maximum at 
20 m while 𝛷𝛷𝑤𝑤 increases with altitude, which implies that secondary circulations develop, 
contributing to larger variance in the vertical wind far away from the canopy top and to 
larger variance in the horizontal wind near the canopy top. All described features of 𝛷𝛷𝑢𝑢 and 
𝛷𝛷𝑤𝑤 are strongly pronounced in the simulations with FC conditions, but very weak in the 
simulations with SU or MU conditions. 
The hypothesis that the LSM alone may increase the magnitude of dispersive fluxes by 
allowing for feedback between the surface and the atmosphere could not be verified. In 
fact, the resulting dispersive fluxes in the LSM simulations are smaller than in the PSF 
simulations. The use of the LSM in combination with the PCM allows for larger dispersive 
fluxes directly above the canopy, but further up, it depends on the atmospheric stability and 
height above the canopy determine whether the use of LSM+PCM yield larger dispersive 
fluxes or not. 

3.2 The surface energy imbalance model considering thermal 
surface heterogeneity 

This Chapter presents and discusses the final surface energy imbalance model including 
thermal surface heterogeneity. More information, also on the reference models, which are 
not shown here, can be found in Wanner et al. (2022b) in Appendix C. 
The fits of the scaling functions contributing to the final imbalance model are shown in 
Fig. 7. Figure 7a shows the relationship between the imbalance 𝐼𝐼 and 𝑢𝑢∗ 𝑤𝑤∗⁄ . The black 
curve shows 𝐹𝐹1,𝐻𝐻𝐻𝐻 fitted to the set of simulations with homogeneous surface temperature, 
which is 

 𝐹𝐹1,𝐻𝐻𝐻𝐻 = 0.133 exp �−15.3
𝑢𝑢∗
𝑤𝑤∗
� + 0.056. (24) 

 
The red curves show the fits to each set with heterogeneous 𝑇𝑇𝑠𝑠, which deviate stronger from 
𝐹𝐹1,𝐻𝐻𝐻𝐻 with increasing heterogeneity length scales. This variability is captured by the addi-
tional scaling function 𝐹𝐹3 which is shown in Fig. 7b. Two linear relationships were defined 
to describe the relationship between 𝐼𝐼(0.04 𝑧𝑧𝑖𝑖)/𝐹𝐹1,𝐻𝐻𝐻𝐻 and ℋ. For strongly unstable cases 
with 𝑢𝑢∗ 𝑤𝑤∗⁄  < 0.1, the resulting scaling function is 
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 𝐹𝐹3,𝑐𝑐 = 0.018 ℋ + 0.973 (25) 

and for moderately unstable cases with 𝑢𝑢∗ 𝑤𝑤∗⁄  > 0.14 it is 

 𝐹𝐹3,𝑟𝑟 = 0.016 ℋ + 1.07. (26) 

Analyzing horizontal cross sections of the 30-minute averaged vertical wind speed (Fig. 5 
in Wanner et al. (2022b) in Appendix C) revealed that these groups correspond to the for-
mation of cellular structures in simulations with 𝑈𝑈𝑔𝑔  = 1 m s-1 and a strongly unstable ABL 
and roll-like structures in simulations with 𝑈𝑈𝑔𝑔  ≥ 3 m s-1 and a moderately unstable ABL. Be-
cause no clear cellular or roll-like shapes could be identified in the vertical wind speed in 
simulations with 𝑈𝑈𝑔𝑔  = 2 m s-1, those simulations were discarded from the analysis. 
As shown in Fig. 7c, the vertical profiles of 𝐼𝐼 collapse into nearly one line for 𝑧𝑧 𝑧𝑧𝑖𝑖⁄  < 0.07 
after normalizing 𝐼𝐼  with 𝐹𝐹1,𝐻𝐻𝐻𝐻  and 𝐹𝐹3,𝑐𝑐  or 𝐹𝐹3,𝑟𝑟 , respectively. The relationship between 
𝐼𝐼/𝐹𝐹1,𝐻𝐻𝐻𝐻/𝐹𝐹3 can be described by 

 𝐹𝐹2 = 20.2
𝑧𝑧
𝑧𝑧𝑖𝑖

+ 0.153. (27) 

Comparing the vertical profiles of 𝐼𝐼/𝐹𝐹1,𝐻𝐻𝐻𝐻/𝐹𝐹3  to profiles of 𝐼𝐼  normalized with 𝐹𝐹1,𝐻𝐻𝐻𝐻 , 
𝐹𝐹1,𝐻𝐻𝐻𝐻200, 𝐹𝐹1,𝐻𝐻𝐻𝐻400, or 𝐹𝐹1,𝐻𝐻𝐻𝐻800 respectively (see Fig. 2 in Wanner et al. (2022b) in Appendix 
C), shows that 𝐹𝐹3,𝑐𝑐 and 𝐹𝐹3,𝑟𝑟 capture the variability in 𝐼𝐼 introduced by the thermal surface 
heterogeneity very well, since all profiles collapse equally into one line. 

 
Figure 7 Representation of the three scaling functions that form the surface energy imbalance model. Panel 
a shows the imbalance ratio 𝐼𝐼 at 0.04 𝑧𝑧 𝑧𝑧𝑖𝑖⁄  as a function of the stability parameter 𝑢𝑢∗ 𝑤𝑤∗⁄ . The four simulation 
sets of different surface heterogeneity are represented by different colors. The atmospheric stability is steered 
by changes in 𝑈𝑈𝑔𝑔, shown by different marker shapes. For each simulation set, a separate fit of the scaling 
function 𝐹𝐹1 was performed, represented by the curves. Only the fit for the homogeneous simulations (𝐹𝐹1,𝐻𝐻𝐻𝐻, 
Eq. 24) shown by the black curve is used in the model. Panel b shows 𝐼𝐼 at 0.04 𝑧𝑧 𝑧𝑧𝑖𝑖⁄  normalized with 𝐹𝐹1,𝐻𝐻𝐻𝐻 
against the heterogeneity parameter ℋ. The data is separated into two groups: (1) simulations with 𝑈𝑈𝑔𝑔  = 1 m s-1 
that show cellular shaped secondary circulations, and (2) simulations with 𝑈𝑈𝑔𝑔  ≥ 3 m s-1 that show roll-shaped 
secondary circulations. Simulations with 𝑈𝑈𝑔𝑔  = 2 m s-1 are discarded because they show no clearly cellular nor 
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roll-shaped structures. The two blue lines show the fits of the third scaling functions to the two groups (𝐹𝐹3,𝑐𝑐 
and 𝐹𝐹3,𝑟𝑟, Eq. 25–26). Panel c shows the vertical profiles of 𝐼𝐼 normalized with 𝐹𝐹1,𝐻𝐻𝐻𝐻 and the respective scaling 
functions 𝐹𝐹3,𝑐𝑐 or 𝐹𝐹3,𝑟𝑟. The blue line shows the fitted scaling function 𝐹𝐹2 (Eq. 27). Modified after Wanner et 
al. (2022b). 

The model can be applied to correct EC measurements following 

 𝐼𝐼 =
𝐹𝐹1,𝐻𝐻𝐻𝐻 �

𝑢𝑢∗
𝑤𝑤∗
� 𝐹𝐹2 �

𝑧𝑧
𝑧𝑧𝑖𝑖
� 𝐹𝐹3(ℋ)

1 − 𝐹𝐹1,𝐻𝐻𝐻𝐻 �
𝑢𝑢∗
𝑤𝑤∗
� 𝐹𝐹2 �

𝑧𝑧
𝑧𝑧𝑖𝑖
� 𝐹𝐹3(ℋ)

𝐻𝐻𝑡𝑡, (28) 

where 𝐹𝐹3 is 𝐹𝐹3,𝑐𝑐 or 𝐹𝐹3,𝑟𝑟, depending on 𝑢𝑢∗ 𝑤𝑤∗⁄ , and 𝐻𝐻𝑡𝑡 is the sensible turbulent heat flux cap-
tured by the EC measurement. 
There are a few limitations to the application of the model with regard to the atmospheric  
and surface conditions under which it can be applied, which are discussed in detail in Wan-
ner et al. (2022b) in Appendix C. Furthermore, three fundamental weaknesses of the model 
were identified: the lack of a model of the imbalance in the latent heat flux, the transfera-
bility of the patch-size based heterogeneity length scale to environmental conditions, and 
the fact that the entire imbalance is modelled instead of the energy transport by secondary 
circulations. 
To close the SEB gap by correcting EC measurements, both the sensible and the latent heat 
flux must be corrected. The model can be applied to the latent heat flux as well, assuming 
that the Bowen ratio of the surface energy imbalance, including 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, 𝜆𝜆𝜆𝜆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, 𝛥𝛥𝛥𝛥𝑎𝑎, and 
𝛥𝛥𝛥𝛥𝑏𝑏, equals the Bowen ratio of the measured fluxes 𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and 𝜆𝜆𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡. Adapting 𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and 
𝜆𝜆𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 to close the SEB gap while preserving the Bowen ratio has been suggested before 
(Twine et al. 2000), and spatial EC measurements confirm that the Bowen ratio is similar 
in small and mesoscale flux contributions (Eder et al. 2014; Mauder et al. 2007b). However, 
for single-tower measurements, this assumption can only hold if the measured small-scale 
turbulent flux is representative of the surrounding area over which the SCs develop. 
As mentioned in Chapter 1.4.2, most landscapes feature what Bou-Zeid et al. (2020) clas-
sify as unstructured heterogeneity, where the individual patches differ greatly in size and 
shape. It is therefore not possible to specify the heterogeneity length scale by a simple patch 
size. Spectral approaches, like the one by Panin and Bernhofer (2008) can be used to deter-
mine a characteristic heterogeneity length scale. However, this does not represent the patch 
size which was used as heterogeneity length scale in the model development. If a spectral 
approach was applied to the surface temperature distributions in the LESs, the resulting 
heterogeneity length scales would be larger than the sizes of the individual patches because 
multiple warm or cool patches are often clustered, forming larger warm and cool areas, as 
shown in Fig. 4. 
Finally, modeling the entire surface energy imbalance can serve to close the SEB gap, but 
does not provide any information on how the SEB gap is composed, i.e., how much storage 
changes and the energy transport by SCs contribute to it. Depending on the intended use, 
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however, this distinction can be important. To accomplish the main goal of this work, which 
is investigating how heterogeneous ecosystems affect atmospheric transport processes, it is 
necessary to investigate dispersive heat fluxes separately. To determine the fluxes between 
an ecosystem and the atmosphere, only the dispersive heat fluxes should be added to the 
turbulent fluxes measured by the EC station. In contrast, if the flux measurements are used 
to validate surface fluxes provided by land surface models, it would be reasonable to addi-
tionally include the storage changes. However, as mentioned in Chapter 1.2.4, storage 
changes can be measured at single-tower stations which is a more direct way of determining 
their contribution, and if only the daily SEB is of interest, it may even be possible to neglect 
them. These considerations support the direct modeling of energy transport by SCs as dis-
persive fluxes. 

3.3 Development of a model of dispersive heat fluxes 

To directly predict the energy transport by TOSs and TMCs, the DHFM was developed, 
which is presented in this Chapter. During the development of the DHFM, special attention 
was paid to overcome the weaknesses identified in the previously developed surface energy 
imbalance model by predicting the sensible and latent dispersive heat fluxes separately and 
using the spectral approach by Panin and Bernhofer (2008), which can also be applied to 
real landscapes, to determine the predominant heterogeneity length scale and calculate ℋ. 
First, the performance of the DHFM is evaluated (Chapter 3.3.1). Second, an option to 
apply the DHFM to EC stations without using any additional in-situ measurements is pre-
sented and discussed (Chapter 3.3.2), since one of the requirements for the model of dis-
persive heat fluxes was that it can be used to correct atmospheric heat fluxes without much 
additional measurement effort at existing EC stations (Chapter 1.5). More details can be 
found in Wanner et al. (2023) in Appendix D. 

3.3.1 Performance 
To evaluate the performance of the DHFM, a cross validation was performed. Figure 8a 
shows that for the sensible dispersive heat fluxes, the prediction agrees very well with the 
values directly calculated from the LESs. The agreement is not as satisfactory for the latent 
dispersive heat flux. The comparison between predicted and LES values shown in Fig. 8b 
exhibits a larger scatter, which results in a substantially lower R2 of 0.75. This indicates 
that another predictor variable may be needed to explain the remaining variance. One factor 
that was not considered in this study but could have a strong effect on the energy trans-
ported by SCs, especially in the form of latent heat, is the entrainment of air at the upper 
boundary of the ABL which can affect the vertical profiles of 𝜃𝜃 and 𝑞𝑞, especially in the 
upper half of the ABL (Gao et al. 2017; Huang et al. 2008; Mauder et al. 2020). 
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Figure 8 Performance of the dispersive heat flux model based on the cross-validation. Panels a-b show com-
parisons of modeled dispersive heat fluxes (𝒚𝒚-axis) against true dispersive heat fluxes calculated directly from 
the LES output (𝒙𝒙-axis) for (a) sensible and (b) latent dispersive heat fluxes. Panels c-d show the relative 
importance of predicting variables in the models of (c) sensible and (d) latent dispersive heat flux. Modified 
after Wanner et al. (2023). 

In Fig. 8c–d, the relative contributions of the predictor variables to explaining the variance 
in the dispersive fluxes are shown. In both cases, ℋ has a large share and the normalized 
measurement height and corresponding vertical gradients have about half as large a share. 
It is striking that the atmospheric stability explains a lot of the variance in the sensible 
dispersive heat flux, but only very little of the variance in the latent dispersive heat flux. 
One possible explanation is that the atmospheric stability is strongly related to the vertical 
gradient of 𝜃𝜃. A stronger gradient in 𝜃𝜃 leads to more strongly convective conditions, under 
which more pronounced SCs develop, which transport warm air from the surface to the 
upper ABL and cold air from the upper ABL to the surface. Therefore, 〈𝑢𝑢∗ 𝑤𝑤∗⁄��������〉 alone can 
explain much of the variance in 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. However, the vertical gradient of 𝑞𝑞 is not necessarily 

related to atmospheric stability. Under strongly convective conditions, 〈∆𝑞𝑞����〉 may be very 
small, in which case strong SCs would develop, but not contribute much to the transport of 
latent heat. This explains why 〈∆𝑞𝑞����〉 is more important than 〈𝑢𝑢∗ 𝑤𝑤∗⁄��������〉 for predicting 𝜆𝜆𝜆𝜆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. 
The DHFM was applied to the CHEESEHEAD19 LESs to directly compare the predicted 
dispersive heat fluxes (𝐹𝐹𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚) to the ones calculated from the LES output (𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿) as shown 
in Fig. 9. The DHFM clearly overestimates 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 by 17.3 % and also slightly overestimates 



36 
 

𝜆𝜆𝜆𝜆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 by 4.9 %, resulting in an 8.5 % overestimation of the total dispersive heat flux. One 
possible explanation for the overestimation is that a LSM and a PCM were deployed in the 
realistic CHEESEHEAD19 LESs, whereas PSF were used in the idealized LESs on which 
the DHFM is based. The dispersive fluxes were compared for heights of 10–60 m above 
the canopy top, at which the use of the LSM and PCM resulted in smaller dispersive heat 
fluxes than were observed in simulations with PSF (Fig. 6) (Wanner et al. 2022a). 
The stronger overestimation of 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 results in a larger Bowen ratio in 𝐹𝐹𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚 compared to 
𝐹𝐹𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿 as shown in Table 1. However, it must be noted that in the idealized LESs used to 
develop the DHFM, the Bowen ratio of dispersive fluxes almost equals the Bowen ratio of 
turbulent fluxes (see Table 3 in Wanner et al. (2023) in Appendix D), similar to observa-
tions in the field (Eder et al. 2014; Mauder et al. 2007b). In contrast, in the CHEESE-
HEAD19 LESs, the Bowen ratio of dispersive fluxes is much lower than the Bowen ratio 
of the turbulent fluxes (see Table 4 in Wanner et al. (2023) in Appendix D). Nevertheless, 
the DHFM partially captured the different flux partitioning in the dispersive fluxes. 

Table 1 Bowen ratios (𝜷𝜷) show the different partitioning into sensible and latent heat in the domain-averaged 
surface fluxes (〈𝑭𝑭𝒔𝒔〉), turbulent fluxes (〈𝑭𝑭𝒕𝒕〉), and true (𝑭𝑭𝒅𝒅,𝑳𝑳𝑳𝑳𝑳𝑳) dispersive heat fluxes directly calculated from 
the LES output, as well as modelled (𝑭𝑭𝒅𝒅𝒎𝒎𝒎𝒎𝒎𝒎) dispersive heat fluxes. 

 〈𝑭𝑭𝒔𝒔〉  〈𝑭𝑭𝒕𝒕〉  𝑭𝑭𝒅𝒅,𝑳𝑳𝑳𝑳𝑳𝑳  𝑭𝑭𝒅𝒅,𝒎𝒎𝒎𝒎𝒎𝒎  

ß 0.669±0.129 0.647±0.115 0.461±0.176 0.519±0.208 

The difference in Bowen ratios of turbulent and dispersive heat fluxes in the CHEESE-
HEAD19 LESs may again be related to the effect of entrainment on the vertical profiles of 
𝜃𝜃 and 𝑞𝑞 (Gao et al. 2017; Huang et al. 2008; Mauder et al. 2020), affecting the partitioning 
of energy transport by SCs that span the entire ABL vertically, but not so much the energy 
transport by small-scale turbulence near the surface. Furthermore, the use of LSM and PCM 
could play a role. A closer look at Fig. 8 in Wanner et al. (2022a) in Appendix B reveals 
that the sensible and latent dispersive heat fluxes react differently to PSF and LSM(+PCM) 
as lower boundary condition. At 40 m above the grass surface, the sensible dispersive heat 
fluxes in the LSM simulations are slightly larger than in the PSF simulations, whereas the 
latent dispersive heat fluxes are considerably smaller in the LSM simulations than in the 
PSF simulations. The resulting Bowen ratio is larger in the LSM simulations, compared to 
the PSF simulations. Above the forest, the behavior is not so uniform. 
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Figure 9 Comparison of modeled (a) sensible and (b) latent dispersive heat fluxes with the sensible and latent 
dispersive heat fluxes calculated as spatial covariances from the output of the more realistic CHEESE-
HEAD19 LESs. The black lines show an orthogonal distance regression (ODR) forced through the origin, 
with the solid line representing the ODR with the mean values of the 100 predictions, and the dotted lines 
representing the standard deviation of ODRs with each of the 100 predictions. The 𝒚𝒚-values of the markers 
show the dispersive fluxes averaged over the 100 predictions. The colors represent 30-minute observation 
periods used for this analysis and the symbols represent the height above the displacement height. Modified 
after Wanner et al. (2023). 

Finally, the DHFM was applied to CHEESEHEAD19 field measurements to show if the 
correction of atmospheric heat fluxes by adding the modeled dispersive heat fluxes to the 
turbulent heat fluxes measured at the EC stations improves the SEB closure. It could be 
only applied to a very limited number of observations because many predictor variables 
collected to apply the DHFM to the field measurements lay outside the range of predictor 
variables used to train the model. While 〈𝑢𝑢∗ 𝑤𝑤∗⁄��������〉, ℋ and 〈∆𝑞𝑞����〉 were covered quite well, 
there were large deficits in 𝑧𝑧 〈𝑧𝑧𝚤𝚤�〉⁄  and 〈∆𝜃𝜃����〉. Due to the rather coarse grid resolution of the 
idealized LESs used to train the DHFM, measurement heights near the surface could not 
be considered. The range of measurement heights to which the DHFM can be applied could 
therefore be increased by generating a training data set with a high resolution LES. How-
ever, this would be very computationally expensive. The insufficient coverage of 〈∆𝜃𝜃����〉 
seems to be partially caused by an overestimation of 〈∆𝜃𝜃����〉 from the ERA5 reanalysis data 
(Fig. 10 in Wanner et al. (2023), Appendix D). It may still be beneficial to expand the 
training data set to include larger values in 〈∆𝜃𝜃����〉, 〈∆𝑞𝑞����〉, and 〈𝑢𝑢∗ 𝑤𝑤∗⁄��������〉, as further discussed in 
Wanner et al. (2023) in Appendix D. 
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For all remaining observations, Fig. 10 shows the distribution of the available energy 
(𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 − 𝐺𝐺) between the measured heat fluxes (𝐻𝐻𝑡𝑡, 𝜆𝜆𝜆𝜆𝑡𝑡), heat storage changes in the air 
(𝐻𝐻𝛥𝛥𝛥𝛥𝛥𝛥, 𝜆𝜆𝜆𝜆𝛥𝛥𝛥𝛥𝛥𝛥) and modeled dispersive heat fluxes (𝐻𝐻𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚, 𝜆𝜆𝜆𝜆𝑑𝑑,𝑚𝑚𝑚𝑚𝑚𝑚). The measured heat 
fluxes account for about 75 % on average, resulting in an SEB gap of about 25 %. Including 
the storage changes in air only slightly reduces the SEB gap to about 22.8 % on average, 
and adding the modelled dispersive fluxes reduces the SEB gap to 15.7 % on average. 

 
Figure 10 Share of turbulent heat fluxes (𝑯𝑯𝒕𝒕, 𝝀𝝀𝝀𝝀𝒕𝒕), energy storage change in air (𝑯𝑯∆𝑺𝑺𝑺𝑺, 𝝀𝝀𝝀𝝀∆𝑺𝑺𝑺𝑺), and modeled 
dispersive heat fluxes (𝑯𝑯𝒅𝒅,𝒎𝒎𝒎𝒎𝒎𝒎,𝝀𝝀𝝀𝝀𝒅𝒅,𝒎𝒎𝒎𝒎𝒎𝒎) of the total available energy (𝑹𝑹𝒏𝒏𝒏𝒏𝒏𝒏 − 𝑮𝑮). The error bars represent the 
standard deviation of the sums shown in each bar (from Wanner et al. (2023)). 

The remaining SEB gap is still very large. However, several contributions to the SEB are 
still neglected, which are estimated to account for about 13 % of the available energy: The 
storage change in the biomass was not measured at all stations throughout the campaign, 
which is why it is not included in the analysis. However, at the end of the campaign, bio-
mass heat storage change was measured at a few stations and was found to account for 
6.5 % of (𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 − 𝐺𝐺). Furthermore, CSAT3AW sonic anemometers were deployed during 
the CHEESEHEAD19 campaign, which can cause an underestimation of the measured tur-
bulent fluxes by up to 5 % (Horst et al. 2015). Finally, energy consumption by photosyn-
thesis may account for 1–2 % of the available energy (Blanken et al. 1997; Meyers and 
Hollinger 2004; Oncley et al. 2007; Schmid et al. 2000). 
After taking these factors into account, the remaining SEB gap would be reduced to around 
3 % of the available energy. The remaining SEB gap could be caused by an underestimation 
of the dispersive fluxes by the DHFM. On the one hand, the dispersive fluxes may be un-
derestimated in the idealized LESs used to develop the DHFM due to the rather coarse 
spatial resolution, and on the other hand, weak topography in the field could slightly am-
plify the dispersive fluxes, which is not considered in the DHFM. 
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3.3.2 Application 
The DHFM consists of a training data set based on the output of all 148 LESs (see Chapter 
2.1.3) and a python script to apply the model. It is applied by fitting the models of 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
and 𝜆𝜆𝜆𝜆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 to the training data set and then applying them to the predictor variables col-
lected for 30-minute intervals to predict 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜆𝜆𝜆𝜆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. The python script to apply the 
model and the training data set will be published as an electronic supplement to Wanner et 
al. (2023). 
The DHFM predicts the absolute dispersive heat fluxes in contrast to former SEB correc-
tion models, which predict the surface energy imbalance by scaling the measured turbulent 
and sensible latent heat fluxes (De Roo et al. 2018; Huang et al. 2008; Wanner et al. 2022b). 
However, the fluxes measured at an EC station represent a rather small footprint area, 
whereas a much larger area influences the energy transport by secondary circulations 
(Mauder et al. 2007a; Panin and Bernhofer 2008). The measured fluxes may vary strongly 
between different locations within the source area of the dispersive fluxes, especially in 
heterogeneous ecosystems. It is therefore not possible to determine the dispersive heat flux 
as a factor of the turbulent heat flux measured at any location within the source area. 
This further implies that other local measurements at EC stations are not well suited to 
predict dispersive fluxes, but spatially averaged values representing the surrounding land-
scape should be used. Therefore, ERA5 reanalysis data, representing an area of roughly 
28 × 28 km2, was used to collect the atmospheric variables contributing to the predictor var-
iables, and land surface temperature fusion maps of 10 × 10 km2 around each CHEESE-
HEAD19 EC station, derived from satellite observations, were used to collect the surface 
variables. 
To estimate how well these two data sets are suited to provide the predicting variables for 
the DHFM, the predicting variables were compared against the ones determined in the 
CHEESEHEAD19 LESs (see Fig. 10 in Wanner et al. (2023) in Appendix D), which, in 
turn, was shown to agree well with field observations (Paleri et al. 2023a). On average, the 
agreement in ℋ and 〈𝑧𝑧𝚤𝚤�〉 is quite good. However, less variance in 〈𝑧𝑧𝚤𝚤�〉 is captured by ERA5. 
Furthermore, 〈𝑢𝑢∗ 𝑤𝑤∗⁄��������〉 is considerably lower in ERA5 and 〈∆𝑞𝑞����〉 and 〈∆𝜃𝜃����〉 are considerably 
larger. 
This comparison was limited to one location and only a few hours and therefore does not 
allow any conclusions to be drawn about the general suitability of ERA5. However, it sug-
gests that there is still room for improvement in the use of ERA5 to determine the predictor 
variables for the DHFM, and reasons for the discrepancies are discussed in Wanner et al. 
(2023) in Appendix D. 
Apart from that, the use of ERA5 reanalysis data and satellite-based surface temperature 
maps offers the great advantage that no additional instrumentation is needed at the EC sta-
tions to apply the DHFM. The necessary satellite observations of the surface temperature 
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and ERA5 reanalysis data can be obtained at most locations around the world and even for 
the past. This approach can therefore be used to correct atmospheric flux measurements 
consistently in already existing long time series. 
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4 CONCLUSION 

In this work, a variety of methods was combined with numerous different datasets to further 
advance the understanding of the influence of heterogeneous ecosystems on the atmos-
pheric transport of energy. The first objective was to investigate whether lower boundary 
conditions that allow feedbacks between the surface and the atmosphere cause larger dis-
persive fluxes in LESs. An idealized study was set up, to compare the dispersive fluxes 
developing with typically used PSF to dispersive fluxes developing when a LSM or PCM 
is deployed (Wanner et al. 2022a). However, the use of the LSM led to smaller dispersive 
fluxes. The use of the PCM resulted in larger dispersive fluxes directly above the canopy 
top, but yielded contrasting results under different atmospheric conditions with greater dis-
tance to the canopy top. 
The second objective was to further develop the surface energy imbalance model provided 
by De Roo et al. (2018). This was done by including the thermal heterogeneity parameter 
developed by Margairaz et al. (2020b), to account for the effect of thermal surface hetero-
geneity in heterogeneous ecosystems on the energy transport by secondary circulations, 
and thereby the surface energy imbalance (Wanner et al. 2022b). This study confirmed that 
the magnitude surface energy imbalance is related to the thermal surface heterogeneity, 
which is caused likely by the strengthening of secondary circulations due to thermal surface 
heterogeneity. It was shown that the relation between surface energy imbalance and thermal 
surface heterogeneity also depend on the type of secondary circulations, which can be either 
roll-like or cellular. 
Finally, the last two objectives were realized by creating a comprehensive set of LESs based 
on the findings from the previous surface energy imbalance model and covering a variety 
of atmospheric and surface conditions to develop a model of dispersive heat fluxes (Wanner 
et al. 2023). A different method was chosen to determine the surface heterogeneity length 
scale used to calculate the thermal heterogeneity parameter, which is transferable to field 
conditions. Furthermore, a machine learning algorithm was used to capture the complexity 
introduced by the many factors affecting the magnitude of the energy transport by second-
ary circulations. The resulting model directly predicts dispersive heat fluxes and was tested 
on realistic LESs and field measurements from the CHEESEHEAD19 campaign. Despite 
some areas for improvement, such as the insufficient coverage of atmospheric and surface 
conditions encountered in field conditions, the model provides promising results. The pre-
dicted dispersive heat fluxes agree considerably well with the dispersive heat fluxes in the 
realistic LESs and contribute to almost entirely closing the surface energy balance gap in 
field measurements, when other missing terms are estimated and included. 
It was furthermore shown that the model of dispersive heat fluxes can be applied to correct 
atmospheric heat flux measurements without deploying any additional instrumentation by 
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deriving the needed values for the predictor variables from ERA5 reanalysis data and sat-
ellite observations of the surface temperature. This not only facilitates the modeling of dis-
persive heat fluxes at almost any location in the world, but also the retrospective application 
of the model to consistently correct long-term measurements at EC stations, for instance 
for all historical FLUXNET data. 
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5 OUTLOOK 

The prediction of latent dispersive heat fluxes in the DHFM may be further improved by 
including the effect of entrainment. Additionally, the training data set should be extended 
to allow for the model to be applied to a wider range of atmospheric conditions and lower 
measurement heights. Since no additional measurements are required, the DHFM could be 
tested at a larger number of EC stations in different regions and over different ecosystems. 
This work focused on the atmospheric sensible and latent heat fluxes, but as mentioned in 
the introduction, the quantification of fluxes of CO2 and other greenhouse gases are just as 
important. It would therefore be interesting, to further apply the methods used in this work 
to investigate the effect of SCs on the transport of CO2 and other greenhouse gases. The 
DHFM could be further extended facilitate the correction of atmospheric trace gas fluxes, 
as well. 
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A Individual contributions to the joint publica-
tions 

This is a cumulative thesis based on three scientific publications in which other people were 
involved. This Chapter therefore presents my own contributions and those of the co-authors 
to the work presented in each publication.  

Appendix B 

Wanner L, De Roo F, Sühring M, Mauder M (2022a): How Does the Choice of the Lower 
Boundary Conditions in LES Affect the Development of Dispersive Fluxes Near the Sur-
face?, Boundary-Layer Meteorol, doi: 10.1007/s10546-021-00649-7 

Matthias Mauder and I developed the idea for this paper together. I decided which vegeta-
tion types and surface conditions to compare. The choice of atmospheric conditions was 
largely based on previous simulations by Frederik De Roo. I performed the LES runs with 
support from Matthias Sühring and Frederik De Roo Sühring. I conducted the data analysis, 
where Matthias Mauder suggested to further investigate the cause for the different behavior 
of dispersive fluxes by analyzing the variance similarity functions. I was further responsible 
for the visualization of results, and wrote most of the manuscript, where Matthias Sühring 
has contributed the description of PALM. Frederik De Roo, Matthias Sühring, and Matthias 
Mauder helped to improve the manuscript during an internal review process.   

Appendix C 

Wanner L, Calaf M, Mauder M (2022b): Incorporating the effect of heterogeneous surface 
heating into a semi-empirical model of the surface energy balance closure, PLoS ONE, 
17(6):e0268097, doi: 10.1371/journal.pone.0268097 

Matthias Mauder and I developed the idea for this paper with the aim to further develop the 
SEB imbalance model by De Roo et al. (2018) to account for thermal surface heterogeneity 
by including the thermal heterogeneity parameter introduced by Margairaz et al. (2020b). 
We therefore decided to ask Marc Calaf for a collaboration. Since the set of idealized LES 
used to develop the thermal heterogeneity parameter seemed to be ideally suited for our 
purpose, Marc Calaf provided the LES output for this study. After consultation with Mat-
thias Mauder, I developed a strategy to derive and systematically test a new set of scaling 
functions, to model the energy imbalance. I was responsible for the processing of LES out-
put, model development, and visualization of results. I also wrote the manuscript, with con-
tributions by Marc Calaf to the sections on the LES set up and the thermal heterogeneity 
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parameter. Matthias Mauder and Marc Calaf helped to improve the manuscript during an 
internal review process. 

Appendix D 

Wanner L, Jung M, Paleri S, Butterworth B, Desai A, Sühring M, Mauder M (2023): To-
wards Energy-Balance Closure with a Model of Dispersive Heat Fluxes, PREPRINT (Ver-
sion 1) available at Research Square, doi: 10.21203/rs.3.rs-3449667/v1 

I developed the idea to further improve the model of SEB imbalance by directly modeling 
sensible and latent dispersive heat fluxes and including the vertical gradients of potential 
temperature and mixing ratio. Furthermore, I decided to directly model dispersive heat 
fluxes instead of the SEB imbalance, as I was interested in the magnitude of energy 
transport by secondary circulations, but not the contribution of storage change to the SEB 
imbalance. I therefore developed a concept to recreate the scenarios used in the idealized 
heterogeneity LES to develop the SEB imbalance model in PALM, which allows for the 
simulation of latent heat flux, and to expand the set by including various combinations of 
sensible and latent surface heat fluxes.  
The increased complexity of the dataset made it impossible to identify relationships be-
tween individual variables and the resulting dispersive fluxes, and to fit scaling functions 
to develop a model. Matthias Mauder therefore suggested to follow a machine learning 
approach and to bring in Martin Jung’s expertise. Martin Jung suggested to use a Random 
Forest algorithm and to expand the dataset for improved coverage of different cases. Mat-
thias and I then decided to include more simulations with different surface temperature 
amplitudes and lower total surface fluxes. I processed the LES output and used a python 
script to run the Random Forest algorithm provided by Martin Jung to develop the model. 
I then decided to test the model by directly comparing the modelled dispersive heat fluxes 
to the dispersive heat fluxes in the more realistic CHEESEHEAD19 LES, and by applying 
it as a correction method to the CHEESEHEAD19 field measurements. 
The CHEESEHEAD19 LES was mainly set up and performed by Sreenath Paleri and me. 
We wrote a proposal to perform the computationally expensive simulations on the Chey-
enne super computer. Sreenath Paleri developed the atmospheric forcing input, and I de-
veloped the surface input by compiling information from multiple datasets that were pro-
duced by various collaborators during the CHEESEHEAD19 campaign. Matthias Sühring, 
Ankur Desai, and Matthias Mauder were also involved in the planning and implementation 
of the LES. 
The CHEESEHEAD19 campaign was carried out by a variety of collaborators, but Ankur 
Desai took the lead role in conceptualizing it, especially with respect to the EC 
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measurements. Brian Butterworth performed the EC processing and provided me with a 
30-min flux dataset. I used this dataset, in combination with reanalysis data, to apply the 
model. 
I was responsible for most of the data processing and analysis, as described above. I also 
visualized the results and wrote the manuscript. Martin Jung provided a short section on 
the Random Forest algorithm, Sreenath Paleri and Matthias Sühring contributed to the de-
scription of the CHEESEHEAD LES, and Brian Butterworth contributed a short section on 
the processing of CHEESEHEAD field measurements. All co-authors helped to improve 
the manuscript during an internal review process. 
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B How does the choice of the lower boundary 
conditions in LES affect the development of dis-
persive fluxes near the surface? 

Wanner L, De Roo F, Sühring M, Mauder M (2022): How Does the Choice of the 
Lower Boundary Conditions in LES Affect the Development of Dispersive Fluxes 
Near the Surface?, Boundary-Layer Meteorol, doi: 10.1007/s10546-021-00649-7 
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Abstract
Large-eddy simulations (LES) are an important tool for investigating the longstanding 
energy-balance-closure problem, as they provide continuous, spatially-distributed informa-
tion about turbulent flow at a high temporal resolution. Former LES studies reproduced an 
energy-balance gap similar to the observations in the field typically amounting to 10–30% 
for heights on the order of 100 m in convective boundary layers even above homogeneous 
surfaces. The underestimation is caused by dispersive fluxes associated with large-scale 
turbulent organized structures that are not captured by single-tower measurements. How-
ever, the gap typically vanishes near the surface, i.e. at typical eddy-covariance measure-
ment heights below 20 m, contrary to the findings from field measurements. In this study, 
we aim to find a LES set-up that can represent the correct magnitude of the energy-balance 
gap close to the surface. Therefore, we use a nested two-way coupled LES, with a fine 
grid that allows us to resolve fluxes and atmospheric structures at typical eddy-covariance 
measurement heights of 20 m. Under different stability regimes we compare three differ-
ent options for lower boundary conditions featuring grassland and forest surfaces, i.e. (1) 
prescribed surface fluxes, (2) a land-surface model, and (3) a land-surface model in com-
bination with a resolved canopy. We show that the use of prescribed surface fluxes and a 
land-surface model yields similar dispersive heat fluxes that are very small near the vegeta-
tion top for both grassland and forest surfaces. However, with the resolved forest canopy, 
dispersive heat fluxes are clearly larger, which we explain by a clear impact of the resolved 
canopy on the relationship between variance and flux–variance similarity functions.

Keywords Energy-balance closure · Land-surface model · Large-eddy simulation · Plant-
canopy model · Prescribed surface fluxes
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1 Introduction

The eddy-covariance (EC) method is well established and used worldwide in various net-
works for long-term measurements of energy and gas fluxes between ecosystems and the 
atmosphere (e.g., Baldocchi et  al. 2001; Novick et  al. 2018). However, the EC method 
often systematically underestimates these fluxes, which leads to a gap in the energy balance 
of about 10 to 30% (Hendricks-Franssen et al. 2010; Stoy et al. 2013; Soltani et al. 2018). 
This phenomenon has been widely discussed in the literature in the last few decades, and 
some possible causes, such as instrument and set-up errors in EC measurements (Laubach 
et al. 1994; Goulden et al. 1996; Kochendorfer et al. 2012; Nakai and Shimoyama 2012; 
Frank et al. 2013; Mauder 2013), or measurement errors of other components of the energy 
balance, such as soil heat flux or net radiation (Liebethal et al. 2005; Kohsiek et al. 2007; 
Foken 2008), have already been excluded as a general problem across different sites (Foken 
2008; Mauder et al. 2020).

An important reason for the underestimation of fluxes using single-tower measurements 
is the missed dispersive flux, i.e. the transport carried out by secondary circulations. These 
secondary circulations can be divided into two types, thermally-induced mesoscale circu-
lations (TMC), which are generated by surface heterogeneity and are therefore spatially 
bound to the surface conditions (Foken 2008; Kenny et  al. 2017; Bou-Zeid et  al. 2020; 
Mauder et  al. 2020), and slow-moving turbulent organized structures (TOS) that can 
develop even over homogeneous surfaces (Kanda et  al. 2004; Inagaki et  al. 2006). Both 
types of secondary circulations contribute to the vertical transport by a non-zero mean 
vertical velocity component, which cannot be captured by the EC method, since only the 
small-scale turbulent part of the flux (i.e. the temporal covariance-heat flux) is resolved. 
Field measurements have shown that secondary circulations reach well into the surface 
layer (Eder et al. 2015a) and contribute to the energy-balance gap (Eder et al. 2015b). In 
a large-eddy simulation (LES) study over a homogeneous forest where the canopy was 
explicitly resolved by the grid, Patton et al. (2016) showed that atmospheric structures that 
scale with the atmospheric boundary-layer height reach down to the canopy top and also 
occur in the understorey air space.

The use of long averaging intervals up to 24 h can reduce the energy-balance gap as 
they include the energy transport by TOS (Finnigan et al. 2003; Foken et al. 2006). With 
this approach, however, the temporal resolution is reduced. Thus, flux measurements on a 
half-hourly basis that are required for comparisons against numerical models are no longer 
available and diurnal variations are no longer detectable. Moreover, it is questionable 
whether stationarity can still be assumed, which is a prerequisite for applying Gaussian 
statistics, such as the calculation of a covariance (Mauder et al. 2006).

Biomass heat storage is another major contributor to the energy-balance gap, especially 
in high vegetation such as forests (Lindroth et al. 2010; Leuning et al. 2012; Swenson et al. 
2019). In this study, however, we do not address this factor.

In recent years, various experimental designs have been developed to systematically 
investigate the energy-balance-closure (EBC) problem in field measurements (Oncley et al. 
2007; Foken et al. 2010; Butterworth et al. 2021). This requires a large number of spatially-
distributed EC measurements (Kanda et al. 2004; Xu et al. 2020), making the measurement 
campaigns accordingly complex and expensive.

Complementarily, LES are particularly well suited to investigating the influence 
of secondary circulations, as they provide continuous information with a high temporal 
and three-dimensional spatial resolution and can capture atmospheric motions on a wide 
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range of scales (Inagaki et al. 2006; Schalkwijk et al. 2016). Furthermore, LES provide a 
controlled environment in which the boundary conditions are known, as opposed to real-
world conditions, and virtual measurements without instrument errors (Inagaki et al. 2006; 
Schalkwijk et al. 2016; Sühring et al. 2018).

In recent years, computational resources have increased significantly, enabling LES with 
high spatial resolution. This, in turn, facilitates the investigation of turbulence structures 
and flow components near the surface, including the canopy layer (e.g., Kanani-Sühring 
and Raasch 2017; Kröniger et al. 2018). It is particularly important to investigate the EBC 
problem near the surface since EC measurements are typically taken in the surface layer at 
a height of 2–40 m, depending on the vegetation height (Hendricks-Franssen et al. 2010; 
Butterworth et al. 2021).

Several studies have already investigated the EBC problem using LES. Kanda et  al. 
(2004), Steinfeld et  al. (2007), and Huang et  al. (2008) analyzed the height dependency 
of the imbalance and found that virtual tower measurements at higher altitudes underesti-
mated sensible heat fluxes even if the surface itself was homogeneous and no TMCs were 
generated by heterogeneous surface heating (Inagaki et al. 2006). However, using a rather 
large vertical grid spacing of 25 m (Kanda et al. 2004) and 20 m (Huang et al. 2008), it 
was found that the energy-balance gap vanished near the surface. Moreover, using simula-
tions of similar grid resolution, Steinfeld et al. (2007) showed that the imbalance close to 
the ground reduced to less than 5%, which does not match field observations. Hence, they 
concluded that TOS could not explain the magnitude of the energy-balance gap. Zhou et al. 
(2019) examined the magnitude of the energy-balance gap in relation to landscape het-
erogeneity and found it to be largest for heterogeneities on the scale of the boundary-layer 
height. However, Inagaki et al. (2006) studied the influence of surface heterogeneity on the 
imbalance and found the imbalance above a homogeneous surface to be on the same order 
of magnitude as above a heterogeneous surface. This was also supported by Margairaz 
et al. (2020), who showed that persistent structures in half-hourly averaged vertical wind 
velocity were as pronounced above homogeneous surfaces as over heterogeneous surfaces.

We hypothesize that the common use of prescribed surface fluxes (PSF) is one impor-
tant reason why former LES studies underestimate the energy balance. With prescribed 
fluxes, the surface–atmosphere exchange is decoupled from the atmosphere (i.e. the atmos-
phere responds to the surface) while the surface does not respond to the atmosphere. With 
this mutual feedback missing, possibly important aspects such as self-reinforcement or 
weakening of secondary circulations are not accounted for in the simulations.

In the present study, we aim to discover the reasons why LES studies have so far been 
unable to reproduce near-surface EBC gaps that were similar to observations and if differ-
ent lower boundary conditions have an influence on dispersive heat fluxes.

In order to answer our research question, we set up two branches of numerical experi-
ments, one for short grass and one for tall vegetation. We performed LES with varying 
surface-boundary conditions (as illustrated in Fig. 1) and evaluated the effect of the sur-
face-boundary condition with regard to the energy-balance closure for varying atmospheric 
stability.

For the short-grass experiments, we set up LES with an interactive land-surface model 
(LSM, Gehrke et  al. 2020) where the surface–atmosphere exchange concerning water 
and heat exchange is modelled explicitly, and compared these against simulations with 
prescribed surface fluxes where the surface does not interact with the atmosphere at all. 
Maronga et  al. (2020) describe in detail how near-surface air temperature feeds into the 
LSM.
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For the tall-vegetation experiments, we set up simulations with an interactive LSM 
combined with a plant-canopy model (PCM) where trees are explicitly resolved by the 
numerical grid. Again, these were compared against simulations with prescribed surface 
fluxes with respect to the energy-balance closure. We aim to assess the importance of land-
surface representation in LES for different kinds of land use.

Since we use an idealized, homogeneous set-up, we investigate the contribution of verti-
cal transport by TOS only, hereafter referred to as the dispersive heat flux. We wish to test 
if the use of LSM and PCM lead to larger dispersive fluxes by adapting to changes in the 
atmosphere.

The next section describes our procedure divided into set-up of the different simula-
tions (Sect.  2.1) and evaluation of the simulations, i.e. the calculation of the heat flows 
(Sect. 2.2). Section 3 presents the results, first considering the comparability of the respec-
tive PSF and LSM(+ PCM) studies (Sect. 3.1), before we examine the formation of TOS at 
different lower boundary conditions (Sect. 3.2), the resulting dispersive fluxes (Sect. 3.3) 
and finally the influences of the LSM in different set-ups (Sect. 3.4). The results are then 
analyzed and discussed against the background of other findings from the field in Sect. 4 
and our findings are summarized in Sect. 5.

2  Methods

In this study, we compared different lower boundary conditions using PALM v6 (Maronga 
et al. 2020). We used a highly idealized set-up with homogeneous surfaces and cyclic lat-
eral boundary conditions, while the stability classes were similar to previous LES studies, 
such as Patton et al. (2016) and De Roo et al. (2018). To obtain a representative result, the 
simulations were carried out for various combinations of two different land-cover types, 
grassland (G) and forest (F), as well as for moderately unstable (MU), strongly unstable 
(SU), and free convective (FC) conditions. An overview of the combinations of lower 
boundary conditions and atmospheric stabilities is shown in Table 1.

2.1  Large-Eddy Simulation Set-up

We used the LES Model PALM, version 6, revision 4529 (Maronga et al. 2020), for the 
numerical simulations. PALM solves the non-hydrostatic incompressible Boussinesq equa-
tions. For the subgrid model, the kinetic energy scheme of Deardorff (1980) modified by 

Fig. 1  Schematic illustration of the lower boundary conditions that are compared for the two vegetation 
types investigated
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Moeng and Wyngaard (1988) and Saiki et al. (2000) was used. The advection terms were 
discretized using a fifth-order scheme (Wicker and Skamarock 2002), and a third-order 
Runge–Kutta scheme by Williamson (1980) was used for the time integration.

To achieve a high grid resolution near the surface, we employed the vertical grid nesting 
technique available with PALM (Hellsten et al. 2021) where a child domain with smaller 
grid spacing but the same horizontal extent is placed within the parent domain with larger 
grid spacing, while these two domains interact with each other. The horizontal domain 
measured 7200 × 7200   m2, with the parent domain reaching up to 2400 m and the child 
domain up to 240 m. In the coarse grid, the horizontal and vertical grid spacings were 30 m 
and 20 m, respectively, resulting in (x, y, z) = 240 × 240 × 120 grid points, whereas, in the 
fine grid, the horizontal and vertical grid spacings were 6 m and 4 m, respectively, which 
yields (x, y, z) = 1200 × 1200 × 60 grid points. The parent and child domains both reached 
down to the lower boundary of the domain and simulations in the both domains were run 
parallelly with two-way nesting. The timestep was set to a constant value of 0.5 s. Each 
simulation consisted of 2 h of model spin-up time followed by a 4-h period during which 
data were captured. The latitude was set to 46 degrees north.

The initialization of the atmospheric conditions follows De Roo et al. (2018). The initial 
horizontal velocity profile was vertically constant and homogeneous over the entire hori-
zontal extent of the domain, with velocity in the x-direction and geostrophic wind speed 
varying among the simulations (see Table 2). The geostrophic velocity here featured a hori-
zontal pressure gradient that is oriented in x-direction. Different geostrophic wind speeds 
are used for the three atmospheric stabilities as shown in Table 2.

The initial potential temperature at the surface was set to 295  K. Between 40 and 
800  m, a vertical gradient of 3 ×  10–3  K   m−1 was added and above, the gradient was 
8 ×  10–3  K   m−1. The mixing ratio at the surface was set to 8 ×  10–3  kg   kg−1. Between 
1000 and 1100 m, a vertical gradient of − 1 ×  10–5  m−1 was imposed, while below and 
above this area, no vertical gradient was applied. All profiles used for initialization 
(shown in Appendix, Fig.  11) were homogeneous over the entire horizontal extent of 
the domain. A stable inversion layer at the top of the domain ensured that the processes 
within the boundary layer were not affected by the vertical extent of the domain. The 

Table 1  Overview of the 
individual simulations with 
different combinations of 
atmospheric stability, vegetation 
type, lower boundary condition 
and subgrid-scale model

Simulation 
number

Atmospheric 
stability

Vegetation type Lower 
boundary 
condition

1 MU Grassland LSM

2 SU Grassland LSM

3 FC Grassland LSM

4 MU Forest LSM + PCM

5 SU Forest LSM + PCM

6 FC Forest LSM + PCM

7 MU Grassland PSF

8 SU Grassland PSF

9 FC Grassland PSF

10 MU Forest PSF

11 SU Forest PSF

12 FC Forest PSF
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horizontal extent of the domain was at least seven times the boundary-layer depth for all 
atmospheric conditions. Randomly distributed perturbations were imposed on the hori-
zontal velocity fields at the beginning of each simulation to initiate turbulence.

At the lateral boundaries, cyclic conditions were applied. At the surface, we set an 
impermeable boundary with zero vertical velocity and imposed surface stress by apply-
ing Monin–Obukhov similarity theory (MOST) locally between the surface and the 
first vertical grid level. The resulting surface fluxes of horizontal momentum are then 
entered as lower boundary conditions via the subgrid-scale term. More precisely, sur-
face horizontal momentum fluxes w′u′

i
 were computed from

(Maronga et  al. 2015), where 𝜕u∕𝜕z is the vertical gradient of horizontal wind speed 
between the first prognostic grid level and the surface; u∗ is the friction velocity; 𝜅 = 0.4 
is the von Kármán constant, and 𝜙(z∕L) is the similarity function for momentum in the 
formulation of Businger–Dyer (see e.g. Panofsky and Dutton (1984)), with L being the 
Obukhov length.

For the potential-temperature and mixing-ratio equations we also employed a flux-
boundary condition at the surface, with fluxes either prescribed or computed by the 
land-surface model (Gehrke et al. 2020). For the boundary values of potential tempera-
ture and mixing ratio itself, we employed a zero-gradient Neumann boundary condition 
at the surface. This is to ensure that no flux contribution from the resolved-scale advec-
tion arises at the surface, leading to any double counting of the vertical transport.

At the domain top, we set zero-gradient Neumann conditions for the horizontal veloc-
ity components, reflecting the geostrophic wind in the upper part of the model domain. 
The vertical wind velocity at the domain top was set to zero to maintain continuity. 

(1)𝜕u

𝜕z
=

w′u′
i

u∗𝜅z
𝜙

(
z

L

)
,

Table 2  Settings for different combinations of land-cover type and atmospheric stabilities in LSM (simula-
tion numbers 1–3), LSM + PCM (simulation numbers 4–6) and PSF (simulation numbers 7–12) simula-
tions. The roughness lengths for momentum ( z

0
 ) and heat ( z

0h ) are based on the vegetation types that are 
predefined in the PALM LSM (Gehrke et al. 2020), based on ECMWF-IFS classification

Simulation 
number

Ug(m  s−1) z0(m) z0h(m) cos(zenith) Hs(W  m−2) 𝜆Es(W  m−2)

1 5 0.3 3e−4 0.46 – –

2 2 0.3 3e−4 0.62 – –

3 0 0.3 3e−4 0.76 – –

4 5 0.25 0.25 0.42 – –

5 2 0.25 0.25 0.54 – –

6 0 0.25 0.25 0.65 – –

7 5 0.3 3e−4 – 21.96 172.57

8 2 0.3 3e−4 – 42.24 225.09

9 0 0.3 3e−4 – 54.55 282.61

10 5 0.25 0.25 – 38.64 237.59

11 2 0.25 0.25 – 84.31 302.62

12 0 0.25 0.25 – 123.99 372.65
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Zero-gradient Neumann conditions at the top boundary were also applied for potential tem-
perature and mixing ratio. Moreover, as in De Roo et  al. (2018), a vertical subsidence-
velocity gradient of 4 ×  10–5 m  s−1  m−1 up to 800 m and 2 ×  10–5 m  s−1  m−1 between 800 
and 1000 m was prescribed. By this, the boundary-layer depth during the analysis period 
was kept constant. At the surface, the subsidence velocity was zero.

In addition to varying geostrophic wind speeds, the three different atmospheric stabili-
ties were defined by different prescribed surface fluxes, or incoming radiation where the 
LSM was used, as shown in Table 2. To ensure highest comparability between PSF and 
LSM(+ PCM) simulations, the resulting surface-heat fluxes for each atmospheric stability 
and vegetation type combination have to be similar in PSF and LSM(+ PCM) simulations, 
which is why we first ran the simulations with LSM(+ PCM) as a boundary condition and 
then used the resulting surface-heat fluxes in the PSF simulations as described below.

2.1.1  Set-up of the Land-Surface Model Simulations

In the LSM simulations (simulation numbers 1–3) over grassland, the vegetation type (VT) 
short grass (VT = 3) as specified in PALM (Gehrke et al. 2020; Maronga et al. 2020) was 
used. The VT parameter provides predefined values of various vegetation parameters (e.g., 
leaf-area density, heat-capacity, canopy-specific resistance, aerodynamic roughness length 
z0 , etc.) that determine the influence of vegetation on atmospheric processes that are shown 
in Table 2. For details of the default bulk parameters, we refer to Gehrke et al. (2020).

To ensure the highest comparability of simulations with the LSM to simulations with 
prescribed surface fluxes, a time-constant net radiation at the surface is necessary. There-
fore, we used the PALM built-in clear-sky radiation model with a constant zenith angle and 
thus obtained a net radiation that remained almost constant over the 4 h of data acquisition. 
The zenith angles and resulting net radiation at the surface used for each stability and land-
cover combination can be found in Table 2. The zenith angles were chosen to give differ-
ent net radiation at the surface for each atmospheric condition. For net radiation, we used 
250 W  m−2 (MU), 350 W  m−2 (SU), and 450 W  m−2 (FC) following De Roo et al. (2018).

The LSM is coupled with a soil model for which we chose a medium-fine soil type 
(Gehrke et al. 2020). Since Liu and Shao (2013) have noted that a very thin top soil layer 
can lead to feedback effects as soil temperature and moisture can change due to short-term 
changes in the atmosphere directly above the soil, we have also adjusted the layer thick-
ness in the soil model. The thickness of each soil layer, as well as initial soil temperature 
and moisture values, are shown in the Appendix, Table 6. The wilting point of the soil is 
defined at a soil moisture of 0.133  m3  m−3 (Gehrke et al. 2020) and the soil moisture in our 
simulations never fell below this value, therefore water availability for the plants was suf-
ficient in all simulations.

2.1.2  Set-up of Land-Surface Model and Plant-Canopy Model Simulations

For the land-cover type forest, the land-surface model was additionally combined with 
PALM’s embedded plant-canopy model (PCM) (Maronga et  al. 2015) which explicitly 
considers the impact of grid-resolved vegetation on the momentum, potential temperature 
and heat equation (see simulations 4–6). The PCM was used with the horizontally homoge-
neous prescribed leaf-area density ( LAD ) profile shown in Fig. 2. The PCM follows Shaw 
and Schumann (1992) and Watanabe (2004), and adds a momentum sink. It was validated 
against wind-tunnel and lidar observations in Kanani et al. (2014). The PCM furthermore 
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interacts with radiation (absorption, transmission, reflections) and provides volume sources 
of sensible and latent heat that enter the prognostic equations of potential temperature and 
mixing ratio, respectively (Krč et  al. 2021). The PCM is currently not coupled with the 
LSM but assumes that water availability is always sufficient for transpiration. The shape 
of the LAD profile used in the fine grid (Fig. 2) is based on the plant-area density ( PAD ) 
profile used in Patton et al. (2016) but has a higher leaf-area index ( LAI ) of 5.95  m2  m−2.

Below the canopy, at the bottom boundary, we also used the LSM that provides a small 
part of the sensible and latent heat fluxes based on the radiation that penetrates the resolved 
canopy. Here, we used the vegetation type deciduous broadleaf forest (VT = 7), the charac-
teristic parameters of which are also shown in Table 2. However, the roughness length is 
determined by the vegetation resolved in the PCM.

2.1.3  Set-up of Prescribed Surface-Flux Simulations

To set up PSF simulations comparable to the LSM simulations (simulation numbers 
7–9), the sensible and latent surface-heat fluxes ( Hs and 𝜆Es ) resulting from the grass-
land LSM simulations were horizontally averaged over the entire domain and tempo-
rally averaged canopy top were averaged and usedover the four hours of data acquisition 
and then used as prescribed surface fluxes in the PSF simulations. For PSF simulations 
comparable to LSM + PCM simulations (simulation numbers 10–12), the fluxes at the  
as prescribed surface-heat fluxes (see Eqs. 2, 3). The exact approach for calculating the 
surface fluxes is described in Sect. 2.2. The prescribed Hs and 𝜆Es in each PSF simula-
tion are shown in Table 2. The roughness lengths z0 and z0h were set according to the 
vegetation types used in the LSM(+ PCM) simulations.

Fig. 2  LAD profile of the 
resolved canopy that is used in 
the fine grid for LSM + PCM 
simulations; zb denotes the height 
above the bottom of the domain
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2.2  Data Processing

30-min surface fluxes were calculated for each simulation and profiles of horizontal 
wind speed in the x - and y-directions ( u , v ), the component of vertical wind ( w ), and 
potential temperature ( 𝜃 ) were compared to estimate if the LSM(+ PCM) simulations 
are comparable to the respective PSF simulations, respectively. In this study, “surface” 
always refers to the canopy top unless stated otherwise, which means that the surface 
is at zb = 0 in PSF and LSM simulations, and at zb = 20 m in LSM + PCM simulations, 
where zb is the height above the bottom of the domain. Therefore, for the LSM + PCM 
simulations, the latent and sensible heat fluxes at zb = 20 m were used as surface fluxes.

The contributions of the 30-min individual flux components to the total energy fluxes 
originating from the vegetation surface Hs and 𝜆Es were calculated for all simulations. 
The surface-heat fluxes used in the PSF and LSM-only simulations were calculated 
directly by PALM as horizontal domain averages. For the simulations with PCM, we 
used the sum of the resolved heat fluxes, i.e. the temporal covariances w′𝜃′ and w′q′ , 
and the SGS fluxes w′𝜃′SGS and w′q′

SGS provided by the SGS model at the canopy top, 
i.e. at zb = 20 m

The overbar denotes temporal averaging over 30 min at each grid point. Furthermore, 
the covariances were spatially averaged in the x- and y-directions which is denoted by the 
angled brackets. To convert the heat fluxes from kinematic units to dynamic units (W  m−2), 
they were multiplied with the latent heat of vaporization of air ( cp ) and density (ρ) and the 
latent heat of vaporization ( 𝜆 ), respectively.

In the surface layer, the total heat flux, i.e. the heat flux originating from the surface, is 
divided into individual flux components

where Ht and 𝜆Et are the temporal covariance-heat fluxes, Hd and 𝜆Ed are the dispersive 
heat fluxes, and S is the energy stored in the underlying air mass.

We calculated Ht , 𝜆Et , Hd , and 𝜆Ed for each vertical grid level. Ht and 𝜆Et were calcu-
lated similarly to the surface fluxes in the PCM simulations (see Eqs. 2, 3)

The resolved 30-min temporal covariances w′𝜃′ and w′q′ in Eqs. 2, 3 and 5, 6 were cal-
culated from the temporal deviations from half-hourly averages of w , 𝜃 , and q , respectively:

(2)Hs,PCM =
(⟨

w′
20
𝜃′

20

⟩
+
⟨

w′
20
𝜃′

20 SGS

⟩)
cp𝜌,

(3)𝜆Es,PCM =
(⟨

w′
20

q′
20

⟩
+
⟨

w′
20

q′
20 SGS

⟩)
𝜆.

(4)Hs + 𝜆Es = Ht + 𝜆Et + Hd + 𝜆Ed + S,

(5)Ht =
(⟨

w′𝜃′
⟩
+
⟨

w′𝜃′ SGS

⟩)
cp,

(6)𝜆Et =
(⟨

w′q′

⟩
+
⟨

w′q′
SGS

⟩)
𝜆.

(7)w′𝜃′x,y =
1

nt

∑nt

0
(wt,x,y − wx,y)(𝜃t,x,y − 𝜃x,y),
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where nt is the number of timesteps in each 30-min averaging interval. To calculate w′q′ , 
𝜃 was replaced by q in Eq. 7. Those 30-min covariances where then spatially averaged over 
each x- and y-grid point with

where nx and ny are the number of grid points in x and y directions. Again, 𝜃 was replaced 
by q to calculate ⟨w′q′⟩ in Eq. 8. Similarly, the SGS fluxes calculated by PALM were spa-
tially averaged over the entire domain, which is denoted by the angular brackets.

The dispersive fluxes were calculated at each grid level from the spatial covariance, 
where the local deviations of 30-min averages of vertical wind velocity w , potential 
temperature 𝜃 , and specific humidity q , marked by the star, from the spatial average 
were considered

with

Again, ⟨w∗
𝜃
∗
⟩ was calculated by replacing 𝜃 by q in Eq.  11. The resulting surface-heat 

fluxes, temporal covariance-heat fluxes and dispersive heat fluxes were temporally aver-
aged over 30  min and horizontally averaged over the entire domain. Those values were 
then averaged over the entire data-capture period, i.e. 4 h.

We investigated the dispersive heat fluxes ( Fd ), as these are typically considered 
as the energy-balance residual (e.g., Steinfeld et  al. 2007). Because the absolute sur-
face-heat fluxes of the compared simulations differ slightly, and because some energy-
balance terms like ground heat flux and energy stored within the canopy cannot be 
considered in the PSF simulations, the relative contributions of Hd and 𝜆Ed to the total 
surface heat flux Fs = Hs + 𝜆Es at the canopy top were investigated. The resulting Fd 
values of the LSM(+ PCM) and corresponding PSF simulations were then compared at 
each grid level up to 100 m above the vegetation top.

We also analyzed xy cross-sections of 30-min averaged surface temperature ( 𝜃s ) and 
vertical wind velocity ( w ) at different heights above the surface to see if the differ-
ences in Fd are associated with the formation of mesoscale structures in the atmos-
phere and if these spatial structures are linked to surface properties. Furthermore, the 
Bowen ratio was evaluated to see whether the proportion of sensible and latent heat 
fluxes in the dispersive heat fluxes not captured by single-tower EC measurements in 
the field is the same as in the temporal covariance-heat fluxes.

3  Results

The focus in the data evaluation is on Fd resulting from different lower boundary condi-
tions since the main objective is how different surface-flux boundary conditions affect 
the surface energy balance and the occurrence of dispersive fluxes. However, before we 

(8)⟨w′𝜃′⟩ = 1

nx × ny

∑nx

0

∑ny

0
w′𝜃′x,y,

(9)Hd = ⟨w
∗
𝜃
∗
⟩cp,

(10)𝜆Ed = ⟨w
∗
q
∗
⟩𝜆,

(11)⟨w∗
𝜃
∗⟩ = 1

nx × ny

∑x

0

∑y

0
(wx,y − ⟨w⟩)(𝜃x,y − ⟨𝜃⟩).
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analyze the impact of lower boundary conditions on Fd , we evaluate the comparability of 
the LSM(+ PCM) simulations with the PSF simulations by comparing general boundary 
layer characteristics. Furthermore, xy cross-sections are presented to demonstrate that sec-
ondary circulations develop depending on the height and the lower boundary conditions.

3.1  Comparability of Simulations with Different Lower Boundary Conditions

In the simulations with prescribed surface-heat fluxes, the surface-heat fluxes are constant 
over the entire simulation period. To enhance comparability, the surface-heat fluxes in 
LSM(+ PCM) simulations should also be fairly constant in time. We therefore used con-
stant sun angles, which lead to an almost constant net radiation. Figure 3 shows that the 
surface-heat fluxes are quasi-steady-state in the LSM simulations over grassland. Only 
when additionally using the PCM over forest does the temporal covariance-heat fluxes at 
the vegetation top fluctuate slightly, being almost constant during the first 2.5  h of data 
assimilation and then decreasing slightly. Overall, the surface-heat fluxes of LSM(+ PCM) 
simulations are constant within ± 12.2% and only deviate from the surface fluxes of the 
corresponding PSF simulations by 6.2% at maximum.

Figure  4 shows profiles of horizontally averaged turbulence kinetic energy ( ⟨TKE⟩ ), 
⟨𝜃⟩ and ⟨q⟩ . Here, the results of an LSM(+ PCM) and the respective PSF simulation are 
compared in each sub-panel. The profiles of ⟨TKE⟩ , ⟨𝜃⟩ and ⟨q⟩ are almost identical in the 
LSM(+ PCM) and respective PSF simulations.

3.2  Development of Turbulent Organized Structures for Different Lower Boundary 

Conditions

Figures 5, 6 and 7 show xy cross-sections averaged over the fifth 30-min interval of the 
data assimilation period for the three different atmospheric stabilities over forest with PSF 
(a–c) and LSM + PCM (d–f) as lower boundary conditions for three different heights above 
the vegetation top denoted by zv . Panels a, d in Figs. 5, 6 and 7 show the deviation from 
the spatially averaged temperature at the vegetation top ⟨𝜃s⟩ . In the MU case (Fig. 5), a 
striped pattern occurs at zv = 0 both with PSF (Fig. 5a) and with LSM + PCM (Fig. 5d), but 
it is much more pronounced with LSM + PCM, which is confirmed by the higher spatial 
standard deviation in Table 3. In the SU case (Fig. 6), cold and warm areas also appear 
in the surface temperature, but here, the stripes are more fractured. Again, the cold and 

Fig. 3  Time series of 30-min sensible (red) and latent (blue) surface-heat fluxes at the canopy top for 
LSM(+ PCM) simulations (cross) and corresponding PSF simulations (dot)
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Fig. 4  Profiles of horizontally-averaged TKE (a), potential temperature (b), and water mixing ratio (c) for 
all atmospheric stability and lower boundary condition combinations (see Table  1) temporally averaged 
over the entire data assimilation period. The results of the PSF simulations are displayed as a black line, 
while the results of the corresponding LSM(+ PCM) simulations are displayed as red lines. Here, we show 
the output of the parent domain to cover a larger vertical extent

Fig. 5  xy cross-sections and profiles for MU PSF and LSM + PCM simulations averaged over the fifth 
30-min interval of data assimilation. Panels a-f show xy cross-sections of 30-min averaged potential tem-
perature at the surface or at the canopy top, respectively, a, d and vertical wind velocity at 4 m b, e, and 
20 m c, f above the canopy top over forest with PSF a–c and LSM + PCM d–f as lower boundary condi-
tions. Panels g–j show 30-min and horizontally-averaged profiles of w′w′ (g, i) and 𝜃′𝜃′ (h, j) over the lower 
boundary of the domain. The dashed line represents the canopy top ( zv = 0m ) and the dotted lines show the 
levels of the xy cross-sections of vertical wind at zv = 4 m and zv = 20 m. In panels h and j, the height of the 
resolved canopy in the LSM + PCM simulation is shown by the green area
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warm patches are more pronounced with LSM + PCM. In the FC case (Fig. 7), the warm 
and cold areas appear in a cell-like structure and are, unlike in the first two cases, con-
siderably more pronounced with PSF at the surface (Fig.  7a) than with LSM + PCM at 
zv  =  0  (Fig.  7d). This is also reflected in the standard deviations of 0.119  K (PSF) and 
0.096 K (LSM + PCM) shown in Table 3.

Fig. 6  xy cross-sections and profiles for SU PSF and LSM + PCM simulations averaged over the fifth 
30-min interval of data assimilation. For a detailed description of each panel see Fig. 5

Fig. 7  xy cross-sections and profiles for FC PSF and LSM + PCM simulations averaged over the fifth 
30-min interval of data assimilation. For a detailed description of each panel see Fig. 5
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The structures in the vertical velocity (Figs. 5, 6, 7b–c, e–f) under different atmospheric 
conditions match the patterns in the surface temperature, respectively. Under all atmos-
pheric conditions, updrafts and downdrafts in the vertical wind at zv = 4 m are significantly 
weaker in PSF boundary conditions (Figs. 5, 6, 7b) than in LSM + PCM boundary condi-
tions (Figs.  5, 6, 7e) which is also reflected in the spatial standard deviations shown in 
Table 3. With greater distance from the surface, the patterns are still less distinct in the PSF 
simulations (Figs. 5, 6, 7c), but the difference to the LSM + PCM simulations (Figs. 5, 6, 
7f) is reduced as shown, for example, at 20 m above the surface.

Panels g–j of Fig. 5, 6 and 7 additionally display profiles of ⟨w′w′⟩ and ⟨𝜃′𝜃′⟩ for the 
same 30-min interval. The profiles show that ⟨w′w′⟩ at the vegetation top is under all 
atmospheric conditions significantly larger in the LSM + PCM simulations (Figs. 5, 6, 7g) 
than in the PSF simulations (Figs. 5, 6, 7i) due to the resolved vegetation. However, the 
difference between PSF and LSM + PCM simulations becomes smaller with increasing 
height.

Due to the resolved vegetation, small differences between PSF (Figs.  5, 6, 7h) and 
LSM + PCM (Figs. 5, 6, 7j) simulations also arise for 𝜃′𝜃′ , especially directly above the 
vegetation top. These differences are, however, pronounced to varying degrees under differ-
ent atmospheric conditions. While in the MU case, 𝜃′𝜃′ is larger for LSM + PCM (Fig. 5h) 
than for PSF (Fig. 5j), the profiles look almost the same above the canopy top with both 
lower boundary conditions in the FC case (Fig. 7).

3.3  Dispersive Fluxes for Different Lower Boundary Conditions

Table  4 shows that the Bowen ratios of temporal covariance ( Bot ) and dispersive ( Bod ) 
heat fluxes at 20 m above are almost equal and that they match the Bowen ratio of surface-
heat fluxes ( Bos ). It furthermore shows that Bo values for LSM(+ PCM) and comparable 
PSF simulations agree quite well.

Figure  8 shows comparisons of latent and sensible, as well as total dispersive fluxes 
( Fd ) that are normalized with Fs between the simulations with land surface model ( Fd,LSM ) 
(Fig.  8a–c) or land-surface and plant-canopy model ( Fd,LSM+PCM ) (Fig.  8d–f) and the 
respective simulations with prescribed surface fluxes ( Fd,PSF ) for each stability and VT 
combination.

For both VTs, Fd increases with atmospheric instability and with distance from the 
vegetation top. The Bowen ratios of Fd ( Bod ) nearly equal the Bowen ratio of Ft ( Bot ) 
in all simulations (see Table 4); Fd is dominated by 𝜆Ed in all simulations (Fig. 8). In the 

Table 3  Standard deviations ( 𝜎xy ) calculated in a spatial framework across xy cross-sections as the square 
root of the variances of 30-min averaged surface temperature 𝜃s and vertical wind speed ws . at 4 and 20 m 
above the surface in three different atmospheric stabilities (MU, SU, FC) over forest with two different 
lower boundary conditions (PSF, LSM + PCM)

MU SU FC

F PSF LSM + PCM F PSF LSM + PCM F PSF LSM + PCM

𝜎xy(𝜃s)      (K) 0.032 0.062 0.064 0.073 0.119 0.096

𝜎xy(w4m)        (m  s−1) 0.010 0.031 0.014 0.052 0.019 0.082

𝜎xy(w20m)   (m  s−1) 0.053 0.057 0.077 0.098 0.132 0.169
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Table 4  Bowen ratios of surface-heat fluxes ( Bos ), as well as temporal covariance-heat fluxes ( Bot ), and 
dispersive heat fluxes ( Bod ) at 20  m above the vegetation top for all stability, vegetation type (VT) and 
lower boundary condition (LBC) combinations. The errors are calculated as the temporal standard deviation 
of the 8 30-min intervals during the data assimilation period

Stability VT LBC Simulation 
number

Bos Bo (20 m) Bot (20 m) Bod (20 m)

MU G PSF 7 0.13 ± 0.00 0.12 ± 0.0 0.12 ± 0.00 0.11 ± 0.00

LSM 1 0.13 ± 0.00 0.13 ± 0.0 0.13 ± 0.00 0.14 ± 0.00

F PSF 10 0.16 ± 0.00 0.16 ± 0.0 0.16 ± 0.00 0.15 ± 0.00

LSM + PCM 4 0.16 ± 0.01 0.16 ± 0.01 0.16 ± 0.01 0.16 ± 0.01

SU G PSF 8 0.19 ± 0.00 0.18 ± 0.0 0.18 ± 0.00 0.17 ± 0.00

LSM 2 0.19 ± 0.00 0.19 ± 0.0 0.19 ± 0.00 0.21 ± 0.00

F PSF 11 0.28 ± 0.00 0.27 ± 0.0 0.27 ± 0.00 0.26 ± 0.00

LSM + PCM 5 0.28 ± 0.01 0.28 ± 0.01 0.28 ± 0.01 0.3 ± 0.01

FC G PSF 9 0.19 ± 0.00 0.18 ± 0.0 0.19 ± 0.00 0.17 ± 0.00

LSM 3 0.20 ± 0.01 0.2 ± 0.01 0.2 ± 0.01 0.21 ± 0.01

F PSF 12 0.33 ± 0.00 0.32 ± 0.0 0.32 ± 0.00 0.3 ± 0.00

LSM + PCM 6 0.33 ± 0.01 0.34 ± 0.01 0.34 ± 0.01 0.35 ± 0.01

Fig. 8  Comparisons of dispersive fluxes for Hd , 𝜆Ed and the sum of both Fd resulting from different lower 
boundary conditions as a function of height above the vegetation top zv . The dispersive fluxes are normal-
ized by the total surface flux ( Fs ) at the canopy top and averaged over the entire data assimilation period 
and the error bars show the standard deviation of the 30-min averages. Panels a–c show the comparison 
between LSM and PSF over grassland for different atmospheric stabilities. Panels d–f show comparisons 
for different atmospheric stabilities over forest between LSM + PCM and PSF. The total dispersive heat flux 
is displayed in black, and the shares of sensible and latent dispersive heat fluxes are displayed in red and 
blue, respectively
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grassland case, Fd,PSF is slightly smaller than Fd,LSM under all atmospheric conditions as 
indicated by Fig. 8a, b.

Figure 8d–f show the comparison between Fd,PSF and Fd,LSM+PCM over forest and dem-
onstrate that the dispersive fluxes above the resolved vegetation behave differently than 
with PSF. In contrast to Fd,PSF , Fd,LSM+PCM does not approach zero close to the canopy top 
but remains significantly larger. Fd,PSF accounts for 0.52 ± 0.01% (1.44 ± 0.0 W  m−2, MU 
case), 0.79 ± 0.02% (3.05 ± 0.0 W  m−2, SU case), and 1.46 ± 0.01% (7.27 ± 0.0 W  m−2, FC 
case) of Fs,PSF 4  m above the canopy top, whereas Fd,LSM+PCM contributes 1.14 ± 0.09% 
(3.23 ± 0.01  W   m−2, MU case), 2.76 ± 0.21% (11.23 ± 0.04  W   m−2, SU case), and 
5.78 ± 0.45% (30.7 ± 0.17 W  m−2, FC case) to Fs,LSM+PCM , respectively. In the FC case, this 
leads to an absolute difference of 23.42 W  m−2, though it must also be noted here that Fd 
slightly differs between PSF and LSM + PCM simulations. Therefore Fd,LSM+PCM is signifi-
cantly larger near the surface than Fd,PSF under all atmospheric conditions. However, with 
increasing distance from the surface, Fd,LSM+PCM behaves very differently under changing 
atmospheric conditions. While Fd,LSM+PCM under MU conditions is smaller than Fd,PSF 
already 8 m above the vegetation top, it is never smaller than Fd,PSF under SU conditions. 
Under FC conditions, Fd,LSM+PCM becomes smaller than Fd,PSF 20 m above the vegetation 
top.

Figure 9 shows the differences between Fd,PSF and Fd,LSM or Fd,LSM+PCM in more detail. 
It demonstrates that the differences between Fd,PSF and Fd,LSM increase linearly with height 
over grassland under all atmospheric conditions. The differences between Fd,PSF and 
Fd,LSM+PCM over forest are not linear due to the different behaviour of Fd,LSM+PCM.

In the MU case, this leads to Fd,LSM+PCM being smaller than Fd,PSF already at 8 m above 
the canopy. However, since Fd,LSM+PCM increases more strongly again from about 20  m 
above the canopy, Fd,LSM+PCM and Fd,PSF are equal again, at about 80 m above the vegeta-
tion top (Fig. 9a). In the SU case, the difference between Fd,LSM+PCM and Fd,PSF initially 
becomes smaller with increasing height, but always remains slightly larger and the dif-
ference increases, again, from about 30 m above the surface as shown in Fig. 9b. In the 
FC case, the difference between Fd,LSM+PCM and Fd,PSF close to the vegetation top is larg-
est (Fig. 9c) with 4.32 ± 0.47% (23.43 ± 0.17 W  m−2). Here, again, Fd,LSM+PCM approaches 
Fd,PSF with increasing height but here, it becomes smaller than Fd,PSF from 24 m above the 
canopy.

3.4  Comparison of Vegetation Types in Land-Surface Model and Plant-Canopy 

Model Simulations and Surface-Heat Fluxes from the Land-Surface Model 

in General

Table 5 shows the contributions of different water vapour sources to the latent surface-heat 
flux directly at the bottom of the domain ( 𝜆Es,b ) where the LSM is embedded. In the grass-
land simulations, the entire 𝜆Es,b originates from the transpiration of plants ( 𝜆Es,veg ). Here, 
no water evaporates directly from the soil ( 𝜆Es,soil ) as the plant coverage is set to 100%.

For VT 7 (broadleaf forest) that is used for the LSM + PCM simulations, the share 
of 𝜆Es,soil in 𝜆Es,b amounts to less than 10%. Furthermore, the contributions from liquid 
water on plants ( 𝜆Es,liq ) are negative here, which is defined as the condensation of water 
vapour. Overall, 𝜆Es,b in the simulations with PCM are very small compared to the total 
latent heat flux at the canopy top, meaning that the main portion of the latent heat flux 
originates from the crown space of the resolved plants.
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In comparison to 𝜆Es,b at the bottom of the domain shown in Table  5, the latent 
heat fluxes at the canopy top ( 𝜆Es,v ) are significantly larger with 243.13 ± 4.46 W  m−2 
(MU), 318.50 ± 12.81 W  m−2 (SU), and 398.74 ± 26.56 W  m−2 (FC). In the LSM + PCM 
simulations, the sensible surface-heat flux at the bottom of the domain ( Hs,b ) shown 
in Table  5 are negative, indicating that the canopy heats up more than the shaded 
ground, causing warm air masses to sink towards the ground. At the canopy top, how-
ever, the sensible heat fluxes ( Hs,v ) are similar to the prescribed sensible heat fluxes 
shown in Table  2 with 39.63 ± 1.89  W   m−2 (MU), 88.20 ± 5.39  W   m−2 (SU), and 
132.37 ± 11.56 W  m−2 (FC).

Fig. 9  Profiles of differences between 30-min averaged dispersive fluxes in LSM(+ PCM) simulations and 
respective PSF simulations for different atmospheric stabilities. The y-axis shows the height above the veg-
etation top zv



18 L. Wanner et al.

1 3

4  Discussion

The investigation of Fd resulting from different lower boundary conditions showed that 
the differences between LSM and PSF close to the vegetation top are very small for 
simulations over grassland. The PSF lower boundary condition results in slightly larger 
Fd with increasing distance from the canopy top than when using the LSM.

The comparison between the LSM + PCM and the PSF over the forest shows varying 
results depending on which height is considered. Close to the surface, the LSM + PCM 
boundary condition yields significantly larger Fd values, and this difference increases 
with increasing instability. This agress well with the developing TOS, i.e. roll-like 
structures in MU and SU cases, and cell-like structures in the FC case, being much 
more pronounced near the vegetation top in LSM + PCM simulations than in PSF and 
LSM-only simulations. This indicates that the magnitude of dispersive fluxes is corre-
lated with the strength of TOS when averaged over 30 min.

One reason for the undeveloped structures close to the surface despite high heteroge-
neity in surface temperature in PSF simulations might be the fact that structures at the 
lowest grid levels are only partially resolved in LES and significant parts of the verti-
cal transport are carried out by the SGS model (Bou-Zeid et al. 2005). When using the 
PCM, the canopy top is at the fifth grid level, so structures directly above the trees can 
be resolved well. Other studies also found that resolved canopies enhance the turbu-
lence, e.g. by causing ejection sweep events (Finnigan et al. 2009), which explains why 
the dispersive fluxes behave so differently with the PCM than with PSF or the LSM only. 
However, in our study, resolved vegetation affects dispersive fluxes only directly above 
the vegetation top and no consistent positive effect on dispersive fluxes is observed as 
distance increases. Patton et al. (2016) observed that the structures form already within 
the trunk layer, vanish at the treetop, and are more pronounced again above the forest. 
We do not observe this effect in our simulations. Instead, the structures in our simu-
lations become constantly more pronounced with increasing height. This discrepancy 
might be explained by the different canopy structure of Patton et al. (2016), where the 
crown layer has a lower plant area density.

To investigate how the height-dependent differences in dispersive heat fluxes over 
the forest in Fig. 9 can be explained and whether the different behaviour of the variance 
profiles in Figs. 5, 6 and 7, especially for w , provided an explanation, we investigated 

Table 5  Absolute sensible and latent surface-heat fluxes at the bottom of the domain ( Hs,b , 𝜆Es,b ) and con-
tributions of evaporation or condensation of liquid water on plants ( 𝜆Es,liq ), bare soil evaporation or precipi-
tation ( 𝜆Es,soil ), and transpiration of plants ( 𝜆Es,veg ) to 𝜆Es,b for simulations with LSM as lower boundary 
condition (LBC)

Stability VT LBC Hs,b  (W  m−2) 𝜆Es,b    
(W  m−2)

𝜆Es,liq  (%) 𝜆Es,soil   (%) 𝜆Es,veg  (%)

MU G LSM 22.80 ± 0.06 172.12 ± 1.36 0.00 ± 0.00 0.00 ± 0.00 100.00 ± 0.79

F LSM + PCM − 9.99 ± 0.62 3.82 ± 0.49 − 2.02 ± 1.10 8.70 ± 1.09 93.33 ± 10.78

SU G LSM 43.75 ± 0.33 225.47 ± 3.21 0.00 ± 0.00 0.00 ± 0.00 100.00 ± 1.42

F LSM + PCM − 10.94 ± 0.45 4.84 ± 0.91 − 4.13 ± 2.44 8.02 ± 1.40 96.10 ± 15.06

FC G LSM 58.51 ± 0.70 288.53 ± 4.57 0.00 ± 0.00 0.00 ± 0.00 100.00 ± 1.58

F LSM + PCM − 14.79 ± 2.28 6.74 ± 1.34 − 4.13 ± 3.35 9.26 ± 1.89 94.87 ± 14.88
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flux–variance similarity functions for u , w , and 𝜃 variances. The similarity function for u 
( 𝜙u) was calculated based on Panofsky et al. (1977)

The variance similarity functions for w ( 𝜙w ) and 𝜃 ( 𝜙𝜃 ) were calculated similarly by replac-
ing u′u′ with w′w′ and 𝜃′𝜃′ , respectively, and u∗ with the temperature scale T∗ . The differences 
in 𝜙𝜃 between PSF and LSM + PCM simulations were very small and are hence not shown. 
However, we found significant differences between PSF and LSM + PCM simulations in the 
𝜙u and 𝜙w profiles that are shown in Fig. 10. We furthermore compared the profiles obtained 
from the simulations to theoretical variance similarity functions based on (Foken et al. 2004) 
using

(12)
⟨u′u′⟩

u∗

= 𝜙u

( zb

L

)
.

(13)
⟨u′u′⟩

u∗

= c
1
𝜙u

( zb

L

)c
2

,

Fig. 10  Profiles of flux–variance similarity functions for u′u′ ( 𝜙u , top) and w′w′ ( 𝜙w , bottom) for PSF simu-
lations (black) and LSM + PCM simulations (red) over forest. The solid lines show the profiles of the flux–
variance similarity functions obtained in the simulations and the dotted lines show theoretical flux–variance 
similarity functions as shown in Eqs. 13, 14
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and

with

Figure 10 shows a clear dependence of the 𝜙u and 𝜙w profiles on stability, as does 
the proportion of dispersive heat fluxes in the total surface-heat fluxes in Fig.  8. For 
all atmospheric stabilities, 𝜙u and 𝜙w are larger in the LSM + PCM simulations than in 
the PSF simulations directly above the canopy top. This is because the profiles in the 
PSF simulations are forced to zero at the canopy top. Within the canopy, 𝜙u and 𝜙w are 
highly variable and depend on the vegetation and canopy structure at each site (Rannik 
et  al. 2003) and we do not expect the model to provide realistic values in this range. 
However, a clear effect of the resolved vegetation is that 𝜙u and 𝜙w are not forced to zero 
at the vegetation top, which explains why the resulting dispersive heat fluxes near the 
canopy top are larger in the LSM + PCM simulations than in the PSF simulations (see 
Fig. 9). The fact that 𝜙w becomes larger in the PSF simulations than in the PCM + LSM 
simulations from a height of about 20 m above the canopy top also explains the nega-
tive difference further away from the canopy top in Fig. 9. The bulbous shape of 𝜙u , and 
𝜙w increasing with altitude suggest that secondary circulations are forming that pro-
vide greater variance in the vertical wind at higher altitudes and greater variance in the 
horizontal wind at lower altitudes. Both effects are very pronounced in the FC case, 
which causes the profiles derived from the simulations to deviate strongly from the pro-
files calculated using the theoretical functions, which only include the purely turbulent 
fluxes. This indicates more intensive secondary circulations for the FC case, which is 
why the dispersive heat fluxes are also larger here than for the less unstable cases.

Whether the use of PSF or LSM(+ PCM) as lower boundary condition yields larger 
dispersive heat fluxes, depends on the land cover type, the measurement height and 
atmospheric stability. For more realistic simulations over heterogeneous surfaces of 
energy-balance closure field experiments, it should therefore be considered which type 
of vegetation is predominant. Moreover, the PCM can be used only for those areas where 
the vegetation is tall enough to be resolved by the grid. In most cases, depending on the 
grid spacing, only a forest can be resolved using the PCM and the grassland would be 
simulated by using the LSM or the PSF method. Assuming a typical EC set-up is roughly 
mounted 4 m above the canopy for grasslands and 12 m above the canopy for forests, 
the use of the LSM instead of PSF as the lower boundary condition for grasslands would 
decrease the contribution of Fd to Fs by only − 0.08 ± 0.06% (− 0.16 ± 0.0 W  m−2) for 
the MU case, − 0.09 ± 0.03 (− 0.24 ± 0.0 W   m−2) for the SU case, and − 0.41 ± 0.08% 

c1 = 2.7, c2 = 0 if 0 > zb∕L > −0.032

c1 = 4.15, c2 = 1∕8 if − 0.032 > zb∕L

(14)
⟨w′w′⟩

u∗

= c
1
𝜙w

( zb

L

)c
2

,

c1 = 1.3, c2 = 0 if 0 > zb∕L > −0.032

c1 = 2.0, c2 = 1∕8 if − 0.032 > zb∕L
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(− 1.05 ± 0.0 W  m−2) for the FC case. Over the forest, the use of LSM + PCM instead of 
PSF would decrease the dispersive heat fluxes by − 0.71 ± 0.19% (− 1.86 ± 0.01 W  m−2) 
in the MU case, but increase them by 0.32 ± 0.14% (1.89 ± 0.04 W  m−2) and 1.0 ± 0.22% 
(7.67 ± 0.2 W  m−2) for SU and FC cases, respectively.

Additional factors should also be considered when choosing the lower boundary condi-
tion, such as the fact that the flow modification by forest edges cannot be represented by 
PSF or LSM. These effects are not investigated in this study, although they can have a 
strong influence on temporal covariance and dispersive heat fluxes (Kanani-Sühring and 
Raasch 2017; Kenny et al. 2017).

Furthermore, forests typically have a roughness length of > 1 m (Foken 2017). However, 
z0 is limited to a quarter of the vertical grid spacing in PALM because MOST is not valid 
within the roughness sublayer (Basu and Lacser 2017). Therefore, forests cannot be repre-
sented correctly by the LSM with vertical grid spacings < 4 m. To estimate the roughness 
length resulting from the resolved canopy in the LSM + PCM simulations over forest, we 
have performed an additional simulation with near neutral atmospheric stratification. We 
fitted

where 𝜅 is the von Kármán constant (0.4) and d is the zero-plane displacement to the hori-
zontal wind profile and found z0 to be 2.2 m. Thus, z0 is almost a factor of 10 larger than 
in the PSF simulations and much closer to z0 determined from various field measurements 
over forests (Reithmaier et al. 2006).

Finally, when using the PCM, we found fluxes from the ground to be very small. Most 
of the incoming shortwave radiation is converted into longwave radiation and heat fluxes 
at the top of the tree canopy. Due to the shading by the trees, almost no energy reaches 
the ground where it is fed into the LSM and coupled soil model. This also means that the 
choice of vegetation type in LSM in combination with the PCM plays hardly any role.

As mentioned earlier, biomass heat storage was found to play a major role in energy-
balance closure, especially in forests (Lindroth et  al. 2010; Swenson et  al. 2019). How-
ever, the simulations with PSF or LSM only do not provide information on biomass storage 
or processes within the canopy and in the understory air space. To answer our research 
question about the influence of lower boundary conditions on dispersive heat fluxes, we 
have therefore limited ourselves to the area above the vegetation surface, i.e. dispersive flux 
components relative to the total heat flux at the canopy top. Therefore, we cannot draw any 
conclusions on the influence of biomass heat storage.

5  Conclusion

To answer whether the choice of lower boundary conditions has an influence on the result-
ing dispersive heat fluxes in LES, we compared two different boundary conditions over 
grass and forest, respectively, using different atmospheric conditions. We found that espe-
cially the use of the PCM, i.e. resolving the vegetation in the model, indeed has a sig-
nificant influence on the dispersive fluxes. The comparison between PSF and LSM for 

(15)U(zv) =
u∗

𝜅
ln

(
zv − d

z0

)
,
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grassland shows no significant differences near the vegetation top for all atmospheric con-
ditions with respect to the proportion of dispersive heat fluxes to the total surface-heat flux. 
The use of LSM + PCM for forests causes significantly larger dispersive fluxes than PSF 
near the surface regardless of the stability regime. The more unstable the atmospheric con-
ditions are, the greater this difference. At larger measurement heights, however, the effect 
is reversed depending on the atmospheric stability. We showed that resolving the vegeta-
tion in the PCM also has a clear impact on the relationship between variance and flux–var-
iance similarity functions, which is related to the relative importance of dispersive heat 
fluxes. The use of the PCM is therefore recommended for low measurement heights within 
20 m above the vegetation top, which is the case for many field measurement set-ups. Nev-
ertheless, these simulated dispersive fluxes are much smaller than the EBC gap of real-
world EC measurements. Despite this discrepancy, the PCM also has other advantages, for 
example, it allows for surface types with a high roughness, such as forests, to be correctly 
represented even at high grid resolutions on the order of metres. In the case of heterogene-
ous surfaces, resolved forest edges can also have an additional effect on dispersive fluxes 
which was, however, not investigated in this study, where only homogeneous conditions 
were analyzed.

Appendix: Initialization Profiles

Figure 11 shows horizontally-averaged profiles for 𝜃 , q , and w that were used to initiate all 
simulations. Within the 2-h spin-up time, the boundary layer develops so that the profiles 
evolve into those shown in Fig. 4.

Fig. 11  Initialization profiles of spatially-averaged 𝜃 , q , and w for all simulations
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Table 6 shows the initial set-up of the soil model that is part of the LSM. The soil tem-
perature and moisture were applied in each layer throughout the entire horizontal extent of 
the domain. This set-up was used in all simulations where LSM(+ PCM) was employed as 
lower boundary condition.
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Abstract

It was discovered several decades ago that eddy covariance measurements systematically

underestimate sensible and latent heat fluxes, creating an imbalance in the surface energy

budget. Since then, many studies have addressed this problem and proposed a variety of

solutions to the problem, including improvements to instruments and correction methods

applied during data postprocessing. However, none of these measures have led to the com-

plete closure of the energy balance gap. The leading hypothesis is that not only surface-

attached turbulent eddies but also sub-mesoscale atmospheric circulations contribute to the

transport of energy in the atmospheric boundary layer, and the contribution from organized

motions has been grossly neglected. The problem arises because the transport of energy

through these secondary circulations cannot be captured by the standard eddy covariance

method given the relatively short averaging periods of time (~30 minutes) used to compute

statistics. There are various approaches to adjust the measured heat fluxes by attributing

the missing energy to the sensible and latent heat flux in different proportions. However, few

correction methods are based on the processes causing the energy balance gap. Several

studies have shown that the magnitude of the energy balance gap depends on the atmo-

spheric stability and the heterogeneity scale of the landscape around the measurement site.

Based on this, the energy balance gap within the surface layer has already been modelled

as a function of a nonlocal atmospheric stability parameter by performing a large-eddy simu-

lation study with idealized homogeneous surfaces. We have further developed this

approach by including thermal surface heterogeneity in addition to atmospheric stability in

the parameterization. Specifically, we incorporated a thermal heterogeneity parameter that

was shown to relate to the magnitude of the energy balance gap. For this purpose, we use a

Large-Eddy Simulation dataset of 28 simulations with seven different atmospheric condi-

tions and three heterogeneous surfaces with different heterogeneity scales as well as one

homogeneous surface. The newly developed model captures very well the variability in the

magnitude of the energy balance gap under different conditions. The model covers a wide

range of both atmospheric stabilities and landscape heterogeneity scales and is well suited
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for application to eddy covariance measurements since all necessary information can be

modelled or obtained from a few additional measurements.

Introduction
Understanding how energy in the form of sensible and latent heat is exchanged between the

biosphere and the atmosphere is of great importance in different fields. For example, it is criti-

cal for weather forecasting and climate modelling [1–4], understanding of CO2 sequestration

by plants [5–9], and developing management recommendations for pastures, croplands, and

forestry that enable efficient use of water resources [10–15].

Traditionally, the eddy covariance (EC) method is the approach used to measure the

momentum, energy, and mass fluxes between the earth’s surface and the atmosphere [16, 17].

This is the most direct and non-destructive method to quantify momentum, energy, and mass

fluxes between a given ecosystem and the atmospheric boundary layer (ABL) [18]. Nonethe-

less, it has been repeatedly found that when experimentally measuring the surface energy bal-

ance (SEB, balance between the energy reaching/leaving the ground surface through net

radiation and the corresponding ground and turbulent fluxes, storage, and metabolic terms)

there is a 10–30% imbalance, resulting in an energy gap in the SEB [19–21].

Multiple possible causes for this gap have been investigated over the years. Some of them

are instrument errors, including the systematic error of sonic anemometers or humidity mea-

surements [22–27], systematic error in measurements of other SEB components like soil heat

flux or radiation [28–30], footprint mismatch [31], and heat storage in tall vegetation canopies

[32–35]. These error sources have been progressively addressed by improving the measure-

ment techniques and the development of correction methods that can be applied during data

post-processing [36–38]. Nonetheless, besides all these significant efforts there remains an

important SEB gap [37, 39, 40].

The EC method relies on very high temporal resolution measurements of the three-dimen-

sional wind speed and any other additional scalar of interest. For example, if one is interested

in measuring the sensible heat flux, then the temperature would be the additional scalar of

interest. The sensible heat flux is then calculated as the covariance of the vertical wind speed

and the temperature around the average for a defined time period of typically 30 minutes [17,

41]. As a result, the EC method can only capture the turbulent contribution of the energy

fluxes, where the turbulent fluctuations are defined around the adopted averaging period [42].

Initially, this was thought to be sufficient given that almost all atmospheric transport in the

boundary layer is considered of turbulent nature [43, 44].

However, more recently, it was found that, under certain atmospheric conditions, a signifi-

cant part of the energy is not transported by turbulent motions but rather large-scale persistent

atmospheric circulations that contribute to the vertical mean wind and reach far into the atmo-

spheric surface layer [45, 46]. This transport of sensible and latent heat by secondary circula-

tions can significantly contribute to the SEB non-closure [30, 40]. However, because it is

expressed through a mean advective transport in the differential equations, it can only be cap-

tured through a spatial array of sensors and not by single-tower EC measurements [47–49]. At

present, it is possible to differentiate between two types of secondary circulations. The first

type are the so-called thermally-induced mesoscale circulations (TMCs) which result from het-

erogeneous surface forcing and are therefore spatially bound [30, 40, 50, 51]. The second type

are slow-moving turbulent organized structures (TOSs) that develop randomly even over

homogeneous surfaces [52, 53] and can translate with time. Recent data analysis has shown

that extending the averaging period to several days instead of 30 minutes could almost close
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the energy balance gap for some sites [37, 54] but not for all [41]. This could be explained

because the TMCs are bound to the surface and thus do not move over time [40, 53, 55]. More-

over, such long averaging periods typically violate the stationarity requirement that has to be

fulfilled to calculate a covariance [37, 40].

Multiple approaches to correct for the SEB non-closure have been developed already, e.g.

by extending the averaging period [37, 41, 54] applying the Bowen ratio of the measured tur-

bulent fluxes to the missing dispersive fluxes [38], attributing the entire residual to the sensible

[56] or latent [57] heat flux, or modelling the energy balance gap [58–60]. While some of these

correction methods have proven to improve SEB closure [61–63], these models do not con-

sider the factors and processes that cause the SEB gap. Some approaches consider the influence

of atmospheric stability or heterogeneity in surface roughness [59, 60], but they do not take

into account the influence of thermal surface heterogeneity.

We hypothesize that it is possible to overcome the SEB non-closure problem by considering

both, the influence of thermal landscape heterogeneity, and the effect of atmospheric stability.

Our study expands beyond the earlier LES works of De Roo et al. [58], and Margairaz et al.

[64]. Specifically, we use the correction method developed by De Roo et al. [58] that models

the SEB non-closure as a function of the atmospheric stability factor u�/w� (here w� is the Dear-

dorff velocity) and take it one step further by including the effect of landscape heterogeneity.

For this second step, we use the thermal heterogeneity parameter defined in Margairaz et al.

[64]. The use of the LES technology is ideally suited to investigate the influence of atmospheric

stability and surface heterogeneity on the SEB gap because it allows the control of both, the

atmospheric conditions, and the surface characteristics. This facilitates the development of ide-

alized analysis that can later shed light on the datasets of more complex field experiments [53,

65, 66]. Furthermore, LESs provide information on the structure of the atmospheric flow as a

function of time, and the contribution of turbulent and advective transport of latent and sensi-

ble heat fluxes at each point in space [53, 65].

This paper is organized as follows. In the next section, we provide a brief overview of former

LES-based energy balance closure approaches, the two studies by De Roo et al. [58] andMargairaz

et al. [64], and the theory underlying our newmodel. This is followed by a description of the data-

set and study cases. Afterwards, we present the resulting reference models and our newmodel,

which are then further discussed. The last section provides a short summary of our findings.

Theory
Several field studies have investigated EC measurements at multiple sites to understand the

systematic behavior of the SEB closure, and have found relations with surface inhomogeneity

[60, 67–70], friction velocity u� [19, 20, 71, 72], and atmospheric stability [19, 20, 72, 73]. Also,

large-eddy simulation (LES) studies confirm the dependence of the SEB gap with surface het-

erogeneity [74], u� [65] and atmospheric stability [59, 75]. The relation between the SEB gap

and surface heterogeneity can be explained as follows: the patches in heterogeneous surfaces

heat up differently, which favors the formation of TMCs in addition to TOSs, with the ampli-

tude and size of the individual surfaces conditioning how strongly these TMCs will be [53, 66,

76, 77]. There is also a causal relation between the SEB gap and atmospheric stability: a large

horizontal geostrophic wind speed, i.e., neutral to stable atmospheric stratification, results in

enhanced horizontal mixing, which is why the influence of TOSs and TMCs on the measured

flux is less pronounced than under free convective conditions [65, 78].

At present, there exists only a reduced set of approaches to model the SEB closure based on

the underlying processes by considering the factors that determine the magnitude of the energy

balance gap such as atmospheric stability or surface heterogeneity. One of them is the model of
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Huang et al. [59] that depends on u� and w�, the measurement height z, and the atmospheric

boundary layer height zi. This model is applicable to 30-min flux measurements, but it was only

developed for homogeneous surfaces, and only heights between 0.3 and 0.5 z/ziwere considered,
so it is not applicable to typical ECmeasurement heights within the surface layer [58].

Another model is the one of Panin and Bernhofer [60]. They developed a heterogeneity-

dependent energy balance gap parametrization that depends on changes in surface roughness

and a corresponding heterogeneity length scale. However, this model does not include the

effect of thermal heterogeneity [45, 53]. Furthermore, it does not account for the effect of

changing atmospheric conditions [30, 50] and only provides the average energy balance clo-

sure for a site. As a result, it is rarely applicable to 30-min flux measurements.

The atmospheric stability dependent energy balance gap model of De Roo
et al. [58]

De Roo et al. [58] developed a parametrization for the SEB gap within the surface layer that

results from the energy transport by TOSs. They use the so-called imbalance (I) as a suitable
measure of the missing part of the energy fluxes, i.e., the advective and dispersive fluxes that

do not contribute to the Reynolds flux [58, 59]. It is based on the flux balance ratio that is com-

puted as the Reynolds sensible heat flux H divided by the total available sensible heat flux,

which equals the surface fluxHs at the bottom of the domain, and defined as

I ¼ 1� H
Hs

: ð1Þ

Following the findings of Huang et al. [59], De Roo et al. [58] assumed that the underesti-

mation of the heat fluxes, i.e. the imbalance I can be described by a function of the non-dimen-

sional scaling parameter u�/ w�, as well as a function of the measurement height z relative to
the boundary layer height zi:

I ¼ F1

u�
w�

� �
F2

z
zi

� �
: ð2Þ

To determine the shape of functions F1 and F2, they developed a LES dataset of ABL flow

over idealized homogeneous surfaces using PALM [79]. They considered nine combinations

of atmospheric stability and Bowen ratios (Bo) with a vertical grid spacing of only 2 m to inves-

tigate the energy imbalance at a height of 0.04 zi, i.e. within the atmospheric surface layer

where most EC stations around the world are employed [19, 80].

They found that combining two sets of scaling functions described well the imbalances in

the sensible and latent heat fluxes. Specifically, they found that the sensible heat flux imbalance

within the surface layer can be described with

F1;DR ¼ 0:197 exp �17:0
u�
w�

� �
þ 0:156 ð3Þ

and

F2;DR ¼ 10:69
z
zi
þ 0:21: ð4Þ

The thermal heterogeneity parameter of Margairaz et al. [64]

As part of the Idealized Planar Array study for Quantifying Spatial heterogeneity (IPAQS)

[70], Margairaz et al. [81] developed a set of idealized LES of convective boundary layers over
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homogenously rough surfaces with embedded thermal heterogeneities of different scales. In

their work, a wide range of mean geostrophic wind was implemented to vary the flow charac-

teristics from inertia driven to buoyancy dominated. The goal of the study was to determine

under what flow conditions TMCs are formed and to unravel the relation between the surface

heterogeneity length scales and the dynamic length scales characterizing the TMCs. In their

work, the authors show how TMCs express through mean advective transport of heat, which

when unresolved either due to coarse numerical grid resolution or coarse experimental distri-

bution of sensors can then be equivalently expressed through dispersive fluxes [81].

Furthermore, in their work, a scaling analysis between the vertical mean momentum equa-

tion and the continuity equation lead the authors to a non-dimensional parameter, referred to

therein as heterogeneity parameter, that was shown to scale well with the contribution of dis-

persive fluxes when normalized by the turbulent fluxes [64].

The thermal heterogeneity parameter developed therein not only depends on the horizontal

heterogeneity length scale Lh but also on the length scale characteristic of the TMCs, Ld which
also depends on buoyancy and the mean horizontal wind speed. Specifically, the thermal het-

erogeneity parameter was defined as

H ¼ g Lh

Ug
2

DT
hTsi

; ð5Þ

where Ts is the surface temperature and T is the amplitude of the surface temperature hetero-

geneities, calculated from the absolute deviations (indicated by the vertical bars) of Ts from the

averaged Ts following

DT ¼ hjTs � hTsiji: ð6Þ

The angular brackets denote horizontal averaging over the entire domain and the overbars

denote temporal averaging over 30 minutes. Interestingly, the heterogeneity parameter can

also be interpreted as a modified Richardson number, representing a balance between the

mean buoyancy forces developed by the thermal surface heterogeneities, and the inertia forces

represented by the geostrophic wind that tend to blend the surface effects.

In this work, we will revisit the scaling relation from De Roo et al. [58] developed for homo-

geneous surfaces, and the one fromMargairaz et al. [64] for heterogeneous surfaces, and we

will illustrate how they complement each other and can be generalized to a single relation valid

for both, TMCs and TOSs. Results from the work presented herein will therefore lead to a gen-

eralization of the correction scaling relation for the closure of the SEB presented initially in De

Roo et al. [58].

The combination of the atmospheric stability and thermal heterogeneity
parameters into a new model

To our knowledge, no existing approach considers both the influence of atmospheric stability

and thermal surface heterogeneity on the magnitude of the SEB gap. The SEB model based on

the atmospheric stability of De Roo et al. [58] and the thermal heterogeneity parameter devel-

oped by Margairaz et al. [64] proved to capture the changes in the magnitude of the SEB very

well. We hypothesize, that combining their findings in one model will lead to a very powerful

tool to parameterize the SEB gap in EC measurements. This new model could then be applied

to various combinations of atmospheric stability and surface heterogeneity found in numerous

eddy covariance measurements worldwide.

In this work, the focus is placed on the atmospheric surface layer (ASL) because eddy-

covariance measurements are typically carried out close to the ground, within the surface layer
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[19, 80]. Correspondingly, the analysis is carried out at the height of z = 0.04 zi, which corre-

sponds to 52–59 m above the surface in our simulations. We calculate the imbalance ratio as

defined in De Roo et al. [58] following Eq 1. Specifically, the turbulent flux,H, is calculated
using the 30-min averaged values of vertical wind speed w and temperature θ, as well as the
30-min averaged temporal covariance of w and θ and the subgrid-scale contribution Hsgs,

H ¼ hwy � wy þHsgsi: ð7Þ

The overbars indicate temporal averaging and the angled brackets denote horizontal aver-

aging over the entire extent of the domain. In contrast to De Roo et al. [58], we therefore use

the horizontally averaged imbalance instead of the local one. The sensible surface heat flux at

the groundHs corresponds toH at the lowest grid point (dz/2).
To parametrize the imbalance, we first produce a set of reference models by adapting the

existing model of De Roo et al. [58] to each heterogeneity scale in our dataset as described in

the following subsection. Then, we proceed with developing the new model by including

another scaling function that accounts for the influence of heterogeneity.

Parametrization of the imbalance with respect to atmospheric stability (reference mod-

els). First, we adapt the existing model of De Roo et al. [58] to each of the datasets to obtain a

benchmark for our new model. This results in four F1 scaling functions that are similar to the

scaling function presented in De Roo et al. [58], but represent one heterogeneity case, respec-

tively. Following De Roo et al. [58], we factorize the imbalance following Eq 1, assuming that

the imbalance can be described by two scaling functions that are functions of the stability

parameter u�/w� and the normalized measurement height z/zi. Based on the findings by De

Roo et al. [58], we first assume that F1 is an exponential function of the form F1 = a exp(b u�/
w�) + c, and F2 is a linear function of the form F2 = i z/zi + j, where a, b, c, i, j, are fitting con-
stants. Thus, we first fit F1 to each of the simulation sets, individually, and later, we fit all of

them onto a single F2 function to observe their collapse on a unique curve.

For this analysis, we calculate the friction velocity u� and the Deardorff velocity w� directly

using the 30-min averaged covariances as it would be done with experimental data obtained

from EC systems. Thus, we calculate u� following

u� ¼ hðu0w0 2 þ v0w0 2Þ1=4i; ð8Þ

where u and v are the horizontal wind speeds in x- and y-direction, and w� following

w� ¼ h g
y
ziw0y0

� �1=3

i; ð9Þ

where g is the gravitational acceleration (9.81 m s-2). Here, zi is determined as the height at

which the total sensible heat flux crosses the zero value prior to reaching the capping inversion.

The resulting set of four F1 scaling functions for each of the datasets and one F2 scaling func-
tion for all of the datasets is then used as a benchmark for our new model and referred hereaf-

ter as reference models.

Parametrization of the imbalance with respect to atmospheric stability and surface het-

erogeneity (new model). To consider the effect of surface heterogeneity, we assume that

instead of describing the imbalance with a different scaling function F1 for each set of simula-

tions, it is possible to use the scaling function that describes the imbalance in the simulations

with a homogeneous surface, F1,HM, and add another scaling function, F3, that accounts for the
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heterogeneity:

I z;
u�
w�

� �
¼ F1;HM

u�
w�

� �
F2

z
zi

� �
F3 Hð Þ; ð10Þ

whereH is the thermal heterogeneity parameter introduced in Margairaz et al. [64] (Eq 4).

After analyzing the relationship between I normalized with F1,HM, we assume that the rela-

tionship between I/F1,HM andH is of linear nature and fit I/F1,HM to F3 = mH + n. Once F3 is
found, we proceed to identify the new F2 similarly to the previous section.

Dataset and study cases
The data used in this study was originally developed in the computational work of Margairaz

et al. [64, 81]. They used the pseudo-spectral LES approach that was first introduced by Moeng

[82] and Albertson and Parlange [83] and further developed by Bou-Zeid et al. [84], Calaf et al.

[85], and Margairaz et al. [86]. The data consists of a set of numerical simulations of a charac-

teristic ABL developed over a homogeneously rough and flat surface. The simulations repre-

sent an idealized dry ABL, forced through a geostrophic wind at the top with Coriolis force,

and an imposed surface temperature at the bottom of the domain.

Study cases include a set of simulations with homogenous surface temperature (referred

hereafter as HM) and a second set with heterogeneous surface temperature distributions

(referred hereafter as HT). In both sets, the geostrophic wind is varied between 1 m s-1 to 15 m

s-1. For the set of heterogeneous surface temperature conditions, the corresponding length

scale of the characteristic surface heterogeneities is also varied, considering cases with 800 m,

400 m, and 200 m patches (referred hereafter as HT200, HT400, HT800, see Fig 1). In this

case, the surface temperature variations are randomly distributed following a gaussian distri-

bution with a standard deviation of ± 5 K and mean temperature equal to that of the homoge-

nous cases, namely 290 K.

In all cases the surface temperature is initialized at a temperature of 5 K higher than the air

temperature to promote the development of a convective boundary layer. All simulations have

a domain size (lx, ly, lz) = (2π, 2π, 2) km with a horizontal grid-spacing of x = y = 24.5 m and

a vertical grid-spacing of z = 7.8 m, resulting in (Nx, Ny, Nz) = (256, 256, 256) grid points. At

the bottom boundary, the surface heat flux is computed from the imposed surface temperature

θs using Monin-Obukhov similarity theory.

Fig 1. Temperature distribution at the surface for the three sets of simulations with heterogeneous surfaces.

https://doi.org/10.1371/journal.pone.0268097.g001
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In all cases, the initial boundary layer height zi was set to 1000 m by applying a capping

inversion of 0.012 K m-1. While θs remains stable over the entire simulation time, the air tem-

perature increases over time, leading to slightly less unstable atmospheric conditions over

time. However, this effect was found to be negligible over the short duration of the simulation

[64].

In total, 28 simulations were performed with different atmospheric conditions, controlled

by seven different geostrophic wind speeds (i.e. Ug = 1, 2, 3, 4, 5, 6, 9, 15 m s-1) for each set of

homogeneous and heterogeneous surface conditions. In the simulations, the Coriolis parame-

ter was set to 10-4 Hz, representative of a latitude of 43.3˚ N. Also, the roughness length was set

to 0.1 m for all simulations, and the used thermal roughness was set to 1/10 z0 following [87].
More details on the numerical simulations can be found in the original work of Margairaz

et al. [64].

For the analysis presented in this work, we use statistics over a 30-minute interval recorded

after 4 hours of spin-up time.

Results

Reference models

As described previously, we first fitted the exponential function F1 to each one of the simula-

tion cases resulting in four different sets of parameters, shown in Table 1 for the scaling func-

tion F1,h:

F1;h ¼ ah exp bh
u�
w�

� �
þ ch: ð11Þ

Note that for each simulation case, there exist seven data points corresponding to the

changes in geostrophic forcing and hence to different thermal stratification. These four differ-

ent fits describe the imbalance ratio for each surface heterogeneity condition as a function of

the non-dimensional term u�/w�.

The values calculated for u�/w� are shown in Table 2 where all relevant parameters charac-

terizing the simulations are summarized. Fig 2A shows that these fitted functions for I collapse
into the same value of roughly 6% ofHs under less unstable conditions (u�/w� > 0.4). Only for

HT800, the imbalance (I) settles at around 8% ofHsthe total available flux for the weaker

unstable conditions. Alternatively, the imbalance increases with increasing instability, with the

weakest increase found in the homogeneous surface cases and stronger increases with hetero-

geneous surfaces. The increase also depends on the patch size, being strongest with the largest

patch size.

We then normalized the imbalance ratios (i.e. Eq 1, also vertical axis in Fig 2A) with the

four different scaling functions for the respective simulations (Eq 11, Table 1). Results are then

represented in Fig 2B as a function of the second non-dimensional term identified in De Roo

Table 1. Fitting parameters for all simulation cases with different surface characteristics.

h ah bh ch
HM 0.133 -15.3 0.056

HT200 0.203 -12.6 0.058

HT400 0.289 -10.2 0.055

HT800 0.435 -14.3 0.073

https://doi.org/10.1371/journal.pone.0268097.t001
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et al. [58], namely z/zi. At this stage, the data presents a nice unique collapse for z/zi< 0.07,

representative of the surface layer region.

This unified scaling is well represented by function F2,R

F2;R ¼ iR
z
zi
þ jR; ð12Þ

where iR is 20.05 and jR is 0.157.

Newmodel

Fig 3 also shows the normalized imbalances, but in this case, the scaling function that was

derived for the homogeneous simulations (F1,HM, Eq 11, Table 2) was used for all simulations.

Here, the profiles don’t collapse into a single curve, but instead present a data spread, with the

largest deviation found once again in the Lh = 800 m configuration.

Next, we investigate whether these deviations can be reduced if the imbalance (I) is normal-

ized by F1,HM and represented as a function of the thermal heterogeneity parameter (H). In
this case, Fig 4 shows that two different linear relationships can be differentiated for those

cases with weak geostrophic forcing (Ug = 1 m s-1) and those with a more moderate or stronger

Table 2. Overview over characteristic variables that are relevant for this study, including geostrophic wind speedUg, boundary layer height zi, the friction velocity
u�, the Deardorff velocity w�, the atmospheric stability parameters u�/w� and -zi/L, the heterogeneity parameterH, and the energy imbalance I for each simulation.

Name Ug (m s-1) zi (m) u� w� u�/w� -zi/L H I (%)

HM-1 1 1328 0.15 1.59 0.09 493.65 0 8.79

HM-2 2 1318 0.22 1.57 0.14 156.17 0 7.28

HM-3 3 1306 0.27 1.56 0.17 75.30 0 6.40

HM-4 4 1293 0.33 1.54 0.21 42.30 0 6.02

HM-6 6 1295 0.43 1.55 0.28 18.58 0 6.08

HM-9 9 1307 0.57 1.59 0.36 8.63 0 5.60

HM-15 15 1340 0.81 1.64 0.49 3.33 0 5.46

HT200-1 1 1439 0.11 1.55 0.07 1230.97 27.09 14.38

HT200-2 2 1434 0.17 1.58 0.11 328.31 6.77 10.86

HT200-3 3 1430 0.24 1.63 0.15 128.00 3.01 9.22

HT200-4 4 1434 0.30 1.67 0.18 67.68 1.69 8.01

HT200-6 6 1402 0.41 1.72 0.24 28.75 0.75 6.49

HT200-9 9 1374 0.56 1.79 0.31 12.88 0.33 6.31

HT200-15 15 1383 0.81 1.96 0.41 5.60 0.12 5.92

HT400-1 1 1487 0.09 1.55 0.06 1951.94 52.14 21.14

HT400-2 2 1463 0.17 1.63 0.11 336.34 13.03 15.34

HT400-3 3 1452 0.24 1.65 0.14 135.45 5.79 13.28

HT400-4 4 1434 0.30 1.68 0.18 67.56 3.26 9.56

HT400-6 6 1406 0.41 1.72 0.24 29.07 1.45 7.09

HT400-9 9 1390 0.56 1.80 0.31 13.02 0.64 6.59

HT400-15 15 1404 0.81 1.95 0.42 5.59 0.23 6.52

HT800-1 1 1487 0.10 1.57 0.07 1428.40 79.16 25.07

HT800-2 2 1459 0.17 1.59 0.11 338.84 19.77 14.66

HT800-3 3 1448 0.24 1.62 0.15 117.37 8.8 12.59

HT800-4 4 1431 0.30 1.63 0.19 60.98 4.95 12.49

HT800-6 6 1397 0.41 1.65 0.25 26.56 2.2 8.21

HT800-9 9 1394 0.56 1.69 0.33 10.93 0.98 7.20

HT800-15 15 1407 0.81 1.79 0.46 4.22 0.35 6.83

https://doi.org/10.1371/journal.pone.0268097.t002
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wind (Ug� 3 m s-1). We find those two groups to correspond to the formation of cellular and

roll-like secondary circulations. This is shown in Fig 5 where xy-cross-sections of the 30-min

averaged vertical wind speed w for combinations of Ug = 1, 2, 3, 4 m s-1 and Lh = 200, 400 m

are displayed. While in the case of Ug = 1 m s-1 (Fig 5A and 5E) there are large cellular circula-

tions taking place, they disappear with increasing wind speed to give place to the formation of

roll-type turbulent structures for Ug> 3 m s-1 (Fig 5C, 5D, 5G and 5H). The structures result-

ing from Ug = 2 m s-1 (Fig 5B and 5F) are neither cellular nor roll-like and are therefore

excluded from the analysis.

Fitting F3 to the two datasets, we receive the following scaling functions:

F3;c ¼ mcHþ nc; ð13Þ

withmc = 0.018 and nc = 0.973for u�/w� < 0.1, which is valid for all simulations where cellular

structures develop (Ug = 1 m s-1), and

F3;r ¼ mrHþ nr; ð14Þ

withmr = 0.116 and nr = 1.07 for u�/w� > 0.14, which is valid for all simulations where roll-like

Fig 2. Imbalance ratios as a function of the atmospheric stability. Panel a shows the imbalance ratio I at 0.04 z/zi as a function of the stability parameter
u�/w�. The four simulation sets are represented by different colors. For each simulation set, a separate fit of the scaling function F1 was performed, resulting
in Eq 11 with different fitting parameters shown in Table 1. The atmospheric stability is steered by changes in Ug, shown by different marker shapes. The
grey line shows the fit obtained by De Roo et al. [58] (Eq 3) for comparison. Panel b shows the vertical profiles of the imbalance normalized with the four fits
of F1 (Eq 11), respectively. The blue line shows the fitted scaling function F2,R (Eq 12). Again, the respective scaling function derived by De Roo et al. [58]
(Eq 4) is shown in grey for comparison.

https://doi.org/10.1371/journal.pone.0268097.g002

PLOS ONE Heterogeneous surface heating and energy balance closure

PLOSONE | https://doi.org/10.1371/journal.pone.0268097 June 1, 2022 10 / 21



structures develop (Ug� 3 m s-1). The fit for the very unstable simulations (u�/w� < 0.1)

describes the normalized imbalance with a very high R2 of 0.996. For the corresponding fit to

the less unstable conditions (u�/w� > 0.14), the R2 value is slightly lower with 0.841.

When normalizing the imbalance additionally with F3,c or F3,r, respectively, the vertical pro-
files of imbalance collapse similar to when they are normalized with different F1 scaling func-
tions for each stability, as shown in Fig 6. In this case, the remaining imbalance can be

described following Eq (15):

F2;N ¼ iN
z
zi
þ jN ; ð15Þ

with iN = 20.2 and jN = 0.153.

All characteristic variables that are relevant for our simulations are summarized in Table 2.

Fig 3. Vertical profiles of the imbalance all normalized with the same scaling function F1,HM (Eq 11, Table 2).

https://doi.org/10.1371/journal.pone.0268097.g003
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Discussion
The reference models derived by fitting one curve for each heterogeneity scale are a more

direct way to parametrize the energy imbalance than the new model, as they rely on fewer

assumptions. Specifically, they are tailored to each heterogeneity scale and do not rely on the

additional assumption that the magnitude of the SEB gap relates to the heterogeneity scale.

However, it is not practical to use as a correction method to real measurements because it is

only applicable to the discrete heterogeneity scales covered in this study. This means, that for

each study case, there is a need to re-derive the corresponding scaling relation.

Fig 4. Dependence of the imbalances at 0.04 zi all normalized with the same scaling function F1,HM (Eq 11,
Table 1) on the heterogeneity parameterH. The data is separated into two groups: (1) simulations withUg = 1 m s-1

that show cellular shaped secondary circulations and (2) simulations withUg� 3 m s-1 simulation that show roll-
shaped secondary circulations. Simulations with Ug = 2 m s-1 are discarded because they show no clearly cellular nor
roll-shaped structures. The two blue lines show the fits of the third scaling function to the two groups (F3,c and F3,r, Eqs
13–14).

https://doi.org/10.1371/journal.pone.0268097.g004
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Alternatively, using the new method proposed in this work that adds a third scaling func-

tion to parametrize the imbalance as a function of the heterogeneity parameter to account for

the surface characteristics which facilitates the generalization of the correction method to EC

towers surrounded by landscapes featuring any characteristic heterogeneity scale. However,

because our dataset only covered heterogeneity length scales up to Lh = 800 m, which corre-

sponds to 0.57 zi on average, it is questionable whether the resulting scaling function F3 would
hold for larger heterogeneity length scales. Zhou et al. [76] investigated the relation between

the scale of surface heterogeneity and the SEB gap and found that the SEB gap increases with

heterogeneity length scale, reaching its maximum when the heterogeneity length scale is of the

order of the boundary layer height, and decreases again, with even larger heterogeneity length

scales. Our results confirm that the imbalance increases with the heterogeneity scale, especially

under very unstable conditions (Fig 2A, Table 2), at least up to Lh = 0.57 zi which is the hetero-

geneity scale our study is limited to.

While the new model is very flexible regarding the landscape heterogeneity scale, it is not

applicable to all atmospheric conditions. This is because we were unable to define the scaling

function F3 for the atmospheric conditions that cause sub-mesoscale circulations to form nei-

ther uniquely cellular nor roll-shaped. While Margairaz et al. [81] found that different geo-

strophic forcing leads to clearly cellular or roll-like structures using the roll factor defined by

Salesky et al. [88], there is a transition zone in which the structures could not be clearly

assigned to a cell or roll regime. In our analysis, we therefore excluded the simulations with Ug

= 2 m s-1. Several studies found the transition from cellular to roll-like structures to be rather

sharp, occurring somewhere between -zi/L = 4.5 and -zi/L = 45 [89] or -zi/L = 8 and -zi/L = 65

[90], or at around -zi/L = 25. Other studies have found the transition to occur more gradually

with transitional structures or co-existing rolls and cells for -zi/L = 14.1 [91], or for -zi/L< 21

[92]. For better comparison, we converted u�/w� to -zi/L for our simulations using

� zi
L
¼ k

u�
w�

� ��3

; ð16Þ

where is the von Kármán constant (0.4) [93]. The resulting -zi/L values are shown in Table 2.

Fig 5. Exemplary horizontal cross-sections of the half-hourly averaged vertical wind speed w at 0.04 zi for HT200 and HT400
simulations withUg up to 4 m s-1.

https://doi.org/10.1371/journal.pone.0268097.g005
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For the simulations with Ug = 2 m s-1, -zi/L varies between 156.17 and 338.84, indicating that

the transition to clearly roll-like structures occurs at larger -zi/L values than reported by other

studies. The model presented in this study can be applied to correct field measurements under

unstable and free convective atmospheric conditions with u�/w� < = 0.1 (or -zi/L> = 400)

using F3,c or u�/w� > = 0.14 (or -zi/L< = 145) using F3,r.

To apply the correction method, a certain amount of information on the atmospheric con-

ditions and the surrounding landscape is required. The atmospheric conditions are considered

in F1, using u�/w� which can be calculated from the EC measurements similar to Eqs 8–9. F2 is
a function of z/zi which means that zi needs to be known, which cannot be derived from EC

measurements, only. Mauder et al. [61] already tested the correction method proposed by De

Roo et al. [58] using ceilometer measurements of zi. For one site where no ceilometer

Fig 6. Vertical profiles of the imbalance all normalized with the same scaling function F1,HM (Eq 11, Table 1) and
the respective scaling functions F3,c or F3,r (Eqs 13–14). The blue line shows the fitted scaling function F2,N (Eq 15).
The scaling function derived by De Roo et al. [58] is shown in grey for comparison.

https://doi.org/10.1371/journal.pone.0268097.g006
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measurements were available, they followed the method of Batchvarova and Gryning [94] to

calculate zi using radiosonde measurements of the morning temperature gradient. They found

the correction method leading to a good energy balance closure, even though the radiosonde

measurements were taken at a distance of 170 km. Finally, the characteristic heterogeneity

parameter can be derived using remote sensing methods or already available land cover maps

[60]. At permanent measurement sites with continuous flux measurements, the temperature

amplitude can be derived by performing ground-based measurements of surface temperature

over the different landcover types surrounding the tower. In extensive measurement cam-

paigns, additional airborne measurements can provide information on the temperature ampli-

tude [80]. If additional measurements are too costly, however, it is also possible to model the

surface temperature using the radiation measurements and landcover characteristics [95–97].

What is clear from these results, is that for accurate SEB studies, the use of single point mea-

surements is not sufficient, but obtaining spatial information of the surroundings as well as

from the flow is proven to be critical. This is a strong motivation for a paradigm change in the

standard single point EC measurement approaches.

To compare the performance of our newly developed model with the reference models and

with the parametrization developed by De Roo et al. 2018, we computed the dispersive fluxHd

using the scaling functions derived by the different approaches with

Hd ¼
F1F2F3

1� F1F2F3

H: ð17Þ

The share ofH andHd inHs, i.e. the total available heat flux, is shown in Fig 7. Without any

correction,H is on average 90.24 ± 4.77% of the total heat flux at 0.04 z/zi. WithHd calculated

using the reference models based on De Roo et al. [58], we obtainH + Hd,R = 99.49 ± 0.86%.

Reaching nearly 100% means that the energy balance gap is almost closed. At the same time,

the standard deviation becomes significantly smaller, indicating that the method captured the

deviations in the energy balance gap well. The use of our newly developed model for imbalance

calculation gives similar results withH + Hd,N = 99.53 ± 0.87%. This shows that the newly

developed model, which is much more flexible in its application to measurements, achieves

just as good results as the reference models.

Using the scaling functions defined by De Roo et al. [58] (Eqs 3–4) results inH + Hd,DR =

101.28 ± 4.2%. This shows that the method of De Roo et al. [58] generally works well with our

data set, but it slightly overestimates the energy balance gap on average. This correction

method has already been tested on EC measurements by Mauder et al. [61] who also found the

method to yield good results. Furthermore, it does not capture the deviation of the imbalance

due to heterogeneity as shown in Fig 7, which is also reflected in the almost unchanged stan-

dard deviation. This is to be expected since this method was developed for homogeneous sur-

faces only. However, we do not recommend combining the scaling functions defined in De

Roo et al. [58] and F3 derived in this study to address the effect of the heterogeneity as it leads

to a clear overcorrection withH + Hd,DR,N = 106.34 ± 2.41%.

Conclusion
We extended the energy balance gap correction method initially developed by De Roo et al.

[58] taking into account the effects of spatial surface heterogeneity onto the atmospheric flow.

We compared our new model to the reference models that are based on the already existing

approach. The use of the reference models resulted in sets of two scaling functions for different

heterogeneity scales, respectively. This approach is the more direct way to determine the

imbalance and produces very good results. However, those sets of scaling functions are
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restricted to the distinct heterogeneity scales used in this study, which is why this approach is

not transferable to all characteristic continuously distributed heterogeneity scales of the land-

scape surrounding an EC system, i.e. an area of about 20 × 20 km [20, 60]. Our new model

proved to yield similar results and its application to real-world EC tower sites is very flexible,

since a third scaling function characterizing the influence of heterogeneity was introduced.

Therefore, this correction method can be used for a wide range of characteristic heterogeneity

scales of a landscape surrounding an EC tower. To apply the correction method, the atmo-

spheric stability parameter u�/w�, the boundary layer height zi, the heterogeneity scale Lh, and
the amplitude of the surface temperature T need to be known that can be either calculated

from the EC measurements together with nearby operational radiosonde measurements or by

using a ceilometer, and remotely-sensed land-surface-temperature data products.
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