Numerical investigation of bubble dynamics and flow boiling heat transfer in cylindrical micro-pin-fin heat exchangers
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A B S T R A C T

Micro-pin-fin evaporators are a promising alternative to multi-microchannel heat sinks for two-phase cooling of high power-density devices. Within pin-fin evaporators, the refrigerant flows through arrays of obstacles in cross-flow and is not restricted by the walls of a channel. The dynamics of bubbles generated upon flow boiling and the associated heat transfer mechanisms are expected to be substantially different from those pertinent to microchannels; however, the fundamental aspects of two-phase flows evolving through micro-pin-fin arrays are still little understood. This article presents a systematic analysis of flow boiling within a micro-pin-fin evaporator, encompassing bubble, thin-film dynamics and heat transfer. The flow is studied by means of numerical simulations, performed using a customised boiling solver in OpenFOAM v2106, which adopts the built-in geometric Volume of Fluid method to capture the liquid–vapour interface dynamics. The numerical model of the evaporator includes in-line arrays of pin-fins of diameter of 50μm and height of 100μm, streamwise pitch of 91.7μm and cross-stream pitch of 150μm. The fluid utilised is refrigerant R236fa at a saturation temperature of 30 °C. The range of operating conditions simulated includes values of mass flux \( G = 500–2000\,\text{kg/(m}^2\text{s)})_{h} \), heat flux \( q = 200\,\text{kW/m}^2 \), and inlet subcooling \( \Delta T_{\text{sub}} = 0–5\,\text{K} \). This study shows that bubbles nucleated in a pin-fin evaporator tend to travel along the channels formed in between the pin-fin lines. Bubbles grow due to liquid evaporation and elongate in the direction of the flow, leaving thin liquid films that partially cover the pin-fins surface. The main contributions to heat transfer arise from the evaporation of this thin liquid film and from a cross-stream convective motion induced by the bubbles in the gap between the cylinders, which displace the hot fluid otherwise stagnant in the cylinders wakes. When the mass flow rate is increased, bubbles depart earlier from the nucleation sites and grow more slowly, which results in a reduction of the two-phase heat transfer. Higher inlet subcooling yields lower two-phase heat transfer coefficients because condensation becomes important when bubbles depart from the hot pin-fin surfaces and reach highly subcooled regions, thus reducing the two-phase heat transfer.

1. Introduction

With the increasing demand for data computing and processing and the miniaturisation of electronic devices, the heat that needs to be dissipated per unit surface area from electronic components is dramatically increasing. Devices such as computer chips, high-power electronics found in aerospace systems, nuclear reactors, batteries and fuel cells will require dissipation of heat fluxes on the order of 1 MW/m² and above [1]. Flow boiling in multi-microchannel evaporators has emerged as an efficient thermal management solution for these high power-density applications, thanks to the advantages of two-phase flow characteristics such as uniform temperature field, high heat transfer coefficients owing to the removal of the latent heat, and the possibility of adopting dielectric refrigerants in direct contact with the surface to be refrigerated [2]. For these reasons, flow boiling in microchannels has been studied extensively in recent years, and a number of review papers have been dedicated to the underlying fluid dynamics and heat transfer aspects [1,3–5]. Pin-fin micro-evaporators represent an alternative geometry to microchannels. Within these evaporators, the fluid is not arranged within straight, isolated channels but it flows across arrays of cylindrical obstacles in cross-flow [6]. The pin-fins create disturbance on the flow field and promote the flow mixing, thus potentially enhancing the heat transfer coefficient with respect
to traditional straight channels [6]. Comprehensive reviews covering heat transfer enhancement using pin-fin microevaporators, including their fabrication, geometrical arrangements, single- and two-phase heat transfer and pressure drop, have been published by Mohammadi and Kosar [7] and Deng et al. [8]. The research on pin-fin heat sinks has mainly focused on reducing the pressure drop in the evaporator while increasing the heat transfer performance. However, the investigation of thermal phenomena and fluid dynamics of two-phase flows within micro-pin-fin evaporators has received far less attention than the conventional multi-microchannel evaporators. From the available literature, it can be found that experiments in micro-pin-fin evaporators have been carried out for various pin-fin shapes such as circular, triangular, square, diamond-shaped, and piranha fins [9–15]. These studies have shown that triangular and rhomboidal pin-fins tend to outperform other shapes in terms of heat transfer performance. However, circular pin-fins may result in a more homogeneous flow distribution, which can benefit the heat transfer performance. Additionally, the density of pin-fins has been identified as a significant factor affecting two-phase pressure drop. Kosar et al. [14,15] investigated the thermal and hydraulic performances of circular and hydrofoil-shaped pin-fins, with the diameter of the circular obstacles, \(d_h = 99.5 \mu m\), matching the thickness of the hydrofoils, using R123 as the working fluid. Heat transfer coefficients were reported to increase with the applied heat flux at lower heat flux levels, which was associated with a nucleate boiling behaviour, whereas they decreased when increasing heat flux at high heat flux values, which was associated with a convective boiling behaviour. Krishnamurthy et al. [16] performed experiments with staggered arrays of circular micro-pin-fins of \(d_h = 100 \mu m\) using water as working fluid. They found that the two-phase heat transfer coefficient was moderately dependent on the mass flux and independent of the heat flux, suggesting that convective boiling was the dominant heat transfer mechanism. Law et al. [17] experimentally compared the pressure drop and heat transfer of a conventional multi-microchannel evaporator with an evaporator with oblique-finned microchannels, i.e. where the straight parallel channels were communicating via oblique passages so that the overall configuration could be interpreted as that of arrays of rhomboidal pin-fins. They reported that the heat transfer coefficient, critical heat flux and pressure drop were significantly higher for the oblique-finned channels, which was attributed to a disruption of the thin liquid film developing over the channel walls. Falsetti et al. [18–20] characterised the heat transfer performance of a micro-evaporator with arrays of in-line cylindrical pin-fins of diameter \(50 \mu m\), for different refrigerant fluids. Vapour bubbles were observed to nucleate over the surface of the pin-fins and grow along the gaps in between the pin-fins arrays [20]. Contrasting heat transfer coefficient trends were observed as a function of heat and mass flux depending on the fluid. For R236fa, the heat transfer coefficient increased with increasing heat flux, and decreased with increasing mass flux for \(q = 20 \text{ W/cm}^2\), whereas it was weakly dependent on the mass flux for \(q = 44 \text{ W/cm}^2\) [18]. When employing fluid R1234ze(E) [19], the heat transfer coefficient was weakly dependent on heat flux for mass fluxes up to \(G = 1500 \text{ kg/m}^2\text{s}\), but increased with heat flux for \(G = 1700 \text{ kg/m}^2\text{s}\); moreover, the heat transfer performances were observed to improve when increasing the mass flux across the entire range of heat fluxes tested \((q = 28 – 44 \text{ W/cm}^2)\). For R134a [20], the heat transfer coefficient was enhanced when increasing the mass flux but was reduced when increasing the heat flux. However, when plotting the heat transfer coefficient as a function of the streamwise coordinate along the evaporator rather than as a function of the vapour quality, the heat flux was observed to have only a minor effect. Chang et al. [21] investigated the effect of the inlet subcooling on flow boiling in square pin-fin evaporators and reported that increasing the level of subcooling had the effect of delaying boiling incipience to higher heat fluxes, reducing the bubble diameter and departure frequency and thereby slightly reducing the subcooled flow boiling heat transfer coefficient.

While numerical simulations have been extensively used to study flow boiling in straight microchannels [22–24], their application to the analysis of two-phase flows across pin-fin arrays is still infrequent. To the authors’ knowledge, the only study relevant to boiling in pin-fin evaporators was performed by Lorenzini and Joshi [25] who analysed the development of flow patterns and heat transfer performances for geometries with variable pin densities. El Mellas et al. [26] performed fundamental two-phase simulations to study the dynamics of an elongated bubble translating between two arrays of in-line cylindrical pin-fins. Although the study was limited to adiabatic conditions, it revealed that a thin liquid film remained trapped between the bubble and the walls of the pin-fins, and the thickness of this film was smaller than that reported for bubbles translating in straight channels at the same conditions.

In summary, the literature on experimental studies reviewed above emphasises that, for micro-pin-fin evaporators, there is substantial disagreement on the effect that key operating conditions such as vapour quality, heat flux and mass flux have on flow boiling heat transfer. Although flow visualisation techniques have been adopted, these are still limited by the small spatio-temporal scales of the flow. Thus, the essential hydrodynamics details of two-phase flows remain elusive.

In this work, the fundamental heat and mass transfer aspects of flow boiling in a micro-pin-fin evaporator are investigated by means of detailed interface-resolving numerical simulations for the first time. Simulations are performed using a geometrical Volume Of Fluid (VOF) method in OpenFOAM v2106, using a self-developed solver that incorporates specific libraries to improve surface tension and calculate the liquid–vapour mass transfer due to evaporation [24]. The evaporator geometry and operating conditions are taken from the experimental work of Falsetti et al. [18]. The evaporator is composed of in-line arrays of cylindrical pin-fins with diameter, height, and streamwise pitch of 50 \(\mu m\), 100 \(\mu m\) and 91.7 \(\mu m\), respectively. The cross-stream distance between the arrays is 150 \(\mu m\). The fluid used is R236fa at the saturation temperature of \(T_{sat} = 30^\circ C\) \((p_{sat} = 320 \text{ kPa})\), for mass fluxes in the range \(G = 500 – 2000 \text{ kg/m}^2\text{s}\), heat flux fixed to \(q = 200 \text{ kW/m}^2\text{m}\), and inlet subcooling ranging from 0 K to 5 K. This work investigates the two-phase flow dynamics during the growth of bubbles across the pin-fin arrays, as well as the effect of the mass flow rate, the nucleation site location and inlet subcooling, on the heat transfer performance.

This paper is organised as follows: the numerical framework is introduced in Section 2; geometry and boundary conditions are described in Section 3 and the results of the grid independence analysis in Section 4. Section 5 outlines the results of the simulations, and the conclusions of this work are summarised in the final Section 6.

2. Numerical framework

Direct numerical simulations are performed using the open-source library OpenFOAM, version v2106. The numerical model adopts the Volume Of Fluid (VOF) method to track the interface between liquid and vapour [27], using the built-in geometric VOF library based on the work of Roenby et al. [28] and Scheufer and Roenby [29]. Furthermore, the solver we utilise in our simulations includes additional strategies to reduce the spurious currents generated by inaccuracies in the surface tension calculation and implements a phase-change model based on the Hertz–Knudsen–Schrage relationship [30]. The solver was described in detail by Munici et al. [24], where a number of validation tests were performed. The continuity, momentum, and energy equations are formulated as follows:

\[
\nabla \cdot \mathbf{u} = \frac{\dot{\rho}}{\rho}
\]

\[
\frac{\partial(\rho\mathbf{u})}{\partial t} + \nabla \cdot (\rho\mathbf{u}\mathbf{u}) = -\nabla p + \nabla \cdot \left( \mu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \right) + \mathbf{F}_g
\]

\[
\frac{\partial(\rho T)}{\partial t} + \nabla \cdot (\rho \mathbf{u} T) = \nabla \cdot (\lambda \nabla T) + \dot{h}
\]
where $u$ is the velocity, $\rho$ the mass flux due to phase-change, $\rho$ the mixture fluid density, $t$ the time, $p$ the pressure, $\mu$ the dynamic viscosity, $F_s$ the surface tension force vector, $T$ the temperature, $c_p$ the constant pressure specific heat, $\lambda$ the thermal conductivity, and $h$ is the enthalpy source due to phase-change. Within the range of conditions simulated, the Bond number of the flow is very small, which supports the approximation of negligible gravitational forces. As customary for the VOF method, a volume fraction field $\alpha$ is defined to identify the different phases throughout the flow domain. In each computational cell of the domain, $\alpha$ identifies the fraction of the computational cell volume occupied by the primary phase, which coincides with liquid in the present study. Therefore, the volume fraction takes values of 1 in the liquid, 0 in the gas, and $0 < \alpha < 1$ in the interfacial cells, where the liquid–gas interface can be found. Accordingly, an additional transport equation for the volume fraction is solved:

$$\frac{\partial \alpha}{\partial t} + \nabla \cdot (\alpha u) = \frac{\rho}{\rho} \frac{\partial \alpha}{\partial t}$$

(4)

Using the volume fraction field, the properties of the mixture fluid can be computed as an average over the two phases, e.g. $\rho = \alpha \rho_l + (1 - \alpha) \rho_g$, with the subscripts $g$ and $l$ denoting gas-specific and liquid-specific properties, respectively. All the fluid-specific properties (e.g. $\rho_l$, $\rho_i$, $\mu_l$, $\mu_i$, etc.) are considered constant in this work.

The surface tension force, $F_s$, in Eq. (2), is formulated according to the Continuum Surface Force method [31] and computed as:

$$F_s = \frac{2\pi \sigma}{\rho_l + \rho_g} \kappa [\nabla u]$$

(5)

where $\sigma$ is the surface tension coefficient (considered constant) and $\kappa$ is the local interface curvature. The accuracy in the approximation of the surface tension force is crucial in these simulations where the capillary number is small and the flow is driven by capillary forces. To enhance the calculation of surface tension compared to the native version of OpenFOAM, the density correction term $2\rho/(\rho_l + \rho_g)$ is introduced to redistribute the surface force towards the heavier fluid region, and the interface curvature is calculated based on the gradients of a smoothed volume fraction field as explained and demonstrated by Munici [24].

The mass and enthalpy source terms due to evaporation, $\dot{m}$ and $\dot{h}$ in Eqs. (4), (1) and (3), are calculated according to the model of Hardt and Wondra [32]. The evaporation mass flux at the interface, $\dot{m}$, is calculated as a function of the local interface superheat according to the Hertz-Knudsen-Schrage relationship [30], and adopting the linearisation proposed by Tanasawa [33] for low values of superheat:

$$\dot{m} = \frac{2y}{2 - y} \left( \frac{M}{2\pi R_e} \right)^{1/2} \rho_h h_{lv} (T_{lv} - T_{sat})$$

$$\frac{1}{T_{sat}^{1/2}}$$

(6)

where $y$ is the evaporation coefficient, $h_{lv}$ is the vapourisation latent heat, $R_e$ is the universal gas constant, $M$ is the molecular weight of the fluid, $T_{lv}$ is the temperature at the interface, and $T_{sat}$ the saturation temperature of the fluid. The evaporation coefficient is set to $y = 1$ in all the simulations performed in this work in agreement with preliminary test benchmarks [24]. A first volumetric mass source $\rho_l$ is evaluated by calculating the evaporating mass flux based on the temperature on the liquid side of the interface:

$$\rho_l = N \alpha |\nabla u| n$$

(7)

where $N$ is a normalisation factor to ensure that the global evaporation rate is preserved [32]. A smoothed evaporation mass source $\rho_l$ is then evaluated by solving a steady diffusion equation to improve numerical stability [32,34]. From $\rho_l$, the final volumetric source $\rho$ is obtained by redistributing the smoother evaporation rate across the interface on the vapour and liquid sides as follows:

$$\rho = \begin{cases} 
N_c (1 - \alpha) \rho_l, & \text{if } a < a_{cut} \\
-N_c a \rho_l, & \text{if } a > 1 - a_{cut} \\
0, & \text{if } a_{cut} < a < 1 - a_{cut}
\end{cases}$$

(8)

where $N_c$, $N_v$ are normalisation factors that guarantee that the mass of liquid evaporated and vapour created are conserved by the redistribution step. The threshold parameter $a_{cut}$ is set to $10^{-3}$, ensuring that the evaporation source term is non-zero only on vapour- or liquid-full cells. The enthalpy source $h$ accounts for the latent heat of evaporation and is calculated from the initial volumetric source term as $h = -\rho \frac{\partial \rho_l}{\partial \alpha}$.

The governing equations are solved using a custom solver in OpenFOAM v2106. The geometric VOF solver isoAdvector is used to solve the volume fraction equation [28,29]. All other equations are integrated in time with a first-order implicit method. The divergence operators are discretised using second-order TVD (Total Variation Diminishing) schemes [35], whereas Laplacian operators are discretised with central finite differences. The PISO (Pressure Implicit Splitting of Operators) algorithm [36] is utilised to iteratively update pressures and velocities (momentumPredictor yes; nCorrectors 3) within each time-step.

The residuals thresholds for the iterative solution of the flow equations are set to $10^{-7}$ for the velocity, $10^{-8}$ for the pressure, $10^{-8}$ for the volume fraction, and $10^{-10}$ for the temperature and the evaporation source term smoothing equation. The simulation time step is adaptively chosen to have a maximum local Courant number below 0.2.

3. Simulations setup

3.1. Geometry

The geometry and conditions for the simulations are taken from the work of Falsetti et al. [18], where the thermohydraulic performances of a micro-pin-fin evaporator were experimentally characterised, using the refrigerant R236fa as working fluid with the outlet saturation temperature maintained constant at $T_{sat} = 30.5 \pm 0.5^\circ C$. The working conditions analysed by the experiments involved a range of mass fluxes of $G = 500 - 2500$ kg/m$^2$s and heat fluxes of $q = 20 - 48$ W/cm$^2$. The micro-evaporator was traversed by 66 in-line rows of circular micro-pin-fins, covering a total heated area of 1 cm$^2$. Two versions of the micro-evaporator were tested, one with and one without inlet restrictions. The inlet restrictions consisted of an additional row of pin-fins with a larger diameter placed before the heated area to suppress flow instabilities, such as vapour backflow [18]. In the present numerical work, the geometrical configuration of the micro-pin-fin evaporator is simulated by considering up to three arrays of pin-fins and the adjacent channels, depending on the study being performed; a schematic of the flow configuration and notation in this work is provided in Fig. 1. The flow domain is represented with a three-dimensional geometry. A Cartesian coordinate system is adopted to describe the flow, where $x$ indicates the streamwise coordinate, $y$ is the width-wise cross-stream coordinate, and $z$ is the height-wise cross-stream coordinate. The coordinate system is centred between two pin-fin arrays, and $z = 0$ identifies the bottom surface of the evaporator, where heat is applied.

Fig. 1(b) shows an illustration of the flow domain used for the two-phase simulations described in Sections 5.2, 5.3 and 5.4, where two arrays of pin-fins are included in the geometry. The circular micro-pin-fins have a radius and height of respectively $R = 25 \mu m$ and $H = 100 \mu m$; the pitch between the cylinders in the streamwise and cross-stream directions are respectively $d_s = 91.7 \mu m$ and $d_y = 150 \mu m$. The cross-stream gap between the cylinders identifies a square channel of width $W_{ch} = d_y - 2R = 100 \mu m$. The hydraulic diameter of the channels $d_h$ is identified as the hydraulic diameter of this square cross-section, i.e. $d_h = 100 \mu m$ [18]. Larger cylinders, of radius of $50 \mu m$, are positioned upstream the channel to serve as inlet restrictions [18]. In the example of Fig. 1(b), the domain width is $W = 300 \mu m$, which incorporates two arrays of cylinders and the adjacent channels. The domain length will be varied in this work in the range $L = 2 - 10$ mm, depending on the flow conditions investigated. The working fluid tested is the refrigerant R236fa, which will be studied for a saturation temperature of $30^\circ C$; the thermophysical properties of the fluid at the conditions of interest are listed in Table 1.
Aluminium heaters covering only the channel area of the evaporator this emulates the experimental setup, where heat was applied via measured starting from the centre of the larger cylinders at the inlet; not applied to the entire domain length but only along a length $L$ bottom boundary of the evaporator ($x, y, z$ $q$ the numerical model does not account for conjugate heat transfer, a operating fluid through the pin-fins and bottom channel surface. Since load was applied through the evaporator base and transferred to the model the presence of adjacent channels. In the experiment, the heat conditions are adopted at the sides of the domain ($x, y$); the temperature, with a reference pressure value. Periodic boundary ($x, y, z$ $\Delta T$) distances between the cylinders’ centres are indicated as $d_z$ and $d_y$. The length of the heated area is denoted with $L_c$. The flow is in the direction of positive $x$. The red dot identifies a plausible nucleation site for the two-phase simulation. (c, top half) Velocity contours on a horizontal plane halfway through the domain height ($\{x, y, z\}$ $q$ $\beta = 5^\circ$) is applied to the cylinders’ surface and to the cylinders’ centres at the inlet and outlet manifolds. In the experiment, the top of the evaporator was covered with a glass lid to allow optical access. This is reproduced in the numerical model by setting an adiabatic condition to the top of the domain ($x, y, z = H$). On the channel and pin-fin walls, a no-slip condition is applied. The contact angle formed by the liquid–vapour interface and the solid walls is set to a static value of $\beta = 5^\circ$ (hydrophilic wall). In the experiment, the contact angle of R236fa on silicon was not measured. Since R236fa is an almost perfectly wetting fluid, the contact angle was arbitrarily set to a small value.

The working conditions investigated in the present numerical study involve a range of mass fluxes of $G = 500-2000$ kg/m$^2$s, a range of inlet subcooling values of $\Delta T_{sub} = 0 - 5$ K, while the heat flux is fixed to $q = 20$ W/cm$^2$.

### 3.2. Boundary conditions

The boundary conditions for the geometry are illustrated in Fig. 1(a). At the inlet ($x = 0, y, z$), a liquid-only flow of uniform velocity is imposed ($U_i$), together with a zero-gradient condition for the pressure; the fluid velocity is calculated from the target value of the mass flux as $U_i = GW/W_{ch}/(p_e(W_{ch} + 2R))$. The temperature of the working fluid at the inlet is set to a value of $T_{inl} = T_{sat} - \Delta T_{sub}$, with $\Delta T_{sub}$ being the target value of the inlet subcooling. At the fluid outlet ($x = L, y, z$), a zero-gradient condition is imposed for the velocity and the temperature, with a reference pressure value. Periodic boundary conditions are adopted at the sides of the domain ($x, y, z = H/2$) to model the presence of adjacent channels. In the experiment, the heat load was applied through the evaporator base and transferred to the operating fluid through the pin-fins and bottom channel surface. Since the numerical model does not account for conjugate heat transfer, a constant heat flux $q$ is applied to the cylinders’ surface and to the bottom boundary of the evaporator ($x, y, z = 0$). The heat load is not applied to the entire domain length but only along a length $L_e$ measured starting from the centre of the larger cylinders at the inlet; this emulates the experimental setup, where heat was applied via Aluminium heaters covering only the channel area of the evaporator and not the inlet and outlet manifolds. In the experiment, the top of the evaporator was covered with a glass lid to allow optical access. This is reproduced in the numerical model by setting an adiabatic condition to the top of the domain ($x, y, z = H$). On the channel and pin-fin walls, a no-slip condition is applied. The contact angle formed by the liquid–vapour interface and the solid walls is set to a static value of $\beta = 5^\circ$ (hydrophilic wall). In the experiment, the contact angle of R236fa on silicon was not measured. Since R236fa is an almost perfectly wetting fluid, the contact angle was arbitrarily set to a small value.

The working conditions investigated in the present numerical study involve a range of mass fluxes of $G = 500-2000$ kg/m$^2$s, a range of inlet subcooling values of $\Delta T_{sub} = 0 - 5$ K, while the heat flux is fixed to $q = 20$ W/cm$^2$.

### 3.3. Initial conditions

Two-phase flow simulations require seeding an initial bubble and suitable initial velocity and temperature fields. The latter can be obtained from a preliminary single-phase simulation run under the same conditions, which emulates the initial stage of the experiment where heat is applied to the evaporator and the fluid temperature increases over time until nucleation begins. Due to the high heat flux applied in the flow boiling experiments, this preliminary single-phase simulation cannot be run until steady-state, because the wall temperature would increase to several tens of degrees above saturation, which is unrealistic. Therefore, the single-phase simulation was run in time until the wall temperature reached a prescribed target value at a specified nucleation point, both identified as explained below.
The velocity and temperature contours displayed in Fig. 1(b) and (c) show an example of initial conditions for a two-phase simulation taken from a single-phase simulation that was not run until steady-state. The exact locations of the nucleation points of the bubbles are generally not known a priori. However, potential sites can be identified where micro-cavities are present in the walls due to the microfabrication process [37]. One plausible location is at the edge where the pin-fin surface meets the base surface of the channel [17,18], because temperatures are higher due to the presence of the hydrodynamic boundary layers and the photolithography manufacturing procedure may leave some surface imperfections at the connecting point between the flat base surface and the cylinder, which will act as nucleation spots. This point is highlighted in Fig. 1(b) with a red dot at the base of the fifth pin-fin on the left-hand side array. The fifth cylinder was adopted as the nucleation point in the simulations with no inlet subcooling, whose results are discussed in Sections 5.1.2, 5.2, 5.3 and 5.4. The choice of the fifth cylinder was arbitrary and made as a compromise between placing the nucleation point too close to the inlet restrictions and the computational cost of increasing the length of the domain. The circumferential location of the nucleation spot around the selected pin-fin was chosen upon inspection of the single-phase temperature fields; see, for example, Fig. 1(c). The hottest zone of each pin-fin was identified as a spot located at about 135° from the stagnation point at the cylinder upstream, which coincides with the point where the hydrodynamic boundary layer separates from the cylinder surface. Therefore, this circumferential location was identified as the most suitable for nucleation; interestingly, this location around the cylinder corresponds qualitatively to the point where Falsetti et al. [20] observed streams of bubbles being generated by the nucleation process.

The nucleation temperature is a result of the topography of the surface over which boiling occurs and of the hydraulic and thermal boundary layers developing over the wall, which impact the near-wall temperature profile. The nucleation temperature was not measured in the experiment, and thus, an estimation must be extracted from the available experimental data. Falsetti et al. [18] reported curves of the heat transfer coefficient as a function of the vapour quality for a few selected values of the mass flux \( G \) and heat flux \( q \). For a given \( G \) and \( q \) pair, the heat transfer coefficient corresponding to a zero vapour quality can be assumed as the heat transfer coefficient at the boiling onset. From this value of the heat transfer coefficient, a wall temperature at the boiling onset can be back-calculated from \( h = q/(T_w - T_{sat}) \), with \( h \) being the heat transfer coefficient from the experiment and \( T_w \) the unknown nucleation temperature.

In summary, the general procedure to obtain suitable initial velocity and temperature conditions for a two-phase simulation is as follows: (i) for the selected set of working conditions (\( G \) and \( q \)) to be investigated, a nucleation temperature is estimated from the knowledge of the heat transfer coefficient from the experimental data in Falsetti et al. [18]; (ii) a nucleation location is arbitrarily defined as a point at the edge between the fifth pin-fin and the base surface, forming an angle of 135° from the leading edge of the cylinder; (iii) a preliminary single-phase simulation is run until the temperature at the nucleation point reaches the nucleation temperature. Any variation to this procedure will be explained in the relevant sections of this article.

Once the initial conditions are identified, the boiling process in the two-phase simulation is initiated by seeding a spherical bubble of initial diameter of 10 \( \mu \)m at the nucleation point. The temperature within the bubble is set to \( T_{sat} \) and the fluid velocity to zero. The two-phase simulation then evolves in time until the bubble reaches the outlet section of the channel, which takes about 1 millisecond; the time-step of the simulations ranged from \( 10^{-8} \) s to \( 10^{-7} \) s.

### 4. Mesh convergence analysis

The mesh convergence analysis was performed for a representative case run with inlet restrictions, \( G = 1000 \text{ kg/m}^2\text{s}, \ q = 200 \text{ kW/m}^2\), \( T_{sat} = 30 \text{ °C} \) and no inlet subcooling. The computational domain utilised is analogous to that depicted in Fig. 1(b); it incorporates two rows of pin-fin arrays with their adjacent channels (\( W = 300 \mu \text{m} \)), and it has a length of 2.1 \( \mu \text{m} \), corresponding to about 20 pin-fins being modelled in the streamwise direction.

The domain is discretised with an arbitrary polyhedral grid structure with mainly hexahedral elements. The mesh is meshed in two successive steps, using OpenFOAM’s tool snappyHexMesh. First, the entire domain block with no pin-fins is meshed using uniform cubes with cell size \( \Delta \). Then, the mesh is recursively refined \( n = 2 \) times near the cylinder surface by splitting a cube into eight smaller cubes for each refinement cycle. Finally, the cubes are clipped to fit the surface of the cylinders and the cylinders are subtracted from the computational domain. Three meshes were tested, starting with different values of the largest cubic cells. The representative parameters of the mesh are listed in Table 2, and a close-up view of the mesh near one pin-fin is shown in Fig. 2(a).

<table>
<thead>
<tr>
<th>Mesh</th>
<th>( R/\Delta )</th>
<th>( n )</th>
<th>cells number ( \Delta_{\text{min}} = \Delta/2^n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>7.5</td>
<td>2</td>
<td>5841 352</td>
</tr>
<tr>
<td>M2</td>
<td>10</td>
<td>2</td>
<td>11 101 302</td>
</tr>
<tr>
<td>M3</td>
<td>12.5</td>
<td>2</td>
<td>18 557 950</td>
</tr>
</tbody>
</table>

In summary, the general procedure to obtain suitable initial velocity and temperature conditions for a two-phase simulation is as follows: (i) for the selected set of working conditions (\( G \) and \( q \)) to be investigated, a nucleation temperature is estimated from the knowledge of the heat transfer coefficient from the experimental data in Falsetti et al. [18]; (ii) a nucleation location is arbitrarily defined as a point at the edge between the fifth pin-fin and the base surface, forming an angle of 135° from the leading edge of the cylinder; (iii) a preliminary single-phase simulation is run until the temperature at the nucleation point reaches this value, after which a small bubble is seeded and the two-phase simulation begins.

Upon boiling onset, the bubble grows quickly due to the superheated liquid surrounding the cylinder. Fig. 2(b) and (c) display the temporal evolution of the velocity of the bubble nose and the bubble length as the bubble grows and accelerates downstream the evaporator. Both bubble speed and length increase over time and achieve a linear trend as a function of the position of the bubble nose in agreement with those observed for bubbles propagating in straight microchannels [38,39]. The presence of the cylinders acting as periodic obstacles for the flow of the bubble is manifested in Fig. 2(b) by the periodic oscillations of the bubble nose speed. The bubble dynamics and heat transfer for this case will be analysed in detail in Section 5.2. All computational grids tested yield similar values of bubble speed and length, with a systematic trend towards lower evaporation rates as the mesh is refined, which was already previously observed in boiling simulations employing the phase-change model of Hardt and Wondra [32]. Nonetheless, the relative differences between the equivalent bubble diameters at the end of the simulations for the different grids, plotted in Fig. 2(d), is less than 7%. This suggests that all grids capture the bubble dynamics well. Fig. 2(e) shows the average surface temperature and Nusselt number (\( Nu = q_{\text{sat}}/(\lambda(T_w - T_{sat})) \)), calculated as a spatial average over all heated surfaces (base and pin-fins). The differences between the three meshes are minimal, with mesh M2 (\( R/\Delta = 10 \)) exhibiting a temporally-averaged Nusselt number which is only 3% smaller than M1 (\( R/\Delta = 7.5 \)), and less than 3% higher than that measured with the finest mesh M3. The instantaneous values of average temperature and Nusselt number at the end of the simulation are also very similar, with less than 5% difference between M2 and M3. Hence, mesh M2 was the mesh used...
to perform the simulations presented in the next sections. Simulations were run on the high-performance computing cluster Sulis (https://warwick.ac.uk/research/rtp/sc/sulis). Using typically 128 cores and OpenFOAM’s scotch domain decomposition, the computational time for each simulation ranged from 5000 (low Re) to 7000 CPU hours (high Re).

5. Results

The results of this work are presented below, organised in subsections. Section 5.1 reports the results of a validation study. Section 5.2 presents a detailed analysis of the two-phase hydrodynamics and heat transfer for one representative case. The effect of the inlet flow rate on the friction factor and Nusselt number across pin-fins and tube banks. In this work, single-phase numerical simulations were run on the high-performance computing cluster Sulis (https://warwick.ac.uk/research/rtp/sc/sulis). Using typically 128 cores and OpenFOAM’s scotch domain decomposition, the computational time for each simulation ranged from 5000 (low Re) to 7000 CPU hours (high Re).

5.1. Validation

5.1.1. Single-phase validation

The numerical framework was first validated versus the single-phase pressure drop and heat transfer data obtained by Falsetti et al. [18]. The authors performed single-phase experiments at low heat fluxes to validate their experimental and measurement setup against established correlations for friction factor and Nusselt number across pin-fins and tube banks. In this work, single-phase numerical simulations were run on a domain of length of 1 cm, coinciding with the experimental setup, but modelling only one row of pin-fins and the adjacent channels (W = 150μm). Simulations were performed by varying the mass flux in the range G = 500–2500 kg/(m²s), while keeping the heat flux fixed at q = 50 kW/m², until velocity and temperature fields achieved steady-state regimes for each flow rate. The Reynolds number is calculated using the hydraulic diameter of the straight channel formed between the pin-fin arrays, d_i = 100 μm, in agreement with Falsetti et al. [18]:

\[
\text{Re} = \frac{\text{Gd}_i}{\mu} \quad (9)
\]

The range of Reynolds numbers corresponding to G = 500–2500 kg/(m²s) is Re = 187–935.

The results of the single-phase validation study are presented in Fig. 3. Fig. 3(a) shows the pressure profile along the channel centreline (y = 0, z = H/2) for different mass fluxes, while Fig. 3(b) shows the corresponding velocity and pressure fields near the inlet. The pressure profiles reveal a sudden pressure drop immediately after the larger pin serving as inlet restriction, followed by a gradual pressure recovery. For G = 500 kg/(m²s), the pressure increase due to pressure recovery is approximately 100 Pa, extending over a length of x ≈ 12R. For G = 2500 kg/(m²s), the pressure increase is 2700 Pa, extending over a length of x ≈ 40R. At low values of the mass flux, G < 1000 kg/(m²s) (Re < 374), the flow field achieves steady-state along the whole length of the evaporator. The recirculating regions downstream each pin-fin remain stationary and form two sets of counter-rotating vortices; see, for example, Fig. 3(c), where streamlines are reported on a horizontal mid-plane (z = H/2) far from the inlet section (x/R = 200). Steady recirculating patterns for flow past cylinders at Reynolds numbers much larger than 100 in the presence of strong confinement were also reported by Zhang et al. [42]. At G = 1000 kg/(m²s), some weak unsteadiness on the flow in the pin-fins wake becomes apparent, which gives rise to asymmetric wakes. However, the recirculating region remains bounded in the gap between consecutive cylinders. The flow field always reaches nearly steady-state conditions for G < 2000 kg/(m²s),
and the axial pressure profile exhibits a uniform linear decay along $x$ as observed for $G = 5000 \text{ kg/m}^2\text{s}$ and $10000 \text{ kg/m}^2\text{s}$ in Fig. 3(a). As the mass flux is increased to $G = 25000 \text{ kg/m}^2\text{s}$, the slope of the curve and thus increasing the pressure drop. Upon a further increase of the mass flux to $G = 2500 \text{ kg/m}^2\text{s}$, the slope of the pressure profile does not exhibit significant changes. However, the transition to vortex shedding occurs earlier within the evaporator, and thus the total pressure drop increases considerably.

In the experiments of Falsetti et al. [18], the total pressure drop $\Delta p_{\text{tot}}$ in the test section was measured using a differential pressure transducer between the inlet and outlet manifold plenums. To obtain the pressure drop along the pin-fin array, $\Delta p_{f,\text{fin}}$, they subtracted the contributions of the inlet and outlet pressure drop $\Delta p_{\text{in}}$ and $\Delta p_{\text{out}}$ from $\Delta p_{\text{tot}}$, so that $\Delta p_{f,\text{fin}} = \Delta p_{\text{tot}} - \Delta p_{\text{in}} - \Delta p_{\text{out}}$. The inlet pressure drop $\Delta p_{\text{in}}$ was estimated by summing the contributions of two sudden contractions from the inlet manifold plenum to the test section inlet plenum, a third contraction across the inlet restrictions, and subtracting the pressure recovery due to the sudden expansion after the restrictions. The outlet pressure drop $\Delta p_{\text{out}}$ was estimated by summing up the pressure recoveries due to three sudden expansions from the outlet manifold plenum to the test section outlet plenum. All these seven contributions were calculated using empirical correlations [43]. From $\Delta p_{f,\text{fin}}$, the friction factor for the pin-fin array was calculated as follows:

$$f = \frac{4\Delta p_{f,\text{fin}}\rho_{f}h}{L_c G^2}$$

(10)

The uncertainty on the friction factor was calculated using the Kline and McClintock method of propagation of error and returned a value of $\pm 15\%$. However, the uncertainties introduced by the use of correlations to estimate the inlet and outlet pressure drops were not included. The correlations were originally developed for sudden restrictions and expansions within long channels, as such their use to estimate pressure drops in configurations where the flow cannot become fully developed between consecutive area changes, is expected to constitute another source of error. By estimating as $25\%$ the uncertainty associated to each predicted contraction and expansion pressure drop, the overall uncertainty in the friction factor increases to about $20\%$. For a coherent comparison with the experiment, where the contribution of the pressure recovery after the inlet restrictions was incorporated into $\Delta p_{\text{in}}$, the friction factor in the simulations is calculated by considering as $\Delta p_{f,\text{fin}}$, the pressure drop between the local maximum in pressure after the restrictions and the channel outlet.

The values of the friction factor for experiments and simulations are reported in Fig. 3(d). Evaporators with and without inlet restrictions were tested by Falsetti et al. [18] and the results for both configurations are included in Fig. 3(d). The figure includes also predictions obtained using an empirical correlation developed by Brunswicker et al. [40] for water flowing across in-line circular pin-fins; this was developed by fitting experimental data measured at Reynolds numbers below 300,

![Fig. 3. Results of the single-phase validation study. (a) Axial pressure profiles extracted along the centreline of the channel formed between the pin-fin arrays ($x, y = 0, z = H/2$). (b) Snapshots of velocity (top half) and pressure contours (bottom half), extracted at steady-state in the mid-height plane ($z = H/2$) near the inlet section for different mass fluxes at the inlet. (c) Flow streamlines for different values of $G$, farther from the inlet section ($x/R = 200$). (d) Single-phase friction factor as a function of the liquid Reynolds number for geometries with and without inlet restrictions. As a reference, the chart presents also the friction factor data reported by Falsetti et al. [18] and the $f$ prediction using Brunswicker et al. [40] correlation. (e) Spatially-averaged Nusselt number of the heated surfaces (heater and pins) at steady-state versus Reynolds number for both geometries. The values of the friction factor for experiments and simulations are reported in Fig. 3(d). Evaporators with and without inlet restrictions were tested by Falsetti et al. [18] and the results for both configurations are included in Fig. 3(d). The figure includes also predictions obtained using an empirical correlation developed by Brunswicker et al. [40] for water flowing across in-line circular pin-fins; this was developed by fitting experimental data measured at Reynolds numbers below 300,
and thus the curve for Re > 300 is displayed as a dashed line. Trends and magnitudes of the friction factor in experiments and simulations are in good agreement across the entire range of flow rates examined, with deviations that remain always below the uncertainty in the experimental values. The friction factor first reduces upon an increase in the Reynolds number. In the experiment, this trend exhibits a transition at about Re = 200–400, after which it slightly increases reaching a value of f = 0.045–0.05 that becomes approximately independent of Re. This transition was attributed to the establishment of vortex shedding in the wake of the pin fins. The friction factor in the simulations exhibits the same trend, with the transition in f occurring at Re = 400. Analysis of the flow patterns in the simulations confirms that the change of trend in f happens when the vortices in the wake of the cylinders become unsteady. As the flow rate is further increased, such that full vortex shedding is established, the friction factor attains asymptotically constant values which are weakly dependent on Re. Since in the simulations the inlet boundary condition sets a perfectly unidirectional flow at the test section inlet, it is reasonable that flow instabilities occur at slightly higher Reynolds number than the experiment, where the flow enters the channels after a series of changes in direction and cross-sectional area.

The results presented in this work were performed without using any turbulence model in the simulations. This is justified by the relatively small Reynolds number and by the fact that turbulence models for interface-resolved two-phase simulations are not well established. Single-phase flow past a cylinder may become weakly turbulent at the highest flow rates tested in this work, however, the flow model adopted is expected to remain suitable as provided that the mesh is sufficiently fine to capture the smallest scales of the flow. The Kolmogorov scale η associated to the flow past the cylinders can be estimated as η = D(Re/3)0.4, with D being the diameter of the pin-fins and ReD = GD/μ. This yields η = 0.5 μm at the highest flow rate tested, which is on the order of the smallest cell size near the cylinders surface, as such it is expected that the smallest flow structures are captured by the mesh. Furthermore, the results of the mesh independence analysis and the good agreement between the experimental and computational values of the friction factor across the range of flow rates tested, provide confidence that the present numerical setup is sufficiently accurate to model the flow configuration under investigation.

For the experimental validation of the heat transfer performance, the average Nusselt number (Nu) is calculated from the numerical results. Following common practice for flow across banks of tubes [44, 45], the Nusselt number in the simulations is calculated from a wall heat transfer coefficient which is computed by dividing the heat flux by the log-mean temperature as follows:

$$\frac{\bar{Nu}}{\bar{h}_w} = \frac{q}{\Delta T_{LM}}$$

where $\bar{h}_w$ is the average wall heat transfer coefficient and $\Delta T_{LM}$ is the log-mean temperature difference:

$$\Delta T_{LM} = \frac{T_{out} - T_{in}}{\ln \left( \frac{T_{out} - T_{in}}{T_{in} - T_{out}} \right)}$$

where $T_{out}$ is the average bulk temperature measured at the outlet, $T_{in}$ is the average bulk temperature at the inlet and $\bar{T}_s$ is the average temperature of the heated walls (base evaporator wall and pin-fins). The use of the log-mean temperature instead of the temperature difference becomes important in particular at low Re, where the fluid may experience a large change in temperature as it moves through the pin-fin arrays [45]. The results are reported in Fig. 3(e), where the average single-phase Nusselt number (Nu) is plotted as a function of Re. The graph also includes the experimental results of Falsetti et al. [18] and the Nu predicted using Zukauskas correlation for tube bundles [41]. The results exhibit an approximately linear trend versus the Reynolds number and are in good agreement with the experimental data, both with and without inlet restrictions. The heat transfer performance increases with a higher Reynolds number, which is expected due to the promotion of the flow mixing and generation of vortex shedding along the channel. Experimental and computational Nusselt numbers match very well for Re = 500 – 600, whereas for higher flow rates the simulations underpredict the experimental data by about 15%, which is on the order of the experimental uncertainty on Nu. This deviation may be also due to the different data reduction procedures adopted to obtain heat transfer coefficients from raw data. The log-mean temperature difference method is used in the simulation, which is common practice for fluid flow across tube banks. In the experiment, the wall temperature was calculated from the two-dimensional temperature and heat flux maps measured on the outer surface of the evaporator base by infrared thermography. An inverse three-dimensional heat conduction problem was then solved to estimate the footprint heat transfer coefficient and Nusselt number. This indirect measurement method is likely affected by an additional uncertainty that cannot be quantified.

5.1.2. Two-phase validation

A flow boiling simulation at conditions matching one selected configuration from Falsetti et al. [18] was performed to validate the two-phase numerical setup. The simulation is run for an evaporator with inlet restrictions, $G = 1000 \text{kg/(m}^2\text{s})$, $q = 200 \text{W/m}^2$, $T_{out} = 30^\circ\text{C}$. Two arrays of pin-fins with their adjacent channels are included in the numerical model, with the domain length limited to 2.1 mm to maintain an affordable computational cost. As initial condition, a small vapour bubble is generated on the fifth pin-fin when the local temperature reaches 319 K, as explained in Section 3.3. In the experiment, boiling gives rise to the nucleation of multiple bubbles and this behaviour must somehow be reproduced for a coherent comparison of heat transfer coefficients. The bubble generation frequency is not known from the experiment, however, Falsetti et al. [46] estimated it to be within the range 6000 – 8000 1/s for R236fa in the conditions under investigation. Hence, the validation simulation was run by generating bubbles from the same nucleation spot with a frequency of 7000 1/s, corresponding to a time interval of 0.14 ms between the nucleation events. It takes about 1 ms for the generated bubbles to reach the outlet of the channel, as such there are always about 4-5 bubbles simultaneously present in the simulated domain. Since the outlet boundary condition becomes unsuitable when bubbles are crossing the outlet boundary, bubbles are eliminated as soon as they reach the outlet section. This way, the numerical model is able to reproduce a continuous two-phase flow within the channels.

The spatially-averaged wall heat transfer coefficient obtained in the two-phase simulation is plotted as a function of time in Fig. 4. The figure also includes the benchmark value measured in the experiment [18] for vapour qualities in the range 0–0.05, $\bar{h}_w_{exp}$ = 12300 W/(m²K), which corresponds to the bubbly-slug flow regime simulated. The yellow area in the figure identifies the uncertainty in the experimental value, which was calculated as 12%. At the onset of the two-phase simulation, the heat transfer coefficient is higher than the experiment owing to the initial condition set. As time elapses, the heat transfer coefficient decreases because the wall is still heating up, however, as the two-phase flow develops and more bubbles are generated, the surface area covered by the bubbles increases benefitting heat transfer. The sequential generation and removal of bubbles as they reach the outlet induces a periodic trend on the heat transfer coefficient versus time as observed in Fig. 4. The heat transfer coefficient tends to an asymptotically steady-periodic trend with average value of about $\bar{h}_w = 11800$ W/(m²K) in the simulation, which agrees well with the experiment as deviations remain well within the experimental uncertainty.
and thus the sensible heat accumulated in the recirculating fluid in the
gap between the cylinders. These are hot regions in the evaporator,
by the pin-fins, which act as bounding walls, the bubble predominantly
drag exerted by the incoming liquid and migrates towards the centre
bubble departs quickly from the cylinder where it nucleated due to the
the evaporator due to the recirculating fluid in the cylinder wake. The
increase of the Nusselt number brought by the two-phase flow is
shortly before the bubble nose reaches the end of the channel. It is
interesting to observe that the expansion of the bubble in the gap
between the cylinders pushes liquid sideways, away from the cylinder
wake. This is not only hot liquid from the stagnation zone but also
cooler liquid draining out of the thin liquid film region trapped between
the pin-fins and the bubble interface. El Mellas et al. [26] showed
that the capillary pressure gradient established between the concave
bubble region indented by the cylinder, where pressure is higher, and
the convex region formed in the gap between two cylinders, where
pressure is lower, causes continuous drainage of the thin film trapped
between bubble and cylinder. This drainage flow, emphasised with
the red ellipses in Fig. 5(d), is composed of cooler liquid at near-
saturation conditions due to the thin-film evaporation process, which
is manifested by the blue streaks apparent in the temperature contours
of Fig. 5(d).

To further illustrate the bubble dynamics during its growth, Fig. 6
displays selected profiles of the liquid–vapour interface and tempera-
ture field extracted at the time instants labelled as $D$ and $E$ in
Fig. 5. For each time instant, the figures show the interface profiles
and temperature contours on the vertical mid-plane at $y = 0$ and two
selected cross-sectional $y - z$ planes. The two cross-stream planes
for each time instant are chosen to be in a region occupied by the bubble
($x/R = 38 - 42$ for instant $D$; $x/R = 50 - 78$ for $E$), with one plane
centred on a specific cylinder and a second plane located half-way
between the same cylinder and the previous one. For instant $D$, the
selected cylinder is the 9th, corresponding to the planes $x/R = 38
and 40$. For time instant $E$, the selected cylinder is the 15th, correspond-
ing to $x/R \approx 60$ and 62. Surface tension forces, together with the effect
of the evaporation, redistribute the liquid surrounding the bubble into
thin films covering the cylinders and the top and bottom channel walls,
similar to what is observed in square channels [23]. At time instant
$D$, the bubble is not large enough to completely fill the channel
and the bubble’s cross-sectional shape is still approximately circular, see
Fig. 6(a) and (b), with the minimum film thickness being detected in
the correspondence of the half-height of the channel ($z = H/2$) on
the cylinders’ surface. As the bubble grows and fills the channel cross-
section, the film changes its shape; see instant $E$ in Fig. 6(c) and (d).
The liquid film becomes thinner, which can be attributed to the gradual
evaporation and drying out of the film over time. The position of the
minimum film thickness from the mid-height shifts towards the top and
bottom walls, where two dimples appear, identifying two minimum
film thickness regions. Where it is not constrained by the fins, the
bubble expands remarkably in the cross-stream direction until about
$y/R = \pm 3$, and film evaporation contributes to the cooling of the heater
surface in the gap between the cylinders.

To better analyse the impact of the two-phase flow on heat transfer,
Fig. 7(a,b) provides axial profiles of temperature and Nusselt num-
ber, both averaged for each pin-fin. These profiles were extracted at
different time instants, as indicated in Fig. 5(a). The solid markers
represent the pin- fins on the side of positive $y$ of the geometry, where
the bubble is initially positioned, while the empty markers represent
the pin-fins on the opposite side ($y < 0$). Note that at instant $A$ (boiling
onset), the two arrays of pin-fins have the same temperature, and thus
a single set of symbols (crosses) is used. The chart also includes time-
averaged results obtained from the entire two-phase simulation. As time
elapses, temperatures increase, and thus Nusselt numbers decrease as
the evaporator heats up over time. The highest temperature is detected
on the second set of pin-fins, right after the inlet restriction, because
the restriction generates a large recirculation region. During the initial
stages, when the bubble equivalent diameter is smaller than or on the
order of the channel hydraulic diameter (instants $B$, $C$ and $D$),
the increase of the Nusselt number brought by the two-phase flow is
still marginal and mostly felt only by the array of cylinders where

5.2. Base case

In this section, we provide a detailed analysis of the results obtained
for a reference case run with inlet restrictions, $G = 1000 \text{kg}/(\text{m}^2\text{s})$,
$q = 200 \text{W}/\text{m}^2$, $T_{\text{sat}} = 30^\circ\text{C}$, evaporator with inlet restrictions.
The time-dependent spatially-averaged heat transfer coefficient of the heated surfaces
(heater and pins) from the simulation is compared to corresponding data from the
experiments of Falsetti et al. [18]. The yellow band identifies the ±12% uncertainty
in the experimental value. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

![Fig. 4. Results of the two-phase validation study. The conditions simulated are $G = 1000 \text{kg}/(\text{m}^2\text{s})$, $q = 200 \text{W}/\text{m}^2$, $T_{\text{sat}} = 30^\circ\text{C}$, evaporator with inlet restrictions. The time-dependent spatially-averaged heat transfer coefficient of the heated surfaces (heater and pins) from the simulation is compared to corresponding data from the experiments of Falsetti et al. [18]. The yellow band identifies the ±12% uncertainty in the experimental value.](image-url)
nucleation occurs. At the stage when the bubble is elongated (instant $E$), the beneficial effect of the two-phase flow is considerable and the pin-fin Nusselt number grows from about $N_{\text{pin}} = 16.5$ in the single-phase region of the channel to $N_{\text{pin}} = 25$ in the region occupied by the bubble and by the thin evaporating liquid film. At this stage, the cooling effect is relatively uniform between the two arrays of cylinders.

The time-average Nusselt number reported with red squares in Fig. 7(b) emphasises the beneficial effect of the two-phase flow in causing a localised increase of the heat transfer performance in the region of the evaporator covered by the elongated bubble, as exemplified by the monotonically increasing trend of $N_{\text{pin}}$ along the evaporator. A qualitatively similar heat transfer trend was observed by Falsetti et al. [18]
under the same conditions \( G = 1000 \text{kg}/(\text{m}^2\text{s}), q = 200 \text{kW}/\text{m}^2 \), which was ascribed to the formation of extended evaporating film regions as the flow pattern developed from slug to annular flow.

Last, Fig. 7(c) and (d) report the bubble speed and thickness of the evaporating film formed over the pin-fins surfaces as the bubble grows downstream in the channel. The velocity of the bubble front and rear, denoted as \( U_{b,N} = dx_N/dt \) and \( U_{b,R} = dx_R/dt \), respectively, are shown as a function of the bubble nose position. Here, \( x_N \) and \( x_R \) represent the streamwise coordinates of the nose and rear tips of the bubble. The bubble does not reach a steady terminal velocity but experiences oscillations due to the influence of the pin-fins. The front of the bubble experiences higher velocities compared to the rear due to the evaporation process that makes the bubble longer as time elapses. The liquid film thickness \( h \) in Fig. 7(d) is measured as the distance between the liquid–vapour interface and the cylinder surface evaluated on a horizontal mid-plane \( (z = H/2) \) along a cross-stream \( y \)-axis passing through the cylinder centre, as sketched in the figure inset. The film thickness is plotted as a function of the axial distance of the bubble nose \( x_N \) from the centre of the cylinder \( x_c \). As the bubble nose flows past the cylinder, \( h \) decreases due to the combined effect of draining flows \[26\] and thin-film evaporation. The minimum film thickness values range from about \( h_\text{min} = 0.06R \) to \( 0.1R \) (i.e. from \( 1.5 \mu \text{m} \) to \( 2.5 \mu \text{m} \)), with progressively thicker films being established on cylinders downstream the channel due to the rising speed of the bubble nose. These thicknesses compare well with those measured by El Mellas et al. \[26\] for isothermal flows at similar values of the bubble capillary number, \( Ca_b = \mu U_{b,N}/\sigma \approx 0.2 \). The thin-film regions provide a remarkable contribution to heat transfer. The local Nusselt number can be estimated by assuming one-dimensional steady-state heat conduction across the film, such that the heat transfer coefficient is calculated as \( h = \lambda/\bar{h} \), and thus \( \bar{h} = \bar{d}/h \), which yields \( \bar{Nu} = 40 - 67 \) for \( h_0 = 1.5 - 2.5 \mu \text{m} \). This explains the sudden increase of \( \bar{Nu} \) observed in Fig. 7(b) at instant E in the region where the thin liquid film is formed, i.e. \( x/R = 50 - 60 \). No liquid film dryout is observed on the pin-fins. The time necessary for evaporation to completely deplete the liquid film can be estimated as \( t_{dry} = h_c R/\bar{h} \), which yields \( t_{dry} \approx 1.4-2.4 \text{ ms} \) for \( h_c = 1.5-2.5 \mu \text{m} \). Therefore, the time necessary for evaporation to dry the film is larger than the residence time of the film over the cylinder, which explains why dryout does not occur under the present conditions.

5.3. Effect of the mass flux

In this section, we investigate the impact of the mass flux on the two-phase dynamics and heat transfer performances. Within micro-heat exchangers, inertial forces can still be relevant despite the small channel sizes because the use of low-viscosity refrigerants and the need for efficient convective cooling may result in values of the Reynolds
number approaching $10^3$. Two-phase simulations are run for $G = 500, 1000, 1500, 2000\text{kg/(m}^2\text{s})$, $q = 200\text{kW/m}^2$, and no inlet subcooling. Falsetti et al. [18] did not perform measurements for $G = 500\text{kg/(m}^2\text{s})$ and $G = 2000\text{kg/(m}^2\text{s})$, and thus the boiling onset temperature for the two-phase simulations cannot be estimated as explained in Section 3.3.

To facilitate a comparison of the numerical results obtained at different flow rates, the nucleation temperature is set to $319\text{K}$ for all cases, as it was calculated previously based on the experimental results with $G = 1000\text{kg/(m}^2\text{s})$.

The bubble equivalent diameter versus time for the different cases is displayed in Fig. 8(a). As the mass flux increases, the bubble growth rate during the early stages reduces due to the thinner thermal boundary layers established around the pin-fins. At larger time instants, Fig. 8(a) suggests that the growth rate increases with increasing mass flux for $G = 500–1500\text{kg/(m}^2\text{s})$, which is due to the fact that the bubble travels faster along the channel under the increased drag force exerted by the fluid, and thus it covers a larger heated area in the unit time resulting in higher vapourization rates. The bubble grows significantly less for $G = 2000\text{kg/(m}^2\text{s})$. This can be explained by the high shear force exerted by the incoming liquid that tends to detach the bubble from the hot cylinders already at early stages and by the reduced thickness of the thermal boundary layers that are feeding the liquid evaporation process. Further insight can be gained by inspection of the snapshots of the bubble dynamics at different mass fluxes provided in Fig. 9.

For $G = 500\text{kg/(m}^2\text{s})$ and $G = 1000\text{kg/(m}^2\text{s})$ the process of bubble growth, departure from the nucleation point and elongation appear in a well-ordered sequence, with the bubble exhibiting a rounded rear meniscus and a slender front meniscus as expected in flows governed by capillary forces. Already at $G = 1500\text{kg/(m}^2\text{s})$, to which it corresponds a Reynolds number of the incoming liquid of $Re = Gd_b/\mu = 561$, the process of bubble elongation begins when the bubble is smaller than the channel size due to the high-shear hydrodynamic boundary layers formed by the cylindrical obstacles. The bubble eventually grows to occupy the entire channel cross-section and elongates in the flow direction, although the rear meniscus loses the spherical shape observed at lower mass fluxes and wobbles as the bubble propagates downstream. This is due to the high inertial forces that tend to produce an unsteady dynamic of the tail of long bubbles, as already reported for slug flows in circular channels [47,48]. Through the highest mass flux tested, $G = 2000\text{kg/(m}^2\text{s})$ (Re = 748), the high-shear forces overcome surface tension and cause high deformation and eventually fragmentation of the bubble. Owing to the thinner thermal boundary layers and the high fluid speed, the bubbles quickly reach the end of the channel without growing to a sufficient size to occupy the channel cross-section. Therefore, they are less in contact with the hot cylinder surfaces and are thus characterised by a reduced growth rate, which explains the trend observed in Fig. 8(a).

Fig. 8(b, c) presents the results of single- and two-phase spatially-averaged temperatures and heat transfer coefficients obtained for different mass flow rates. The single-phase data refer to the instant of boiling onset, whereas two sets of two-phase data are plotted, one averaged in time during the entire two-phase simulation, and one evaluated at the end of the two-phase simulation, when the bubble nose reaches the outlet section. Note that the two-phase temperatures are higher than the single-phase ones, with the heat transfer coefficients correspondingly lower, because the evaporator temperature increases over time. As a general trend, the heat transfer performances improve by increasing the mass flow rate, mainly due to the enhanced convective heat transfer between fluid and solid walls. However, the four-fold increase in mass flux from $G = 500\text{kg/(m}^2\text{s})$ to $G = 2000\text{kg/(m}^2\text{s})$ only results in a few per cent increase of the heat transfer coefficient, from $\tilde{h}_f = 12\text{kW/(m}^2\text{K)}$ to $\tilde{h}_f = 14\text{kW/(m}^2\text{K)}$ when considering time-averaged values in Fig. 8(c). Furthermore, this increasing trend seems to saturate as the mass flux approaches $G = 2000\text{kg/(m}^2\text{s})$, suggesting that a further increase in the mass flow rate may no longer improve two-phase heat transfer. This is related to the change in the two-phase flow pattern explained above with the aid of Fig. 9. Since the bubbles lose their bullet shape due to the high inertial forces and grow to a lesser extent due to the reduced contact time with the heated walls, the surface area of the evaporator covered by a thin evaporating film is significantly reduced, which has a detrimental impact on heat transfer.

A comparison with the trends observed by Falsetti et al. [18] at varying mass fluxes for the same heat load is difficult because non-monotonic trends of $h_{in}$ versus $G$ were reported, depending on the vapour quality. Nonetheless, in the low vapour quality range which applies well to the present simulations, they detected a generally increasing trend of $h_{ef}$ with $G$ from $G = 750\text{kg/(m}^2\text{s})$ to $G = 1750\text{kg/(m}^2\text{s})$, in agreement with the trend of the present numerical simulations for $G < 2000\text{kg/(m}^2\text{s})$.

5.4. Effect of the location of the nucleation site

The position of the nucleation sites in an evaporator is not usually known beforehand, unless nucleation cavities are artificially manufactured. To investigate the effect of the nucleation site location on the bubble dynamics and two-phase heat transfer, we have tested different nucleation positions while keeping these constant conditions: $G = 1000\text{kg/(m}^2\text{s})$ and $q = 200\text{kW/m}^2$, with no inlet subcooling. In the cases presented in the previous sections, the nucleation spot was set on the fifth pin-fin at an angle of $\theta = 135^\circ$ from the leading edge of the cylinder. Here, we tested $\theta = 0$, which coincides with the upstream stagnation point on the cylinder surface, its diametrically opposed downstream point $\theta = 180^\circ$, and $\theta = 90^\circ$ which is outside of...
the flow recirculation region between the pin-fins arrays; in all cases, the bubbles are initialised at the edge between the cylinder surface and the base wall of the evaporator. The locations of the nucleation spots tested are shown in Fig. 10, together with snapshots of the bubble dynamics and temperature fields. The images provide a top view of the geometry, where the top wall has been removed to aid visualisation. These snapshots capture the growth of the bubble and the evolution of the temperature field of the heater \((z = 0)\), taken at the same time instants for the various nucleation sites tested. When the bubble is initially positioned in the stagnation regions, \(\theta = 0, 180^\circ\), there is a more substantial bubble growth. This can be attributed to the bubble being trapped within the static flow region where the fluid is warmer, allowing for an extended period of contact with the walls and, consequently, a more significant growth. The bubble continues to expand symmetrically around the downstream cylinder, and eventually a portion of it escapes from the stagnant region. The high shear exerted by the fluid flowing through the evaporator channels breaks up the bubble into smaller units, which occupy all the channels available and grow until they become elongated bubbles. On the other hand, when the bubble is initialised in a point exposed to the flow outside the stagnant regions, \(\theta = 90^\circ\), it detaches quickly from the pin-fin surface due to shear, and thus it grows more slowly. The bubble dynamics observed in Fig. 10 for \(\theta = 90^\circ\) resemble those for \(\theta = 135^\circ\), where break-up does not occur, and a single elongated bubble unit flows through the channel. It is interesting to note that, although the flow rate is the same for all cases, the elongated bubbles present different shapes depending on the initial position of the nucleation spot. When \(\theta = 0\) and \(180^\circ\) multiple bubbles flow through adjacent channels, they do not seem able to expand in the cross-stream gap between the cylinders, while they do so in the cases where \(\theta = 90^\circ, 135^\circ\) and only one bubble is present. This is due to the fact that when multiple bubbles are present in adjacent channels, the bubbles cannot displace the liquid out of the recirculation regions as they flow downstream the channel.

Plots of the bubble volume versus time and resulting temperature and heat transfer coefficients are displayed in Fig. 11. As expected, the bubble growth rates are higher when initialised in the stagnation regions. In contrast, the case with \(\theta = 90^\circ\) exhibits the slowest growth rate because the bubble departs early from the nucleation spot. Fig. 11(b) and (c) report the spatially-averaged temperatures and heat transfer coefficients for the whole heated surfaces (pin-fins and base wall) as a function of time. For reference, the figure also shows the temporal evolution of temperature and heat transfer coefficient that would be achieved in single-phase, in the absence of nucleation. The heat transfer performance is closely related to the bubble growth rate. When the bubbles grow substantially in the recirculation regions and break up, eventually distributing evenly among the parallel channels, the heat transfer coefficient grows quickly because a larger portion of the heated area is covered by the two-phase flow, and thus, it benefits from more efficient heat transfer mechanisms. The heat transfer coefficient achieved at the end of the simulation for bubbles nucleating at \(0\) and \(180^\circ\) is about 15% higher than that obtained for bubbles nucleating at \(90^\circ\) or \(135^\circ\). The beneficial effect of two-phase cooling over single-phase cooling becomes evident at the later time instants, for \(t > 0.6\) ms, when the bubbles have grown sufficiently large to cover larger areas of the heated surface. As the two-phase flow develops, temperatures drop significantly, and the heat transfer coefficient increases steeply over time, while heat transfer performances deteriorate in single-phase flow as velocity and temperature fields develop towards the steady-state regime.

5.5. Effect of inlet subcooling

In this section, we investigate the impact of the inlet subcooling on the two-phase flow and heat transfer. It is common to have subcooled conditions at the entrance of two-phase heat sinks to prevent boiling onset at the inlet of the evaporator. This may cause backflow of vapour bubbles into the inlet manifold, triggering flow instabilities and maldistribution. Falletti et al. [18] set the inlet subcooling to \(5 \pm 1.5\) K by adjusting the fluid temperature at the inlet manifold plenum of the evaporator using a pre-heater. Using numerical simulations, we study values of inlet subcooling up to \(\Delta T_{\text{sub}} = 5\) K, while keeping mass flow and heat flux constant to \(G = 1000\) kg/\((\text{m}^2\text{s})\) and \(q = 200\) kW/\(\text{m}^2\). In this case, a wider domain \((W = 450\) \(\mu\)m\) with three arrays of pins is utilised, and bubbles are nucleated on the central array. Due to subcooling, the location of boiling onset changes along the evaporator depending on \(\Delta T_{\text{sub}}\), e.g. boiling onset is expected to shift downstream for increasing values of \(\Delta T_{\text{sub}}\). The procedure adopted to identify the nucleation location for each \(\Delta T_{\text{sub}}\) is explained below.

Fig. 9. Side view of snapshots of bubble growth for different values of the liquid mass flux at the inlet. To aid visualisation, the array of pins in \(y < 0\) is removed. The figures show the bubble contour in grey and the cylindrical pin-fins are depicted in violet. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 10. Systematic analysis of the effect of the location of the nucleation site. Each set of five figures shows snapshots of the bubble profile and temperature field of the base wall ($z = 0$) as time elapses, extracted at the same time instants, for the four different locations of the nucleation site studied. The circumferential position of the nucleation spot around the cylinder is identified by its angle $\theta$ calculated as indicated in the inset at the centre of the figure. The results refer to a case run with inlet restrictions, $G = 1000\,kg/(m^2\cdot s)$, $q = 200\,kW/m^2$, $T_{\text{sat}} = 30^\circ C$ and no inlet subcooling.

Fig. 11. Systematic analysis of the effect of the location of the nucleation site. (a) Dimensionless bubble equivalent diameter ($D_{\text{eq}}/d_h$) versus time. (b–c) Spatially-averaged temperature ($T$) and heat transfer coefficient ($h_w$) of the heated surfaces (heater and pins) as time elapses. The legend in (a) applies also to (b–c). The results refer to a case run with inlet restrictions, $G = 1000\,kg/(m^2\cdot s)$, $q = 200\,kW/m^2$, $T_{\text{sat}} = 30^\circ C$ and no inlet subcooling.
As a subcooled liquid enters the heat sink, the fluid temperature increases along the flow direction while its pressure and associated saturation temperature decrease due to pressure drop. When the fluid temperature increases above its saturation temperature, boiling is assumed to begin and we define as \( x_{sat} \), the axial location where this occurs. The pressure and temperature at the inlet of the evaporation were not measured by Falsetti et al. [18], and thus these need to be estimated. In the experiment, the outlet saturation temperature of the fluid was measured at \( T_{sat} = 30.5 \pm 0.5 \)°C, to which it corresponds a saturation pressure of about \( p_{sat} = 325 \) kPa. The total pressure drop in the evaporator measured between inlet and outlet manifold plenums for \( G = 1000 \) kg/(m²s) and \( q = 200 \) kW/m² in the experiment in flow boiling conditions was of about 25 kPa. This can be used to estimate the inlet pressure giving \( p_{inlet} = 350 \) kPa, which corresponds to a saturation temperature of about \( T_{sat,act} = 32.8 \)°C. This is the value considered as the inlet saturation temperature in the present simulations. We study three values of the inlet subcooling, \( \Delta T_{sub} = 2, 4, 5 \) K, by setting the inlet temperature in the simulations to \( T_{act} = 30.8 \)°C, 28.8°C, 27.8°C. Fig. 12(a) shows the axial profiles of the bulk fluid temperature obtained in single-phase for these three values of \( \Delta T_{sub} \). To find the locations of the nucleation sites for each \( \Delta T_{sub} \), it is necessary to cross each profile with the profile of the saturation temperature along the evaporator. This is obtained from the single-phase pressure drop in the simulation, giving the red dashed curve in Fig. 12(a). The three nucleation site locations highlighted with blue points in Fig. 12(a) correspond to the \( x_{act} \) locations used in the simulations. Table 3 summarises the coordinates of the nucleation spots and corresponding saturation temperatures.

Hence, three different simulations were performed with three different values of inlet subcooling by initialising the vapour bubble at different axial locations along the channel. The bubbles are always initialized on the surface of the nearest pin-fin to the location identified in Table 3, and placed at the edge between the pin-fin surface and bottom wall of the evaporator, at an angle of 135° with the leading edge of the cylinder. An initial single-phase simulation is run for all cases to obtain partially developed velocity and temperature fields. The single-phase simulation terminates when the temperature at the nucleation spot reaches a superheat of 16 K, calculated from the experimental heat transfer coefficient value of 12.5 kW/(m²K) as explained in Section 4.

All simulations were run with a domain length of 3.2 mm. Fig. 12(b) illustrates the evolution of the dimensionless bubble equivalent diameter over time. Initially, the growth of the bubbles appear to be similar among different subcooling degrees. However, once the bubbles depart from the pin-fin walls, different behaviours emerge. Snapshots of the bubble dynamics at different time instants are displayed in Fig. 12(c) and (d) for \( \Delta T_{sub} = 2 \) and 4 K, respectively. Upon detachment from the pin-fin walls, the bubbles tend to move towards the centre of the channel, outside the thermal boundary layer. This motion brings them into a region where the surrounding fluid is highly subcooled, particularly near the top surface of the evaporator. Condensation occurs in these regions of the bubble surface and its intensity becomes more significant with higher degrees of subcooling. Every time the bubble approaches a new set of warm pins propelled by the fluid flow, an increase in size is observed, with evaporation becoming dominant over condensation. On the other hand, when the bubble moves away from the set of pins, the surrounding fluid temperature is lower, and the growth of the bubble is arrested until a new set of pins is encountered. This induces oscillations on the plots of the bubble volume over time during the initial stages as manifested by the curves in Fig. 12(b). This oscillatory behaviour becomes more evident as the degree of subcooling increases. For example, in the case of \( \Delta T_{sub} = 4 \) K, this oscillatory phase occurs for a longer duration. A subcooling degree of 4 K requires nearly double the time compared to the case with a subcooling of 2 K for this oscillatory stage to terminate. This pattern continues until the bubble reaches a length of approximately \( L_b \approx 2R \), which is the minimum size that ensures that the bubble always remains in close contact with the pin-fins. Note that for the highest degree of subcooling studied, \( \Delta T_{sub} = 5 \) K, condensation overcomes evaporation, and the bubble condenses completely after departing from the pin-fin surface. For \( \Delta T_{sub} = 2 \) K and 4 K, the development of the bubble shape as it travels through the channel follows a similar pattern to that observed in the previous sections at saturation conditions. The bubble primarily grows in the direction of the flow, driven by the heat transfer from the heater and pin-fins. Once the bubble becomes large enough to fill the square channel cross-section between the cylinders, it expands into the gaps between them. This expansion can be visualised particularly at the time instant \( e \) for the test case with a subcooling of \( \Delta T_{sub} = 2 \) K, see Fig. 12(c), where an additional effect becomes apparent. Due to the low subcooling and thus high evaporation rate, the bubble begins creating vapour branches penetrating the neighbouring channels. The fluid flow in the empty channels is considerably stronger because the presence of the bubble restricts the free flow of fluid within the channel. Consequently, these vapour branches are pushed and elongated in the direction of the flow. For both \( \Delta T_{sub} = 2 \) K and 4 K, as the bubble approaches the outlet section, dry patches start to form on the surface of the bubble. These are identified as white regions within the bubble in Fig. 12(c) and (d). In the case of a subcooling of 2 K, the area covered by these dry patches is significantly larger, as expected, leading to a decrease in heat transfer performance. Increasing the degree of subcooling results in a reduction in bubble nose velocity and, consequently, in the length of the bubble.

Figs. 13 and 14 present snapshots of the liquid–vapour interface profiles and temperature contours at selected times and over selected planes, together with plots of temperature and heat transfer performances for the cases run with \( \Delta T_{sub} = 2 \) K and \( \Delta T_{sub} = 4 \) K. Each figure includes the liquid–vapour interface profiles and temperature contours on the vertical mid-plane \( y = 0 \) and on two cross-sectional planes orthogonal to the flow direction, for two different time instants, similarly to those previously shown in Fig. 6 for the case with no inlet subcooling. The cylinders near which the \( y = z \) cross-sectional planes are extracted are highlighted in green in Fig. 12(c,d). For \( \Delta T_{sub} = 2 \) K, Fig. 13(a,b) reveals that at time instant \( e \), the bubble is already slightly elongated, although thick liquid films are still present around the pin-fins surfaces, the top and the bottom walls of the evaporator. Fig. 13(e,f) depict the axial profiles of the average temperature and heat transfer coefficient for each pin-fin at different time instants, and a slight dip in temperature appears at \( x/R = 50 \) at time \( e \), owing to the presence of the bubble. At time \( e \), Fig. 13(c,d), the bubble has expanded in the cross-stream direction with vapour branches extending in the neighbouring channels. Being now confined by the pin-fins and the top/bottom surfaces of the evaporator, the cross-sectional shape of the liquid–vapour interface takes a square or rectangular shape with thin liquid films covering all surfaces. The temperature field on the vertical mid-plane \( y = 0 \) reveals that the vapour region near the bubble tail has become superheated; this is due to the vapour contact with the heated surface of the evaporator established at the bubble tail, owing to the dryout of the liquid film that was apparent in Fig. 12(c) for \( x/R = 70 \) – 80. The axial profile of the heat transfer coefficient at time \( e \) reported in Fig. 13(f) shows a two-fold increase in the zone occupied by the bubble, reaching peak values of \( \bar{h}_{pin} = 25 \) kW/(m²K)

<table>
<thead>
<tr>
<th>( \Delta T_{sub} ) [K]</th>
<th>( T_{sat,act} ) [K]</th>
<th>( T_{pin} ) [K]</th>
<th>( p_{sat,act} ) [kPa]</th>
<th>( T_{act} ) [K]</th>
<th>( x_{act} ) [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>305.95</td>
<td>303.95</td>
<td>1.1</td>
<td>305.8</td>
<td>8.375 × 10^4</td>
</tr>
<tr>
<td>4</td>
<td>305.95</td>
<td>301.95</td>
<td>2.1</td>
<td>305.55</td>
<td>16.75 × 10^4</td>
</tr>
<tr>
<td>5</td>
<td>305.95</td>
<td>300.95</td>
<td>2.5</td>
<td>305.55</td>
<td>20.94 × 10^4</td>
</tr>
</tbody>
</table>
for \( x/R = 80 − 115 \), whereas slightly lower values are detected near the bubble tail due to liquid film dryout occurring around the pin-fins.

The situation differs when a higher degree of subcooling, \( \Delta T_{\text{sub}} = 4 \, \text{K} \), is considered. A comparison of the bubble sizes in Fig. 12(c) and (d) for time instants \( b \) (\( \Delta T_{\text{sub}} = 2 \, \text{K} \)) and \( B \) (\( \Delta T_{\text{sub}} = 4 \, \text{K} \)), both at \( t = 0.4 \, \text{ms} \) after nucleation, demonstrates that the bubble diameter at the departure from the nucleation site becomes smaller as subcooling increases. Inspection of the liquid–vapour interface profiles in Fig. 14 indicates that at time instant \( C \) (\( t = 0.6 \, \text{ms} \), coincident with time \( c \) for \( \Delta T_{\text{sub}} = 2 \, \text{K} \)), the bubble is still smaller than the channel size. Thus, its presence is barely perceptible from the temperature and heat transfer coefficients plots in Fig. 14(e) and (f). At time instant \( E \), shortly before reaching the end of the simulation domain, the bubble has become elongated so that very thin liquid films are established around the pin-fins and on the top and bottom evaporator walls, with Fig. 12(d) indicating that film dryout is initiating near the bubble tail. Temperature and heat transfer coefficient at time \( E \) exhibit a rapid change from \( x/R = 90 \), despite the tip of the bubble tail being located at \( x/R = 95 \). This is because the bubble transit cooled down the wall and reduced the thickness of the thermal boundary layer over the pin-fins and bottom surface of the evaporator, as it is visible in Fig. 14(c), increasing the heat transfer. A peak on the heat transfer coefficient of \( \overline{n}_{\text{pin}} = 17.5 \, \text{kW} / (\text{m}^2 \cdot \text{K}) \) at \( x/R = 104−108 \) is apparent, which corresponds to the two most downstream pin-fins that are fully covered by a thin evaporating film. Since with \( \Delta T_{\text{sub}} = 4 \, \text{K} \) the bubble is shorter, and the pin-fin surface area covered by the evaporating film is smaller than that achieved for \( \Delta T_{\text{sub}} = 2 \, \text{K} \), the maximum value of the two-phase heat transfer coefficient calculated at instant \( E \) is about 30% lower. However, the time-average value calculated over the entire two-phase simulation (red squares in Figs. 13(f) and 14(f)) is slightly higher due to the larger subcooling.

In summary, the results discussed above suggest that a higher degree of subcooling tends to decrease the two-phase heat transfer coefficient because bubbles grow more slowly, thus delaying the beneficial effects of two-phase heat transfer, in agreement with the experimental observations of Chang et al. [21].

6. Conclusions

This article presented the results of a computational study of flow boiling in a micro-pin-fin evaporator. The numerical model of the evaporator included in-line arrays of pin-fins of diameter of \( 50 \, \mu\text{m} \) and height of \( 100 \, \mu\text{m} \), streamwise pitch of \( 91.7 \, \mu\text{m} \) and cross-stream pitch of \( 150 \, \mu\text{m} \), to reproduce the micro-pin-fin evaporator studied experimentally by Falsetti et al. [18]. The fluid utilised is refrigerant R236fa at a saturation temperature of \( 30 \, \text{°C} \). The range of operating conditions simulated covers values of mass flux \( G = 500−2000 \, \text{kg} / (\text{m}^2 \cdot \text{s}) \), heat flux \( q = 200 \, \text{kW} / \text{m}^2 \), and inlet subcooling of \( \Delta T_{\text{inlet}} = 0 − 5 \, \text{K} \). The numerical simulations were performed using a customised version of ESI OpenFOAM v2106, with the built-in geometric Volume Of Fluid method adopted to capture the interface dynamics. The dynamics of the bubbles and thin evaporating liquid films as they evolve through the pin-fin arrays and the corresponding heat transfer mechanisms were studied in detail. The main conclusions of this work are as follows:

Fig. 12. Systematic analysis of the effect of the subcooling of the fluid at the inlet. (a) Evolution of the bulk temperature (\( T_f \)) and locations of the nucleation spots (\( x_{\text{nuc}} \)) as a function of the subcooling degree at the inlet. (b) Dimensionless bubble equivalent diameter versus time. The inset shows a close-up view of the first instants of the simulations until the detachment of the bubble occurs. (c) Top view of the bubble profile extracted at the different instants indicated in (b), for subcooling at the inlet \( \Delta T_{\text{sub}} = 2 \, \text{K} \). (d) Top view of the bubble profile extracted at different instants indicated in (b), for subcooling at the inlet \( \Delta T_{\text{sub}} = 4 \, \text{K} \). The green cylinders in (c) and (d) identify the cross-sections analysed in Figs. 13 and 14. Other conditions are:\( G = 1000 \, \text{kg} / (\text{m}^2 \cdot \text{s}) \) and \( q = 200 \, \text{kW} / \text{m}^2 \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 13. Simulation results for the case run with an inlet subcooling of $\Delta T_{\text{sub}} = 2\,\text{K}$. (a) Liquid–vapour interface profiles and temperature contours on the vertical mid-plane $y = 0$, extracted at time instant $c$. (b) Liquid–vapour interface profiles and temperature contours on the cross-section at planes $x/R \approx 51$ and 53, extracted at time instant $c$. (c,d) Liquid–vapour interface profiles and temperature contours on the vertical mid-plane $y = 0$ and cross-sections on planes $x/R \approx 102$ and 104, extracted at time instant $e$. (e,f) Instantaneous two-phase spatially-averaged temperature ($\overline{\dot{T}}_{\text{pin}}$) and heat transfer coefficient ($\overline{h}_{\text{pin}}$) of the pin-fins over the streamwise direction, taken at the time instants indicated in Fig. 12(b). The full markers indicate the results of the array of pin-fins on the side of positive $y$, where the bubble nucleates, while the empty markers refer to the array of pin-fins on the opposite side ($y < 0$). The graph also shows the time-average results over the entire two-phase simulation. The legend in (e) applies also to (f). The results refer to a case run with inlet restrictions, $G = 1000\,\text{kg}/(\text{m}^2\,\text{s})$ and $q = 200\,\text{kW}/\text{m}^2$.

- In single-phase flow, the flow past the arrays of pin-fins becomes weakly unsteady when the Reynolds number, calculated as $\text{Re} = Gd_{h}/\mu$, with $d_{h}$ being the hydraulic diameter of the straight channel formed between the arrays, grows above about 400, with vortex shedding visible when $\text{Re} > 600$. While the single-phase friction factor decreases when increasing $\text{Re}$ up to $\text{Re} \approx 400$, it exhibits an approximately constant value when $\text{Re}$ is above 400 due to the additional pressure drop induced by vortex shedding.
- In single-phase flow, the cylinders exhibit hot spots at circumferential locations identified at 135° from the upstream stagnation point. These hot spots may act as potential nucleation sites, in agreement with existing experimental evidence [20].
- Vapour bubbles nucleated at 135° from the upstream stagnation point detach early from the pin-fin surface and, when no inlet subcooling is set, quickly elongate along the channel formed between the cylinders. Thin liquid films form around the cylinders, and heat transfer is enhanced by a combination of film evaporation and heat convection in the gaps between the cylinders, with up to +50% increase in Nusselt number compared to the single-phase case for $G = 1000\,\text{kg}/(\text{m}^2\,\text{s})$.
- Higher flow rates yield higher heat transfer coefficients in the single-phase flow regions of the evaporator, but lower heat transfer coefficients in the two-phase flow region, because the thinner thermal boundary layers reduce the evaporation rates. When $G$ is increased to 2000 kg/(m²s), the overall effect is a reduction in the average heat transfer performance of the evaporator.
- The location of the nucleation site influences the subsequent bubble dynamics and heat transfer significantly. When the bubble nucleates in the stagnation region between consecutive pin-fins (angles of 0° and 180° from the upstream stagnation point), it grows faster and eventually fragments into smaller bubbles. This increases the surface area covered by the two-phase flow and leads to an average heat transfer coefficient that is about 16% higher than that observed for bubbles nucleating at 90°.
- Higher inlet subcooling decreases the two-phase heat transfer coefficients due to condensation occurring when bubbles depart from the hot pin-fin surfaces. At a subcooling of 5 K, bubbles collapse completely once they depart from the pin-fins.

In conclusion, the dynamics of bubbles and flow boiling in micro-pin-fin evaporators are significantly different from those observed in straight microchannels. Computational heat transfer prediction models would benefit from the availability of finely resolved experimental data for film thickness, bubble dynamics and local heat transfer measurements, which are becoming increasingly available for straight channels but are not yet available for two-phase flows across pin-fin geometries.
Fig. 14. Simulation results for the case run with an inlet subcooling of $\Delta T_{\text{sub}} = 4\, \text{K}$. (a) Liquid–vapour interface profiles and temperature contours on the vertical mid-plane $y = 0$, extracted at time instant $C$. (b) Liquid–vapour interface profiles and temperature contours on the cross-section at planes $x/R \approx 76$ and 78, extracted at time instant $C$. (c,d) Liquid–vapour interface profiles and temperature contours on the vertical mid-plane $y = 0$ and cross-sections on planes $x/R \approx 102$ and 104, extracted at time instant $E$. (e,f) Instantaneous two-phase spatially-averaged temperature ($T_{\text{pin}}$) and heat transfer coefficient ($\dot{h}_{\text{pin}}$) of the pin-fins over the streamwise direction, taken at the time instants indicated in Fig. 12(b). The full markers indicate the results of the array of pin-fins on the side of positive $y$, where the bubble nucleates, while the empty markers refer to the array of pin-fins on the opposite side ($y < 0$). The graph also shows the time-average results over the entire two-phase simulation. The legend in (e) applies also to (f). The results refer to a case run with inlet restrictions, $G = 1000\, \text{kg/}(\text{m}^2\text{s})$ and $q = 200\, \text{kW/}\text{m}^2$.
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