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ABSTRACT
This study emphasizes the significance of understanding ground-
water flow behavior for effective contaminant transport and heat 
storage. Aquifers, with their irregular shapes and variable perme-
ability, exhibit anisotropic flow resistances that affect mass and heat 
transfer, posing challenges for modeling. The dual-porosity model is 
used as a numerical approach to calculate macroscopic heat trans-
fer without explicitly resolving the structure. By solving equations 
for mobile and immobile phases and coupling relevant equations 
for heat conservation, this model was applied to transient numerical 
experiments simulating heat transfer and storage in a desktop 
model filled with glass beads. Results indicate alignment with 
experimental and numerical models resolving porous structures 
on the microstructure scale. This methodology offers a comprehen-
sive digital toolbox for solving large-scale heat storage problems in 
aquifers, contributing to digital and sustainability transformations 
with reasonable computational demands.
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1. Introduction

Efficient energy usage is a critical challenge that requires effective energy storage solu-
tions. When utilizing renewable energy sources, there is often a delay between energy 
generation and consumption, making energy storage crucial. Similarly, industrial pro-
cesses for material production often generate large amounts of thermal energy, which are 
released into the environment if not recovered (Sommer et al. 2013; Jarullah and Noor  
2019; Simons et al. 2021). For example, in gasoline production, the cracking process 
requires high temperatures and cooling to maintain stable operating conditions, resulting 
in substantial amounts of low-grade heat. This excess energy can be reused in the form of 
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district heating in winter, but in summer, it is usually wasted. Energy storage systems can 
enhance energy efficiency by facilitating the storage and utilization of surplus energy (Xu 
et al. 2014; Dostál and Ladányi 2018).

Energy storage can be categorized into short term and seasonal, depending on the 
duration of storage. While short-term storage lasts only a few days between loading and 
unloading, long-term storage can last several months. In this context, underground 
storage facilities are being explored for their huge energy capacity and long-term storage 
capabilities. For the storage of low-grade heat, appropriate methods for charging and 
discharging the underground storage system are necessary. The vertical recirculation well 
method, which involves withdrawing groundwater from one screen section and return-
ing it to another screen section, has proven to be effective for groundwater remediation. 
This creates a recirculation flow in the subsurface that facilitates continuous heat release 
to the subsoil. However, the anisotropic stratification of different layers in the subsurface 
can influence the recirculation flow due to the natural stratification history. This, in turn, 
leads to anisotropic resistance behaviour that may severely affect the corresponding flow 
dynamics. As a result, heat transfer to the solid phase in the pore space is also influenced.

An accurate description of the flow process in heterogeneous porous structures is crucial 
for predicting such heat storage processes. As the subsurface is increasingly becoming 
a focus for heat storage or heat supply systems, knowledge of sediment particles, their 
surface properties and spatial structure are essential for a realistic description of fluid 
transport, energy flows and material changes in the subsurface. All relevant material 
transformations and mass transfer processes in an aquifer occur at the pore-level scale.

In contrast to the conventional convection–diffusion equation model, the dual- 
porosity model enables the modelling of fluid dynamics and transport phenomena in 
porous media with different pore scales, such as natural soils or stratified rocks. The key 
idea of this model is based on the assumption that the considered porous material can be 
divided into two distinct domains: a mobile domain, which represents fluid flow (con-
vective transport) through the porous network, and an immobile domain as a stagnation 
zone, which is essentially characterized by the absence of convection.

In the dual-porosity model, separate sets of equations are used to describe the flow and 
transport in each of the two domains, and then the equations are coupled to represent the 
overall behaviour of the system. This approach allows for the calculation of macroscopic 
properties of porous media, such as effective heat conductivity, heat capacity, etc., with-
out a need for a detailed resolution of the material’s structure at the pore scale.

Dual-porosity models have been widely used in various fields, including hydrology, 
petroleum engineering and geothermal energy production. They are particularly useful 
when porous media have complex structures, such as fractured rock or layered sedimentary 
deposits. By providing a simplified representation of the system, dual-porosity models can 
help better to understand the behaviour of fluids in such complex environments.

This paper describes the dual-porosity model integrated into the Navier–Stokes solver 
TinFlow (Kneer 2022) for the numerical description of the flow and heat transport process 
in porous regions and results of energy storage processes compared to laboratory experi-
ments and numerical simulations at the pore scale. The study is conducted in two steps. 
First, numerical experiments are carried out using a domain filled with glass beads and 
digitally reproduced sediments to reconstruct real porous structures. Second, the macro-
scale calculation results are validated with results obtained from an experimental set-up.
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Figure 1 shows the principle of a GCW with two screen sections. This is a well- 
established technique to solve water treatment or thermal storage issues, which has been 
successfully applied in several industrial sites for groundwater remediation (Pierro et al.  
2017; Zhu et al. 2020). However, there are several unknown factors for the layout and 
operation of such systems. First, the porous media often contains heterogeneous perme-
able zones, resulting in an anisotropic flow resistance behaviour (for fracture modelling 
see (Prajapati et al. 2020)). Second, the saturated zones consist of the stagnation or low- 
permeability domain characterized by the absence of convection and representing an 
immobile phase for both storage and release of energy. This process leads to a change of 
the inner energy within the immobile phase. The circulation pump creates a flow through 
the pore channel matrix by forced convection. The mobile phase changes its enthalpy 
during this time-dependent process. Considering a quasi stationary process within a time 
step directly leads to a strong coupling of advective and conductive processes, whereas 
the storage capacity of the solid matrix is a damping element in the whole process.

Predicting these dynamic processes requires advanced numerical methods. These 
days, algorithms are available to resolve grains from sand layers and build digitally 
reconstructed sediment layers. Figure 2 shows different grain topologies extracted and 
reconstructed from a soil layer. The reconstructed grains contain information on the 
effective grain diameter and the topology. Grain reconstruction methods have been 
developed within the microstructure simulation framework Pace3D to automatically 
generate digital twins of grains and to establish a grain database. Using physical engines 
like bullet (bulletphysics.org 2022), those digital twins may be ordered to build a layer of 
grains that represent at least a digital model of a realistic sand layer. Figure 3 shows 
a reconstructed layer with representations of different grains.

From those digital models, a flow model can be extracted to perform numerical flow 
simulations on the microstructural pore scale. The resolution of these models requires 
enormous computational resources if larger volume elements in 3D are considered. The 

Figure 1. Principle of function of a recirculation well (GCW).
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use of such detailed models is limited to either small computational domains or single 
large-scale simulations. Figure 4 shows an example of a flow simulation through resolved 
grains using the PACE3D-solver (Hötzer et al. 2018).

Macroscopic models are widely available using the porous region approach. 
Anisotropic flow behaviour can be implemented by means of tensors to describe 
the flow resistance in a porous region. When multiple porous regions are combined 
so that the subsurface layers are reconstructed as composite porous regions, it is 
evident that the flow behaviour through such combinations is anisotropic (Prajapati 
et al. 2018). Most of the state-of-the-art Navier–Stokes solvers can compute the 
anisotropic flow behaviour, but the ‘storage’ capabilities of the immobile phase are 
not accurately addressed. The problem lies in defining a porous region using effective 

Figure 2. Lithological profile with digitally generated grains.

Figure 3. Digitally generated soil layer composed of resolved grains of different size and shape as 
basic microstructure for numerical analysis (Hötzer et al. 2018).
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parameters for the properties. Concerning the viscosity, it is obvious that this 
property only influences the mobile phase, i.e. the fluid phase. However, concerning 
thermal properties like heat capacity and heat conductivity, effective parameters have 
to be defined that are calculated using mass or volume averages. For a stationary 
operation, which is mostly not the case in groundwater remediation, these effective 
thermal properties are sufficient. In the case of unsteady heat and mass transfer 
processes, the unresolved structure of the matrix must be taken into account for 
simulation. Therefore, the dual-porosity approach as an additional advanced model-
ling method has to be applied to the porous region.

In the last decades, several investigations using the dual or double porosity approach 
have already been published. (Toride and Leij 1999) and others (Tayler 1954; Quintard 
and Whitaker 1994b) worked on flow in porosities under different conditions. (van 
Genuchten and Wagenet 1989) discussed in his paper a two-site/two-region model 
which is similar to the dual-porosity approach. Dual-porosity means that the solid 
portion in a porous region is not resolved as a structure but is modelled as an immobile 
phase via an additional energy or concentration equation. Structural properties can be 
represented by incorporating their appropriate effective quantities in this approach. The 
immobile phase is the storing structure. Between the flow (enthalpy transport) and the 
immobile phase, heat and mass transfer combined with storing effects have to be 
accurately computed to get such kind of time-dependent flow simulations. Figure 5 
shows a porous region including the mobile (fluid) and immobile (solid) phases.

Recently, the Navier–Stokes solver TinFlow has been extended by the dual-porosity 
approach for heat and mass transfer. The enhanced CFD-solver TinFlow has been 
validated by comparison with selected experiments and microstructure simulations of 
resolved structures.

Based on a validated dual-porosity model using the state-of-the-art CFD-solver 
TinFlow time-dependent storage process for subsurface storage units can be addressed. 
The advantage of this method can be summarized as follows:

Figure 4. Flow simulation through a sediment of digital grains.
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● Huge subsurface dimensions can be modelled without resolving any grain/sediment 
structures.

● The computing time for thermal storage processes in seasonal storage scale can be 
massively reduced.

● Fast prediction to define optimal operational conditions for heat storage from 
industrial heat waste or other energy resources.

● By parallelizing the solution algorithm, the fluid mechanics calculation (3D) with 
dual-porosity can be carried out on high-performance clusters or Linux clusters in 
manageable periods of time.

● The dual-porosity approach is also applicable for other porous systems, and it is 
usable for any variable porous systems from nature or from industrial applications 
like membranes, foam structures and textiles.

2. Dual-porosity approach and modelling

The idea of dual-porosity is as follows:
Porous systems are characterized by a complicated internal structure. In order to map 

large volumes of such a structure, it is therefore necessary to work with high resolution. 
This goes hand in hand with a very fine grid, which makes it necessary to use an 
extremely large number of cells. This, in turn, leads to very large memory requirements 
(several billion cells) and very long simulation times (several decades), which makes 
efficient numerical analysis impossible.

Dual-porosity solves this problem by dispensing with the resolution of the pore 
structure. Instead, each cell has both the properties of the solid matrix and the properties 
of the flowing medium, and each cell is the same in terms of these parameters. This 
means that fewer cells and less memory are required, and the associated simulation time 
is therefore much shorter. The modelling of these parameters is explained below.

Porous systems can also be represented by several porous zones with each of 
them having different porous properties like permeability, porosity, heat conduc-
tivity (for fluid and solid), etc., integrated into a flow domain. The flow domain 
represents therefore a variable porosity media and is therefore anisotropic (as 
a global porosity) concerning the properties. A typical variable porosity is 

Figure 5. Definition of the mobile and immobile phase (left figure) and the porous region (right figure).
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typically existent for a subsurface formation, which can be seen in Figure 6. The 
variable porosity approach is implicitly integrated into the TinFlow-solver, treat-
ing each porosity is as a subdomain with its (dual) properties. The dual-porosity 
approach is then applied to each subdomain. It is not limited to one porous zone. 
The dual-porosity method does not ‘exclude’ a variable porosity model, although 
a usual variable porosity model does not ‘implicitly’ include a dual-porosity 
model. For our experimental investigations and numerical calculations, a bed of 
glass beads has been used (see Section 3). This bed of glass beads represents one 
porous zone that has been used to study heat propagation processes under 
dedicated flow conditions. A variable porosity model would not have been useful 
in this context, but for field tests, it is obligatory and possible to be applied for.

Dual-porosity denotes a dual system built from a mobile fluid phase and an immobile 
phase, which represent the solid particles that are fixed in the space (see Figure 5). As the 
structure is not resolved in space and time, the solid regions are represented ‘virtually’ to 
enable accurate computation of the influence of charging and discharging. The porosity 
of a porous region is defined by 

where Vf represents the fluid volume and Vt the total volume (fluid and solid). Thus, 
porosity is defined as the fluid portion in a given volume. For a porosity of ϕ ¼ 0:34, only 
34% of the total volume Vt is filled with a mobile phase represented by the fluid. Any 
effective parameters for the given volume cannot accurately represent the storage effects. 
In the next section, we briefly derive the well-known Darcy law, a simplification of the 
Navier–Stokes equation. If the flow velocity is very slow, which is typical for silty sand 
layers, the momentum equation can be reduced in the following way: 

Figure 6. Subsurface lithology for a real heat storage facility in Italy.
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2.1. Pressure drop in porous materials

To derive Darcy’s law, we assume a very slow flow velocity, which is typical for silty sand 
layers, and impose it on the momentum equation. The flow-through porous media is 
always accompanied by pressure loss and energy loss. The determination of the pressure 
loss is just as important as pipes or other flow components, which contain no porosity. 
The determination of the permeability has already been dealt with using Equation 2. The 
relationship between the flow velocity u through a porosity Φ and the applied pressure 
gradient along the pipe axis can be calculated using Darcy’s law according to Equation 3: 

For an isotropic material, the permeability K is a scalar, and the relationship between the 
velocity vector ~v and the pressure gradient in the three coordinate directions can be 
represented as follows: 

For the average fluid velocity v ¼ ðv1; v2; v3Þ in a porosity, Darcy velocity (Nield and 
Bejan 2013) can be expressed as follows: 

The Darcy Equation 4 was verified by numerous experiments over the decades, whereby 
it should be mentioned that the temperature-dependent viscosity according to the 
original investigations by Darcy had shown an influence on the results obtained (Nield 
and Bejan 2013).

Darcy’s correlation only takes into account the viscous term. In a small velocity regime 
according to (Nield and Bejan 2013), satisfactory agreements with practical experiments 
are found. However, at higher flow velocities, a non-linear term (inertia term) is to be 
considered. This extension with the quadratic term goes back to Forchheimer. Eq. 6 
shows the extended correlation reading: 

The modification of the Darcy equation was made by Dupuit (1863) and Forchheimer (1901), 
where cf depends on the type of porosity and represents a coefficient of inertia. According to 
Nield and Bejan (2013), the transition from a Darcy flow (Whitaker 1986a) to a Darcy– 

MATHEMATICAL AND COMPUTER MODELLING OF DYNAMICAL SYSTEMS 209



Forchheimer flow occurs at the permeability Reynolds number ReK,102. This is explained by 
the occurrence of the first eddies. Further literature sources (Summ 2001; Peszynska et al.  
2010; Bejan 2013) explain this change based on a laminar–turbulent transition of the flow in 
the porosity, which takes place at a universal local Reynolds number of Re,102.

Another approach to extending the Darcy equation is known as the Brinkmann 
equation. The Brinkmann equation (see Equation 7) uses a viscous term analogous to 
the Laplace term of the Navier–Stokes equations instead of the inertia term (Durlofsky 
and Brady 1987; Whitaker 1996; Shi and Wang 2007; Srinivasan and Nakshatrala 2010). 
Applying the Brinkmann equation is only recommended for porosity values of Φ > 0:6 
(Nield and Bejan 2013). The pressure gradient is given by 

Together with the Navier–Stokes equations, the Darcy–Forchheimer’s equation is one of 
the most common approaches in standard CFD codes. Further details for an extension of 
the Forchheimer equation (Forchheimer–Brinkmann correlation) can be found in Vafai 
and Tien (1981) and Qu et al. (2013), and for the derivation of the Navier–Stokes 
equations, we refer to Ferziger and Peric (1997), Schlichting and Gersten (2003) and 
Laurien and Oertel (2003). The Navier–Stokes equations for incompressible flows in an 
arbitrary coordinate system are written as 

using a symbolic notation.
Taking into account the Darcy–Forchheimer approach (Nield and Bejan 2013; Qu 

et al. 2013) and the use of the Darcy velocity v ¼ Φ � V , the modified Navier–Stokes 
equations for steady and incompressible flows are as follows: 

This extension of the Navier–Stokes equations presented by (Qu et al. 2013) has two 
additional terms and a modified term on the right-hand side of the classical Navier– 
Stokes equations. The first term on the right describes the pressure gradient across the 
porosity, and the second term represents the viscous contribution according to the 
Brinkmann expansion (see Equation 7). The third term on the right includes shear stress 
by the Darcy approach introduced in Equation 4, and the fourth term expresses the 
Forchheimer extension (inertia term).

Usually, in common CFD codes such as Star-CCM+ (CD-adapco 2012), only the 
Darcy–Forchheimer extension is used. Since large pressure gradients arise across the 
porosity with relatively large resistances, the convective, viscous, and temporal terms of 
the momentum equation are negligible, resulting in a reduced momentum equation as 
given in Eq. 10. This approach represents a combination of a linear term, similar to that 
of the pressure loss formula for laminar pipe flows, and a non-linear term similar to the 
pressure loss formula for turbulent pipe flows (Zierep and Bühler 2010). 
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The factor bk denotes an empirical constant for the porous medium and has the unit kg
m4. 

The factor ak ¼
μ
K is the Darcy number with the unit kg

m3s. As a decision criterion for the 
application of Darcy or Forchheimer’s equation, the permeability Reynolds number ReK 
can be used. From a value of ReK > 100, the quadratic term of the Forchheimer equation 
predominates. As a rule, the permeability K must be experimentally carried out before-
hand or be determined numerically.

2.2. Heat transfer in porous materials

Compared to the pure pipe or channel flow with heat transfer, the heat is not only 
reduced when the flow in porous media is transferred over the lateral surface but also the 
webs lying in the fluid area. Thus, especially with a highly porous medium, it can be 
assumed that more heat is transferred due to the enlarged heat-transferring surface. At 
the same time, the local heat transfer coefficients can be changed by the porous structure 
(grains, bricks). Let us distinguish between the two model approaches already discussed:

● In the case of the resolution of the porosity using a reconstructed porosity as 
displayed in Figure 3, these effects are captured when solving the Navier–Stokes 
equation with the coupled energy and turbulence equations.

● In the case of a porous region model not resolving the structure, a suitable approach 
is required to compute the convective heat transfer correctly.

(Yang and Vafai 2011) presents an approach for the solution of the convective heat 
transfer using a two-equation model. This solution model works with an energy con-
servation equation for the virtual structure and a second energy conservation equation 
for the fluid. The approach is reminiscent of the dual-porosity method (Barbe and Kneer  
2020) for solving the transport of substances through a porous region.

By the analogy of the heat and mass transport equation reading _q ¼ � λ dT
dx and 

_J ¼ � D dc
dx, the similarity of the thermal conductivity λ and the diffusion coefficient D 

is obvious. Instead of the temperature gradient, the mass flow _J is defined by the 
concentration gradient dc

dx. (Whitaker 1967) has already dedicated decades to 
describe the mass transport within homogeneous and inhomogeneous porous structures. 
There are numerous literature sources for the interested reader (Whitaker 1986a, 1986b; 
Quintard and Whitaker 1994a, 1997a, 1997b).

The interaction between the fluid and the structure is realized via a local heat transfer 
coefficient, whereby a heat supply to the mobile region (fluid) or to the immobile region 
(solid) is realized. This is done numerically using sources or sinks in the respective 
conservation equation. An analogous approach is presented by (Qu et al. 2013).

A first approach for the resolution of the porosity based on a microstructure model is 
provided by (Kopanadis et al. 2010) in the form of a study for the convective heat 
transport in metal foams. The results obtained (effective heat transfer coefficient) are 
used for validation compared with literature values (e.g., (Hernandez 2005)), achieving 
a satisfactory match.

Recalling the two-equation approach, (Nield and Bejan 2013) postulates that due 
to the thermal fluid-structure interaction locally, it may not be assumed that 
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a thermal equilibrium exists. Instead, the fluid temperature Tf and the solid 
temperature Ts of the porous medium may be different locally. This is commonly 
referred to as local thermal nonequilibrium (LTNE), sometimes also as lack of 
thermal equilibrium. According to Yang and Vafai (2011), Nield and Bejan (2013) 
and Qu et al. (2013), the solid phase can be calculated by 

Furthermore, the following equation applies to the fluid phase: 

Equations 11 and 12 are describing the energy equations, including the energy transfer 
between fluid and solid, via a heat transfer coefficient h. This last term is coupling the two 
energy conservation equations. The first terms are the change terms, and there are the 
conduction terms (2nd term in Equation 11 and 3rd term in Equation 12), the convection 
term for fluid (2nd term in Equation 12) and local sources and sinks. In the absence of 
phase transitions, chemical reactions, radiation, etc., no other terms need to be considered. 
Thermal equilibrium between fluid and solid (porous) media is requiring no net flow of 
thermal energy between fluid and solid. From Equations 11 and 12, this is only the case if 
solid temperature Ts is equal to fluid temperature Tf . In general, this can locally not be 
expected. It may happen depending on flow and other environmental conditions, though.

However, the heat transfer coefficient h in the above two energy conservation 
equations is unknown. Often values from correlations (from experiments) are used. 
For Reynolds numbers Redp > 100 (based on the pore diameter dp), a Nusselt 
correlation (Nield and Bejan 2013) can be specified, which can be used to calculate 
the heat transfer coefficient. This assumes that the pore diameter is known or that 
it is a ‘typical’ porosity, such as metal foam. In the case of underground sediments 
and the occurring heat transfer between fluid and grains, these correlations from 
(Nield and Bejan 2013) cannot be applied to the dual-porosity model.

The volumetric heat transfer coefficient h connects the fluid and the solid phase. Its 
dimension is W

m3K, and h is depending on the local fluid velocity u. We estimate the heat 
transfer coefficient, including correlation for the surface area heat transfer coefficient α 
resp. Nusselt number Nu ¼ α�d

λf 
for particles (spheres) in fluidized packed beds and 

a characteristic length L.
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Such a correlation is, for example, contained in (Vdi 2006)[Gj]. However, (Kunii and 
Suzuki 1967) reported experiments showing much (by magnitudes) smaller Nusselt 
numbers for small Peclet numbers Pe=Re�Pr (i.e. small velocities u).

By linearly interpolating their experimental values (see [43, Figure 4]) between the 
points (Pe = 36, Nu = 10) and (Pe = 0.032, Nu=1 � 10� 4) plotting the data with double log 
scales, we derive the correlation 13.

Comparing the definition of α and h, we get L ¼ α
h ¼

V
A, where V is the volume (solid and 

fluid) and A is the surface area involved in heat transfer between solid and fluid. For 
a packed bed of spheres of radius r and porosity Φ, we obtain 

so that 

Instead of using a fixed average value of h and the assumption of an average flow velocity 
u in the fluid domain, we define a function h ¼ hðuÞ, depending on the local flow velocity 
in each discretization cell. If the range of local velocities is large, the range of Nusselt and 
h values might be even larger, and the numerical simulation might diverge due to very 
large heat exchanges in each time step. Applying an upper limit for h solves this problem 
(e.g. all of our simulations with h< 500000 converged).

3. Dual-porosity validation methods

With regard to its prediction accuracy during transient energy transport in porous media, the 
dual-porosity solution method was validated by applying the following methods:

● Numerical study of resolved porosity (glass beads) on the pore-scale as a numerical 
experiment.

● Experimental set-up using glass beads as porous media.

The numerical experiment has the advantage that the bowl packing can be exactly 
defined by a filling algorithm of the glass beads so that the porous system can be designed 
as fully isotropic or anisotropic, see Figure 7. We used two different packings of same size 
spheres: an ideal packing (regularly ordered spheres) and a chaotic packing (irregularly 
ordered spheres), see Figure 9. Also, within these numerical experiments, any boundary 
condition can be applied and quickly recomputed. For both experimental studies, a dual- 
porosity model has been set up, as demonstrated in the next sections.
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3.1. Dual-porosity parameters for ideal and chaotic glass beads (sphere) packing

Several correlations exist for the pressure loss Δp of flows through packed beds of length 
L of particles or spheres. Well known is the Ergun Eq (Vdi 2006), employing the 
hydraulic diameter ds of the particles or spheres: 

Ignoring the right summand in Eq. 16 for small velocities u (laminar flow) and compar-
ing to the Darcy equation Eq. 3, we deduce the Kozeny equation 

It gives the permeability K as a function of geometric parameters only. For spheres of 
diameter ds ¼ 1:3 mm, this expression gives K ¼ 2:23 � 10� 9 m2 for a porosity of Φ ¼ 0:41 
(ideal packing) resp. K ¼ 4:85 � 10� 9 m2 for a porosity of Φ ¼ 0:485 (chaotic packing).

More recent is the Molerus correlation (for the formula, see (Vdi 2006)). For the same 
spheres, it gives K ¼ 2:45 � 10� 9 m2 (Φ ¼ 0:41) resp. K ¼ 5:78 � 10� 9 m2 (Φ ¼ 0:485). 
These values of the permeability serve as input parameters for the TinFlow simulations, 
where the resistance factor μ

K is one of the quantities describing the pressure drop for a given 
porosity. For an imposed velocity of u ¼ 2:29 � 10� 4m=s, the Molerus correlation predicts 
pressure losses of Δp ¼ 0:76 Pa (Φ ¼ 0:41) resp. Δp ¼ 0:32 Pa (Φ ¼ 0:485). These pres-
sure losses are exactly reproduced by the TinFlow simulations.

To determine the geometric parameter (permeability K), stationary simulations with 
Star-CCM+ were carried out in the resolved spherical region. The flow through an area, 
as shown in Figure 8, was simulated for four different velocities u and under constant 
area and boundary temperature. The calculated pressure drop of the simulations pro-
vides the permeability K using the following formula: dp ¼ u � L � μ

K, where dp is the 
pressure loss, u the inflow velocity, μ ¼ 0:0010016 Pa � s is the dynamic viscosity of water.

Figure 7. Digitally generated beads with different sizes and alignment.
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The mean value for the permeability of the ideal sphere packing is 3:4502 � 10� 9 m2, 
and the mean value for the chaotic sphere packing is 4:9269 � 10� 9 m2. The individual 
values are presented in Tables 1 and 2.

3.2. Simulations on the pore scale and comparison with the dual-porosity results

For the validation of the dual-porosity model of TinFlow, high-resolution simulations of 
the flow-through bowl packings were carried out utilizing the resolved digital bead 
packages with Pace3D and Star-CCM+ to evaluate the flow properties.

Figure 8. The simulation area. (Top) Total flow area, a porous zone filled by chaotically arranged beads. 
(Bottom) Dual-porosity approach: generated model with a porous region (green) representing the beads.

Table 1. Determination of the permeability for the ideal 
sphere packing.

Velocity Pressure drop Permeability K
in m=s in Pa in m2

0.000229 0.539 3:4575�10� 9

0.000458 1.080 3:4511�10� 9

0.000687 1.621 3:4490�10� 9

0.000916 2.165 3:4431�10� 9

Table 2. Determination of the permeability for the chao-
tic sphere packing.

Velocity Pressure drop Permeability K
in m=s in Pa in m2

0.000229 0.380 4:9081�10� 9

0.000458 0.757 4:9236�10� 9

0.000687 1.127 4:9590�10� 9

0.000916 1.513 4:9269�10� 9
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Two cut-outs from glass bowl fillings (ideal packing and chaotic packing) were 
simulated. The individual spherical beads, which were surrounded by water, were 
modelled as non-moving solid phase. The inflow velocity was assumed to be 
2:29 � 10� 4m=s as a boundary condition. The inflow temperature was chosen to be 70°C 
for the first 300 s and 20°C afterward. The sphere diameter was set to 1:3 mm. Material 
data of water were used as a function of temperature. Adiabatic (isolating) temperature 
boundary condition was assigned to the walls. The fabric and geometry parameters and 
boundary conditions are summarized in Table 3. Two different porosities have been 
modelled, resolving the structure and with the dual-porosity approach (porous region). 
For the resolved model, the fluid domain surrounding the glass beads and the glass beads 
themselves have been integrated into the computational domain. The flow resistance for 
the dual-porosity simulation has been taken from Table 1 for the ideal glass beads 
packing and from Table 2 for the chaotic glass beads packing.

To get a better impression of how beads can be ordered in a computational domain, 
some examples of digitally generated beads are shown in Figure 7. The digital beads are 
represented by a triangulated surface mesh, which can be subtracted from a computational 
domain to get the flow domain. This boolean operation allows generating of both flow 
domain and immobile phase of the beads. By combining the ‘solid’ domain and the fluid 
domain, a volumetric computational mesh can be generated for CFD-solver applications. 
For the validation purpose of the dual-porosity approach, the computational domain 
consists of a channel with differently ordered and resolved beads inside.

Figure 8 illustrates the total simulation area. The fluid phase around the beads is 
hidden to enable a view inside the beads. Two kinds of packings are realized: chaotically 
ordered beads to address an anisotropic behaviour and ideally aligned beads for isotropic 
flow resistance.

Figure 9 shows sections of the ideal and chaotic sphere packing with its triangulated 
surfaces. The computational domain of the TinFlow-model with the porous region is 
shown in Figure 8. The area with the beads is defined by a porous region for which the dual- 
porosity model is activated. The simulation for this macroscopic model was performed with 
the same boundary and initial conditions as the simulations with the resolved beads.

Table 3. Material and simulation parameters for the 
bowl packings.

Thermal conductivity of glass 1:129W=mK

Density of glass 2500 kg=m3

Heat capacity of glass 1329J=kgK

Size of the sphere area 12.35 mm
(height � width � length � 12.35 mm
in the flow direction) � 8.125 mm
Length of the flow inlet 8.775 mm
Length of the flow follow-up 50 mm
Porosity of the ideal packing 0.410
Porosity of chaotic packing 0.485
Initial temperature (water and glass) 20°C
Inlet temperature (for 300 s) 70°C
Inlet velocity (water) 0.229 mm=s

Timestep 0.1 s
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The temporal mean temperature of the glass spheres and the surrounding water as well as 
the pressure drop between the inlet and the outlet were evaluated. The determined quantities 
from simulation data analysis are summarized in Figure 10. Strong oscillations occur at times 
in the StarCCM+ simulation results for the pressure drop. This may be due to numerical 
instabilities in the resolved model at singular points, for example where two spheres meet.

The evaluated values were used to validate the dual-porosity method in the TinFlow 
solver from TinniT Technologies GmbH. The results show an excellent agreement with the 
results of the computation using the resolved beats using StarCCM+ (see Figure 11). 
Figures 10 and Figure 11 show the computed time-dependent temperature and pressure 
development for simulations performed with the dual-porosity approach (TinFlow) and 
with resolved glass beads (StarCCM+, see Figure 8). To address the heat storage and the 
flow resistance in an accurate way, the fluid properties have been modelled for both cases in 
a temperature dependent way (polynomial for viscosity, density, heat conductivity, heat 
capacity)), whereas the viscosity is influencing the flow resistance. Two porosities have been 
modelled and computed (ideal and chaotic packings) with identical boundary conditions. 
Figure 10(a) shows the simulated results using the two porosities and with resolved glass 
beads (fluid structure interaction). The computed temperature development does not show 
significant differences between the chaotic and ideal glass beads packing (StarCCM+). In 
Tables 1 and 2, the computed permeability for those two porosities is presented. They have 
been used for the thermal simulations. Figure 10(b) shows the pressure drop computed for 
those two porosities with resolved glass beads (StarCCM+) and with the dual-porosity 
approach (TinFlow). The pressure drop computed with those two modelling technologies 
shows a better accordance in case of the chaotic packing of the glass beads. Figure 11 shows 

Figure 9. Triangular mesh approximating the surface of ideal and chaotic sphere packings.

Figure 10. (a) Temporal temperature development in the area for ideal and chaotic sphere packing. (b) 
Comparison of two solvers: pressure loss in the region for the ideal and chaotic sphere packing.
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the time-dependent temperature development for both solvers and both porosities. The 
dual-porosity delivers a very good agreement compared to the results achieved using 
resolved structures. In addition, the computation takes only 15 min compared to nearly 
2 days for the model with resolved structures.

4. Numerical study and comparison to experimental results

In this section, we describe simulations of heat transport in the numerically replicated 
test rig from Section 4.1 to validate the models on a macroscopic metre scale using the 
experiment. Moreover, we investigate mass and heat transport on a much smaller scale 
(pore-scale) in numerically simulated spherical bulk materials to compare the considered 
solvers. The underlying model used for the numerical study consists of three domains, as 
displayed in Figure 12:

● Porous region (representing the area with glass beads)
● The heater element in the centre of the porous region (made from aluminium)
● Heat distribution element to increase the heat exchanging surface (made from 

aluminium)

Figure 11. Comparison of two solvers. (a) Temporal temperature development in the region for an 
ideal sphere packing. (b) Temporal temperature development in the region of chaotic sphere packing.

Figure 12. Dimensions and positions of sensors for the experimental set-up.
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4.1. Experimental set-up

To analyse heat transfer processes in porous media, a dedicated experimental set-up was 
developed to measure the temperature development in groundwater circulation. The 
front sides of the set-up consist of two d = 10 mm Plexiglas® (AXT-100-TRAEVO) plates 
fixed on aluminium profiles (AlMgSi0.5). The aluminium profiles fix the plexiglass plates 
at a distance of s ¼ 40 mm. The length of the model is L ¼ 106 cm. The total inner 
volume of around 42:3 l was filled with 1:0 � 1:3 mm diameter glass beads (SiLibeads 
type S) to simulate the porous medium. The design of the experimental set-up is shown 
in Figure 12.

The glass bead characteristics are as follows: bulk density = 1:51kg=dm3, porosity = 0.40, 
and hydraulic conductivity (k-value) = 4 � 10� 3 m=s. To establish confined conditions (< 
300 Pa), the model was covered and sealed with an aluminium profile. Both small exterior 
model sides are equipped with three inlet/outlet valves. To protect the circulation pump 
against carrying glass beads, screw-in sintered bronze filters were applied. The thermal 
signal was recorded with four-wire technology PFA-encapsulated Pt100 probes with 
a nominal diameter of 2:1 mm (type HSRTD-3-100-A-2 M, manufacturer OMEGA 
Engineering 73,592 Deckenpfronn/Germany).

The probes have tolerance class A (DIN EN 60,751), which corresponds to 
a temperature deviation of 0.35 K from the absolute value for a measured value range 
of 273 K to 373 K. In the plexiglass R front, 12 thermocouples are placed through sealed 
threaded holes. The signal was recorded in the middle between the two walls. The 
detailed instrumentation and the dimension of the test facility are shown in Figure 13. 
Additional probes record the influent and effluent temperature of the water and the room 
temperature.

The data reading and storage were performed with modules from WAGO 
Kontakttechnik (32423 Minden/Germany) with additional real-time visualization to 
control the measurement processes. An ohmic heating element (heating cartridge, 
diameter 8 mm, length 125 mm) with a heating capacity of 160 W was placed in the 
centre of the model. To optimize the heat transfer into the surrounding saturated porous 
media, the cartridge was surrounded by a star-shaped array of heat sinks (Fischer 
SK 620).

The power consumption could be regulated by a phase control unit (10–230 V). 
A piston pump (manufactured by IEG) connected with a small air compressor was 

Figure 13. Experimental set-up.
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selected for groundwater circulation to prevent a heat increase in water 
temperature.

The measuring program included the following experiments: The 25 measuring cycles 
had sampling rates of 1 s each and lasted between 2.5 and 4.0 h, depending on the energy 
input. When the outlet temperature from the model permanently reached the same value 
as at the beginning of the operation, the trial was stopped.

4.2. Simulation of the energy transport for the experimental set-up

For the numerical experiments, the following software packets were used: Star-CCM+, 
a commercial CFD solver from Siemens and TinFlow, the dual-porosity solver developed 
at TinniT Technologies GmbH.

The simulations at the metre scale are based on the experiments on the rig described in 
Section 4.1. Figure 12 shows the geometrical dimensions of the experimental set-up. In 
Table 4, the material/simulation properties and boundary conditions used for the 
simulations are summarized. In the first 200 s, heat is released by the heater element 
(60 W). After this period, the heater was switched off. The inlet and outlet of the flow are 
shown in Figure 12. The recirculation of water has been activated on the right side. 
Therefore, the generated heat was released to the glass beads surrounded by the water 
around the cooler element during activated flow recirculation.

The flow region is filled with glass spheres with a diameter of 1:3 mm.
In Star-CCM+, the area where the flow was simulated was modelled as a homogenized 

porous region with a constant porosity of Φ ¼ 0:4. The values for porous viscous 
resistance were chosen anisotropically to 172365 kg=m3�s perpendicular to the direction 
of gravity and 455040 kg=m3�s parallel to the direction of gravity because the spheres ‘settle’ 
under the effect of gravity, i.e. they become denser in the downward direction.

Figure 14. Measured time-dependent temperature for sensor 8 and 5.
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Transient CFD simulation was carried out by considering a laminar flow.
In the ‘Heater’ region, Volumetric Heat Source is selected as the boundary condition. 

The water flows in through the upper right inlet (Velocity Inlet boundary condition) and 
is pumped out at the lower right outlet (Pressure Outlet boundary condition) so that the 
inflow velocity is 0:368391 m=s. The initial system temperature is 20°C.

The boundaries of the area are adiabatically isolated, and temperature changes are 
recorded at sensor points. The 3D TinFlow model for the dual-porosity approach has 
been built according to the experimental set-up shown in Figure 12. Within this 
approach, the additional energy Equation 11 is solved, whereas the coupling term h is 
calculated according to the extracted correlation from (Kunii and Suzuki 1967) (see also 
Section 2.2). Due to the solidification of the pebble bed by gravity forces, the permeability 
has been defined as a tensor. In contrast, the flow resistance in the vertical direction has 

Table 4. Material and simulation parameters for the 
simulated experiment.

Thermal conductivity of glass 1:06W=mK

Density of glass 2500 kg=m3

Heat capacity of glass 1329J=kgK

Thermal conductivity of heater (steel) 58W=mK

Density of heater (steel) 7800 kg=m3

Heat capacity of heater (steel) 460 J=kgK

Thermal conductivity of cooler (Al) 221 W=mK

Density of cooler (Al) 2700kg=m3

Heat capacity of cooler (Al) 920J=kgK

Timestep 1 s
Physical duration of the simulation 120 min
Inflow velocity 0:368391 m=s

Initial temperature of the system 20°C

Figure 15. The obtained temperature response at sensor 8. Results of the experiment and simulations 
with star-CCM+ and TinFlow.
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been increased by a factor of 2:4. This factor has been determined by a simulation study 
with a systematic comparison of the results of the measured data. The standard CFD- 
simulation performed with StarCCM+ effective properties for the porous region (struc-
ture and fluid) has been defined according to Table 4.

Figure 16. Temperature distribution of a simulation at subsequent time steps in the middle cross- 
section of the computational domain.
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Figure 14 shows the measured temperature at the sensors 8 and 5, varying with the time. 
Only sensor 8 has a significant temperature development in time, which can be explained by 
the recirculation flow applied for the experiments (see Figure 12). The water is sucked on the 
right side near the bottom, and it is injected on the right side at the top. This flow regime leads 
to a flow in which streamlines develop from the right top corner downwards to the bottom, 
passing by the heating element, where the water is subject to conductive heat transfer. The 
glass beads around the heating element are also heated. Therefore, convection and conduction 
in the ‘porous region’ are superimposed. The energy transport to the outlet at the right bottom 
corner of the facility is mostly driven by the flow, because the heat conduction through the 
solid beads is much slower. Figure 15 shows the computed time-dependent temperature 
development compared to the measured values. It shows simulation results of Star-CCM+ 
and TinFlow, whereas StarCCM+ does not use a dual-porosity model. The temperature 
development therefore without the dual-porosity approach is much overestimated. The 
reason for this is that modelling the porous region only with effective mass averaged properties 
of fluid plus solid does not represent the local heat storage effect to the structure correctly. 
Also, the temperature gradient is not predicted in a correct way. Using the dual-porosity 
approach implemented in TinFlow, the predicted temperature development at sensor position 
8 is fitting quite well the measures. This means at the same time that the stored energy in the 
solid is predicted accurate. Figure 16 shows the fluid temperature distribution at different time 
points. As it can be seen from this figure, the flow is directed towards the exit at the right 
bottom side of the test facility. Passing by the heating element the fluid is heated and transfers 
heat to the solid (in each computational cell there exist a void fraction of fluid and solid which 
is represented by the porosity and solved by Equations 11 and 12). This effect leads to a local 
heat transfer described by the heat transfer coefficient (see Section 2.2). The decisive measure 
for local heat transfer and heat storage is h and the storage capacity of the immobile phase of 
the structure. This measure is crucial for the temperature development over time and for the 
correct prediction of the heat storage process. A great deal of uncertainty remains. This is the 
correct calculation of local heat transfer in porous spaces, which differs depending on the type 
of porosity, the properties of fluid and solid and the flow conditions.

5. Conclusion

In this study, a digital approach was designed that resolves flow dynamics and heat transfer in 
complex packed beds at millimetre scale. It was used to validate the novel dual-porosity module 
of the TinFlow solver. In this context, the TinFlow solver was able to predict flow dynamics and 
heat transfer in a real packed bed that was operated at metre scale. Our approach clearly showed 
that the dual-porosity approach opens new possibilities for faster computations with good 
accuracy compared to physically based microstructure resolving the pore space in details. 
Overall, the methodology presented offers a full digital tool box for solving large-scale heat 
storage problems in aquifers with a reasonable amount of computer performance and consti-
tutes a decisive step towards both digital and sustainability transformation.

There are important remaining questions in this field, which we will address in the 
course of the next developments. One important point is related to the anisotropic 
behaviour of real aquifers. This is mostly unknown, and therefore, a method for numer-
ical experiments with resolved structure (small scale) has to be elaborated to extract the 
corresponding flow resistance tensors to properly describe the anisotropic permeability 
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of these particular porous media. The second important point is the coupling coefficient 
h, which depends on the local velocity inside a porosity and is not limited by an upper 
bound. From a physical point of view, this parameter clearly has an upper limit. The 
determination of limits with a kind of normalization function has been developed, but 
the maximum permissible value was not yet estimated.

6. Outlook

The dual-porosity method is to be applied to predict the temporal temperature develop-
ment in a real environment of a water remediation project in Milan. In particular, the 
flow through dissolved sand grain structures generated and simulated through the 
simulation framework PACE3D is computed, and the resulting resistance tensors and 
heat transfer coefficients in the subsoil are extracted for the macroscopic dual-porosity 
approach. This cross-scale method is applied to achieve numerically the unknowns like 
the flow resistance tensor and the heat transfer coefficient h.

For determining unknown physical properties, active learning with Bayesian 
optimization, similar to Kulagin et al. (2023) and Zhao et al. (2023), offers 
a systematic strategy to explore the design space and identify high-performing 
configurations. In such a strategical framework, Tinflow solvers can be used for 
accelerated screening, followed by finely-discretized PACE3D simulations only for 
highly promising configurations. Since the available physical properties only 
describe the individual porous structure very roughly, significant information loss 
occurs between resolved and accelerated models. To remedy this information loss, 
data-driven properties, e.g. through the use of AutoEncoder neural networks (Zhao 
et al. 2023), can help characterize porous structures with additional low-dimensional 
parameters.

In addition to the numerical approaches, heat storage experiments were carried 
out for several days, using a state-of-the-art recirculation system. We hope to show 
that the prediction of the time dependent heat storage fits quite well with the 
measured results. The research work will be completed and published in a follow- 
up forthcoming paper illustrating a milestone in connection with the design of 
underground heat storage.
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