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Kurzfassung

Im Rahmen dieser Dissertation wird ein Energiesystemmodell entwickelt, welches eine
integrierte und hochaufgeloste Analyse der Gewinnung, Umwandlung, Speicherung,
Nutzung und des multi-modalen Transports von Energietrdgern im Rahmen einer
techno-6konomischen Einsatz- und Ausbauplanung ermdglicht. Die ausgabenminimale
Deckung der europaischen Strom- and Warmenachfrage bis 2050 steht dabei im Fokus
einer geschlossenen linearen mehrperiodigen Optimierung globaler Energiefliisse unter
Berticksichtigung des multi-modalen Stral3en-, Schienen- und Schiffstransports sowie
der elektrischen und gasbasierten Ubertragungsnetzinfrastruktur. Ziel ist hierbei alterna-
tive Transformationspfade fur die vollstandigen Dekarbonisierung des Umwandlungs-
sektors sowie des Endenergieverbrauchs modellendogen und unter Bertcksichtigung
der Sektorenkopplung zu bestimmen.

Ausgehend von der Struktur bestehender Transportnetzwerke sowie der Verteilung netz-
ferner Primarenergiepotentiale wird im Rahmen der Arbeit ein datengetriebener Ansatz
entwickelt um das Spannungsdreieck zwischen der Abbildung hoch aufgeldster Potenti-
ale der Energieumwandlung auf lokaler Ebene, der gesamtenergetischen Bilanzierung
auf aggregierter Ebene und dem dazwischen liegenden raumlichen und zeitlichen Aus-
gleich Uber mehrere Transportmodi und Energietrager hinweg aufzulésen. Hierfur wer-
den Top-Down und Bottom Up Anséatze kombiniert und ausgehend von einer auf 100m
aufgeltsten einheitlichen Regionalisierung werden Prozesse zum Ausgleich der Ener-
gienachfrage und des Energieangebots, die jeweils auf derselben Wetterbasis simuliert
werden, aggregiert und definiert.

Im Kontext der Optimierung einer sektoriibergreifenden Dekarbonisierung des Energie-
systems im erweiterten europdischen Raum sowie des angrenzenden Stromsektors in
Zentralasien und der MENA Region, unter Berlcksichtigung zusatzlicher Angebotspo-
tentiale in Patagonien, konnte die Funktionalitat des Ansatzes validiert werden. Die Aus-
weitung des erneuerbaren Stromangebots im Betrachtungsraum bildet dabei flankiert
von Stromnetzausbaumalfinahmen die Grundlage fur die Ausweitung der endenergeti-
schen Stromnutzung, beispielsweise im Warmesektor, sowie im Umwandlungssektor zur
Erzeugung von Wasserstoff. Hierbei zeigt sich eine groRe technologische Bandbreite bei
der Transformation des Energiesystems. So wird Wasserstoff Giber unterschiedliche Um-
wandlungs- und Transportrouten, sowohl aus erneuerbaren als auch aus fossilen Ener-
gietragern, sowohl an Land als auch auf See, ausgebaut. Dies treibt stellenweise den
Ausbau der elektrischen Transportnetze, darunter auch vermaschter DC-Netze fiir die
endogene Verknipfung einzelner Offshore-Windparks und senkt diesen an anderer
Stelle wieder, wenn beispielsweise die elektrische Anbindung der Windparks ans Land
durch die Einspeisung in umgewidmete Erdgasleitungen ersetzt wird.



Abstract

This dissertation develops an energy system model that enables an integrated and high-resolu-
tion analysis of the extraction, conversion, storage, use and multi-modal transportation of en-
ergy sources in the context of techno-economic deployment and expansion planning. The focus
is on the minimum expenditure coverage of European electricity and heat demand by 2050 in a
closed linear multi-period optimization of global energy flows, taking into account multi-modal
road, rail and ship transport as well as the electrical and gas-based transmission network infra-
structure. The aim is to determine transformation paths for the complete decarbonization of
the transformation sector and final energy consumption endogenously and taking sector cou-
pling into account.

Based on the structure of existing transport networks and the distribution of remote primary
energy potentials, a data-driven approach is developed to resolve the tension triangle between
the mapping of high-resolution potentials of energy conversion at the local level, the overall
energy balancing at the aggregated level and the spatial and temporal balancing in between
across multiple transport modes and energy carriers. For this purpose, top-down and bottom-
up approaches are combined and, starting from a uniform regionalization with a resolution of
100m, processes for balancing energy demand and energy supply, which are simulated on the
same weather basis, are aggregated and defined.

The functionality of the approach is validated in the context of optimizing the cross-sectoral
decarbonization of the energy system in the extended European region and the neighboring
electricity sector in Central Asia and the MENA region, taking into account additional supply
potentials in Patagonia. The expansion of the renewable electricity supply in the area under
consideration, flanked by electricity grid expansion measures, forms the basis for the expansion
of electricity use, for example in the heating sector, as well as in the conversion sector for the
production of hydrogen. The results illustrate, that there is a wide range of technologies involved
in the transformation of the energy system. Hydrogen is being expanded via various conversion
and transportation routes, both from renewable and fossil energy sources, both on land and at
sea. This drives the expansion of the electrical transport networks, including meshed DC net-
works for the endogenous connection of individual offshore wind farms, and reduces it again
elsewhere, for example when the electrical connection of wind farms to land is replaced by feed-
ing into rededicated natural gas pipelines.
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1 Introduction

1 Introduction

With the long-term strategy to reach climate neutrality by 2050, which was submitted by the EU
in March 2020 to the United Nations Framework Convention on Climate Change UNFCCC, the
European Union formulated the goal to reduce the greenhouse gas emissions to net zero®. With
this goal the EU is among many other regions and countries who have joined the “Climate Am-
bition Alliance: Net Zero 2050”, which started in 20202 In order to align with the Paris Agree-
ment to limit the global temperature increase below 2°C, however, a fundamental restructuring
of the energy system is needed. Energy system models may provide a valuable insight to decision
makers how this goal may be reached and are therefore increasingly applied in this research
field (DeAngelo et al. 2021). In this context, mainly national energy system models such as MES-
SAGE, TIMES or 0SeMOSYS, are chosen from the broad range of available energy system models,
which were developed since the 1950s (Kueppers et al. 2021; Lopion et al. 2018). The common
idea underlying many of these approaches is the modelling of the energy system through a di-
rected flow of energy from the source to the sink. Apart from the academic research, a hierar-
chical multi-method approach is more common for addressing the issue of achieving net zero,
such as applied by the European electricity and gas transmission network operators (ENTSO-E,
ENTSOG). In the combined long-term planning of the gas and electricity transmission systems,
the European network operators thus start from initial national estimates of the demand and
capacity development, followed by a development of trajectories and an expansion of the trans-
mission capacities (ENTSO-E — ENTSOG 2020). Facing the challenge of modelling a complex sys-
tem, in which multiple competing and complementary strategies might be applied for reaching
net-zero CO2 emissions, both approaches have their pros and cons. While national energy sys-
tem models are highly suitable for modelling the development of complex energy conversion
chains in simplified single node models with a reduced temporal resolution, the approach of the
transmission system operators might address the complex interdependencies between distrib-
uted generators and loads in the grid, once their capacity and location is known. As the suitability
of each decarbonization strategy depends on the spatial, temporal, technological and sectoral
relation between existing and potential energy conversion, storage and transmission options, a
combination of both approaches is desirable. Based on the next figure, which illustrates a few
conversion, storage and transmission processes, the interdependency between some “popular”
emission reduction strategies is discussed next, aiming at addressing some open research ques-
tions. It is assumed, that the heating and electricity demand of a residential consumer (lower
right corner) with a battery electrical vehicle should be covered based on the energy conversion
from wind and solar (only PV) or methane and hydrogen. Additionally, it is considered that there

! This goal is also the “heart” of the European Green Deal EU (2023).

2 Currently this alliance has 136 national states and 22 regions as members (https://climateiniti-
ativesplatform.org/index.php/Climate_Ambition_Alliance:_Net_Zero 2050, last checked:
18.12.2023).
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is the option to convert, store and transport these derived energy carriers at or between differ-
ent sites in order to achieve the restriction of generating net zero emissions. The objective func-
tion minimizes the total system cost for the load coverage.
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Figure 1.1: Example of the interaction between different components of an energy system

Multiple trade-offs arise in case a direct electrification of the demand is chosen. The dimension-
ing of the local electricity and heat conversion (WECS, PV, HP) and storage (Battery, V2G) tech-
nologies and their flexibilities (DSM for el and th), for example, should be weighed against the
onshore and offshore electricity grid, storage and generation. The central question under inves-
tigation in this context is the placement (next to the load or apart) and the shares of renewable
technologies. Taking into account the transmission systems, the impact of the load increase (HP)
of a decentral consumer in the electricity grid in most cases deviates from the location of the
decrease of methane or hydrogen in the gas grid, as the supply areas of both systems are non-
overlapping. On the other hand, if the indirect electrification route is considered, such that elec-
trolysers might be built, the previously mentioned problem also arises for decentral generators
if the hydrogen production is fed into the gas grid. Depending on the structure of the distribution
grid, the same renewable generation might disappear in one electricity transmission grid node
and appear as a hydrogen injection multiple kilometers away in the gas grid. With the possibility
to reduce the need for an electricity grid expansion through a shift of the energy transmission
into the gas system, the impact for the expansion of renewables and the transmission system
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depends on the placement of the electrolysers in the gas and electricity grid. If the electrolysers
are placed next to consumers, which might be not the most probable scenario for residential
consumers but is widely discussed for large industrial consumers, the need for a grid expansion
increases. In the context of placing electrolysers next to generation centers, the tradeoff be-
tween the existing natural gas system and the potentially required additions within the gas sys-
tem needs to be evaluated. In this case not only the viable transportation mode must be exam-
ined in more detail, namely whether to opt for a transport via ship or pipe in the first place, but
also the type of the energy carrier for shipping (e.g. LH2, LOHC, NH3) and the type of pipeline
flow (blending, replacement, parallel addition) in the second case must be evaluated. Further-
more, it must be considered, that depending on the placement of the electrolysers in the off-
shore grid (offshore or at the landing), also the structure of this electricity system will change. A
further effect of the indirect electrification strategy is that the energy system will most probably
require an intercontinental spatial (ideally global) definition of system boundaries, as favorable
areas may lie on different continents and are now in competition to the regional (e.g. Northwest
Europe) and local balancing of supply and demand. If finally the option of carbon capture and
storage and the utilization of methane as an energy carrier is taken into account, the solution
might shift from an electrification path to reach net zero CO2 emissions, to a fossil driven sce-
nario. In this scenario the so called “blue” hydrogen is produced after a steam methane refor-
mation with subsequent carbon capture and storage and requires transportation. In this con-
text, a trade-off must be considered between hydrogen production in natural gas producing
countries or in importing countries on the one hand and on the other hand the import by ship
or pipe, such that LNG or pipeline natural gas is replaced. For example, in natural gas importing
countries, the trade-off between a blue hydrogen production at LNG import locations with a
potential short distance pipeline or shipping based CO2 transport to storages and a location next
to load centers must be weighted. When importing hydrogen by ship or pipe, the expansion of
the hydrogen network is concurring with the CO2 pipeline network expansion. Additionally, if a
Fisher Tropsch based conversion from hydrogen to a synthetic fuel oil is taken into account, a
further temporal CO2 sink option is included, which has potential effects on the allocation of
NGR and DAC units. From the point of view of the usage of excess heat potentials, the Fischer
Tropsch processes additionally could be used to provide high temperature excess heat for the
LOHC unloading or the DAC processes and the AEL unit might be used for covering low temper-
ature heat demands. In all cases a locational planning across multiple processes and sectors is
needed. With the availability of DAC processes also the share of the remaining natural gas in the
final demand coverage becomes a variable to consider, as potential renewable excess genera-
tion might be used to run the processes and to reduce the size of the electricity and hydrogen
grid expansion while converting some part of the current structure of the fossil-based energy
system. As each single path in the above examples is rather extreme in a certain sense, a bal-
anced energy system that achieves net-zero at low cost, would most probably include a combi-
nation of all discussed options, such that each component will be ideally dimensioned with re-
spect to the regional conditions and preceding and subsiding processes.

The prerequisite for an evaluation of these interdependences is a spatially and temporally highly
resolved modelling of the generation and demand potentials and profiles. In order to allow a
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flexible reallocation of energy carrier specific supplies and demands between the nodes of the
energy system model, these potentials and profiles furthermore need to be defined with a cor-
responding high resolution below the nodes of the possible transmission system. Currently a
combination of a cross sectoral energy flow modelling for linking multiple conversion processes,
with a highly temporal and spatial consideration of existing and potential conversion, storage
and transmission technologies is not available.

In order to close this research gap and provide a profound decision support for the energy sys-
tem planning, in the following an approach is presented, which allows to evaluate these open
research questions on a global scale. After a brief description of the general approach and a
classification within the existing literature in chapter 2, a detailed description of the developed
integrated energy system modeling approach is provided. The suitability of the approach for the
modelling of large scale, complex energy systems is afterwards demonstrated in a case study in
chapter 3. In the last chapter 4 the results are summarized and a conclusion with respect to the
limitations is drawn.

Considering that the developed approach covers a broad range of research fields in the energy
system modelling, the literature review for the single components of the developed model is
provided directly next to the description of the components in chapter 2. At the same place also
the developed energy system model, in the following referred to as PERSEUS-gECT?, and its tool
chain for the problem structuring, parametrization and solution, is classified within the litera-
ture. The model description in chapter 2 is divided in a description of the general modelling
approach in chapter 2.1 and its placement into the literature of energy system models in chapter
2.2, followed by the definition of the formal model structure in chapter 2.3 and the data struc-
ture in chapter 2.4. In this context the definition of the reference energy system and of the
structure of the mathematic optimization problem isincluded in chapter 2.3, while the approach
for the parametrization of the energy model is provided in 2.4. In the following case study in
chapter 3 it is shown that the developed approach is able to bridge the granularity gap between
an energy system transformation on an intercontinental scale and a cross-sectoral optimization
of complex conversion chains on a nodal scale. Although it is shown that the developed approach
provides a plausible answer to each of the previously raised questions, there is still room for
further developments. The last chapter therefore includes a detailed discussion of the limita-
tions and the future work.

3 PERSEUS (Program Package for Emission Reduction Strategies in Energy Use and Supply)-gECT
(global Energy Conversion and Transport).
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2 Development of an integrated
energy system modeling approach

The general purpose of PERSEUS-gECT is to provide a framework for a multi-period techno-eco-
nomic expansion and dispatch planning of the supra-European energy system considering the
conversion, transmission and storage of multiple energy carriers and related commodities. A
spatial and temporal highly resolved modeling of regional conversion restrictions, ranging from
the primary to the final energy conversion of existing and future processes, constitutes the basis
of the developed framework. With a focus on developing a consistent hourly modeling approach
of all weather-dependent supply and demand processes, such as the intermittent renewable
resource availability of wind and solar on the one hand and thermal heating and cooling pro-
cesses on the other hand, the aim of PERSEUS-gECT is to provide a decision support for planning
the energy system while taking into account the complex spatial and temporal interdependen-
cies due to varying weather and climate conditions.

From the perspective of a central planner with deterministic perfect foresight the developed
approach should provide a decision support for finding an optimal configuration of the energy
system such that all expenses for covering an exogenously given demand for certain energy car-
riers, which might be either the input or output of a final energy conversion process, are mini-
mized. Starting from the configuration of the existing energy system, an optimal spatial and
temporal balancing for multiple energy carriers should be determined based on an endogenous
expansion of processes for their conversion, transmission and storage with respect to technical
and political restrictions, such as the emission reduction targets for CO2. In this context an ap-
proach for defining the nodal basis of energy conversion, distribution and demand based on the
existing infrastructure as well as regional generation and demand potentials is developed. Next
to the challenge of parametrizing such a complex system with respect to the actual installed and
future technologies, another main challenge lies in an adequate definition of decision variables
and nodes, while considering the high degree of freedom for linking multiple conversion pro-
cesses for multiple energy carriers within a multi-modal transmission model.
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Figure 2.1: Structure of PERSEUS-gECT.

As illustrated in figure 2.1, the framework of PERSEUS-gECT therefore consists of an approach
for defining the data structure of the model in the first step and setting up an appropriate large-
scale linear optimization model in the second step.

In the following chapter 2.1 the overall modeling concept of PERSEUS-gECT is described first,
followed by a short literature classification of the approach in 2.2. Thereafter, its two compo-
nents consisting of the formal structure of the mathematical optimization model on the one
hand and the underlying data structure on the other hand are defined in chapter 2.3 and chapter
2.4.

2.1 General modeling concept of PERSEUS-gECT

The main purpose of PERSEUS-gECT is to bridge the gap between modeling approaches which
aim to optimize the energy balance of a system such that multiple energy carriers and transfor-
mation processes between the primary energy supply and useful energy demand might be en-
dogenously adjusted for multiple sectors on the one hand and models which focus on a specific
sector and a detailed representation varying regional resource and demand constraints and the
balancing system on the other hand. In the first case, the decision support often focusses either
on modeling the transformation on a large scale, like the national level, or contrary, on a small
regional scale, such as the municipality level. In consequence, the spatial balancing of supply
and demand is either overestimated or underestimated. In the second case, the focus on the
transmission system often comes with the trade-off of an exogenously fixed allocation of de-
mand and supply potential to the nodes of the systems under consideration. Thus, the challenge
lies in bridging the granularity gap between a regionally accurate assessment of supply and de-
mand potentials and profiles, and a global multi-sectoral, multi-energy balancing with respect
to transmission and storage restrictions.

From a modeling point of view the challenge is to define an appropriate data and model struc-
ture, in order to combine an efficient data handling with a minimal problem size for modeling
the relevant dynamics of the energy systems. One possible structure for an efficient modeling
of such a multi-sectoral, multi-energy system is to apply the concept of a directed graph for
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modeling the energy and commodity flow, conversion and storage. Within the PERSEUS model
family, which is based on the energy flow model EFOM, this is realized by classifying the nodes
of the graph as producers (pn € PROD), which are linked by edges (pn, pn’,ec) € Q directing
the flow of commodities, such as energy and materials (ec € EC), between producers. Concern-
ing the data structure, a hierarchical approach is realized, with an aggregation of producers to
sectors or subregions and later on to regions on the highest aggregation level. Below the pro-
ducer level, multiple units (pu € UNIT) define the capacity of a certain conversion or storage
technology. These units serve as an endogenous capacity bound for underlying conversion pro-
cesses (pp € PROC), defining the set of alternative operation configurations of a unit with re-
gards to the predefined input-to-output ratio for the conversion of commodities. In this context,
a producer may be classified as an abstract entity, comprising related activities, which convert,
store, demand or supply energy or materials within a certain sector or subregion, assuming a
lossless and unrestricted transmission of commodities between the internal processes. The en-
ergy flow graph is ultimately determined by integrating both the source and sink node to the set
of producers and defining the exogenous demand for a commodity through fixed flows directed
towards the sink. Driven by the need to meet an exogenously given demand, an optimal config-
uration of the graph is obtained by adjusting the unit capacities. This adjustment aims to mini-
mize the system expenses related to both capacity investments and the operation of processes
or flows at a certain activity level. In this context the temporal dimension is structured such that
tp € TP defines the realization points for capacity changes on a period basis, often representing
a period of years. Considering varying supply and demand conditions within a period, changes
of the process and flow levels are realized on a sub-period scale of time steps ts € TS, often
representing weighted hours of certain days within a year. Thus, the nodal balance equations,
which span the energy graph, balance the level of flow variables f, conversion process variables
x and storage variables s, in a way that the amount of a commodity flowing in, being produced
and stored during a preceding time step in a node must equal the sum of outflows, demands
and the storage level at the end of the time step:

flow
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Vpn € PROD,Vec € eC,Vtp € TP,Vts € TS|ts > 1

, Wwhere STORPROC < PROC defines a subset of processes which store commaodities. In this
context, the level of the associated storage variable sy, +,, +s defines the amount of energy or
material which is stored in a producer node at the end of the time step. By multiplying the

1 A detailed discussion of approaches for modeling storage restrictions in different models of the
PERSEUS family is omitted at this point. One possible approach to solve the storage restriction
for the first time-step is to apply a coupling to the storage level of the last time-step, instead of
the non-existing previous one.
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variables with a specific coefficient a, conversion, storage and flow efficiencies are modeled.

Besides the outflow and storage variable of the specific time step, which is not further adjusted,

flow

pn,,pn’ec’tp), storage losses due to a self-discharge

this approach allows to define flow losses («

(azs,;‘_’zfnlec_tp) and to fix the ratio between and within the conversion of input commodities

(az",%’pnlec_tp) to output commodities (@py’yy ec,ep)- Contrary to flows, which are defined based

on a specific edge (pn,pn’, ec) € Q, process variables may convert multiple input commodities
to multiple output commodities and are not indexed based on a specific producer node. How-
ever, a strict hierarchical order is applied based on the domain definition pp € PROC,,, such
that each variable is uniquely assigned to one producer. Next to the nodal balance equation, the
endogenous capacity restriction of processes, storages and flows based on a unit variable is a
main part of most PERSEUS models, among many other specific constraints. While all variables
may have a specific lower and upper bound, it is important to note that the relation of pro-
cesses/flows to units is of the type N:1, meaning that a single unit may restrict multiple pro-
cesses/flows. As illustrated in the following figure 2.2, the clear advantage of such an approach
is the possibility to define complex cascading energy and material conversion processes for each
producer and to balance the flows between producers based on a plain data structure and a
single equation type.

The main drawback of such an approach on the other hand is the strong assumption of a lossless
and unrestricted transmission of commodities between the internal processes. In case multiple
transmission systems are considered for the flow of multiple commodities, the number of pro-
ducers usually grows rapidly with each additional commodity and network added to the system,
as the topology of the different networks usually doesn’t match. The simple case of a graph with
three regions, and one producer with two conversion processes per region, each producing com-
modity ¢ from a and b may illustrate this drawback. Without intraregional network constraints
the nodal balancing constraint results in nine equations with six process and nine flow variables,
assuming a positive inflow and outflow of each commodity between each region (figure 2.2.a).
In case a network with limited capacity is considered for one of the input commodities, for ex-
ample for commaodity b, in a way that the two conversion processes are connected to different
nodes of the network, the problem size increases significantly (figure 2.2.b).
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Figure 2.2: Simple network example (left), complex network example(right).

Besides of two additional flows per region, for adding the network, the producer node in each
region has to be split in six nodes adding six additional flows per region in order to avoid a
shortcut in the flow of the introduced network. In total 15 additional equations and 18 flow
variables are added additionally to the six flow variables which are initially introduced. In a small-
scale energy system considering the transport of multiple networks, such as models on a munic-
ipality scale, the increase of the problem size might be acceptable. With an increasing size of the
energy system, the advantage of such an approach, however, significantly decreases. This is a
challenge in particular for sector coupling processes, considering that in large scale energy sys-
tems with transmission grid restrictions, most processes are not directly connected to the nodes
of a transport system, but indirectly through a distribution grid. The standard case of decentral
consumers with the options to cover their space heating demand based on an electrically driven
heat pump or a gas fired boiler illustrates the challenge, taking into consideration the different
topologies of the gas and electricity transport infrastructure. When assuming non-overlapping
supply areas for the same commodity below the transmission grid level, the challenge arises,
that consumers may be situated within the supply area of the same gas node but connected to
different electricity nodes.
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Figure 2.3: Overlay of the gas and electricity transmission grid, the challenge of matching supply areas

In PERSEUS-gECT this problem is addressed by generalizing the concept of producers, processes
and units in a way that the definition of a producer is reduced to an entity, that relates processes
and units with a common geographic property? and function. In the previous example that de-
scribed the balancing of two processes in three regions, the possibility to assign a process to
different nodes obviously solves the challenge, which arises with the introduction of intrare-
gional network constraints, as no additional variables or constraints are needed besides the two
introduced additional flows per region. By relaxing the assumption of a non-restricted commod-
ity flow between all processes associated to a producer, the concept of a producer might be
extended in a way that pn € PROD defines the relation between a set of processes which cover
the same spatial area or are allocated at the same point and a set of nodes, which are linked by
these processes. In this context, the concept of a balancing node is reduced such thatn € N
only defines an entity without internal restrictions for the flow of energy or material. With a less
restrictive definition of a process, including the possibility to link different nodes, the need to
differentiate between flows and conversion processes can be omitted. Instead, a generalized
definition of a process is chosen. Next to the already known functionality of converting com-
modities within a node and time step, a conversion of commodities between different nodes of
the same time step (flow) and between same nodes of different time steps (storage) as well as
a combination of both (flow with storage), is included. A process X, 15,5 thus defines a directed
flow of energy and material starting from potential different nodes in time step ts and ending
in potential different nodes of time step ts’ > ts, which includes and extends the former

2 This might be an exact geographical location (latitude, longitude) or a polygon defining a cer-
tain area.
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definition of flows and storages. Furthermore, a less restrictive definition of a unit is chosen,
allowing a N:N relation between processes and units, such that a process may be restricted by

multiple units.

A major drawback of the developed approach is the need to break the clear structure of an
energy flow graph on the one hand and the clear hierarchy of regions/subregions/pro-
cesses/flows on the other hand. With increasing degree of freedom for the definition of nodes
and processes, the challenge of parametrizing a clear data structure increases. Therefore, a fo-
cus of PERSEUS-gECT lies in the definition of producers, relating possible processes with possible
nodes, starting from the graph of existing and potential transport systems for multiple energy
and material commodities on the one hand and regional demand/supply potentials on the other
hand. As illustrated in the following figure 2.4, the main idea for defining the model structure
lies in overlaying of a spatial highly resolved potential analysis with the topology of the transport
infrastructure. This integration enables the discretization/aggregation of decision variables and
their interconnection between the nodes within the transport graph.
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Figure 2.4: General approach for the problem definition and parametrization in PERSEUS-gECT.

2.2 Classification of the modelling concept within the
literature

A detailed overview of the literature for certain aspects of the developed modeling approach
can be found in the specific sub chapters. The goal of the following brief overview is to give an
insight of how the developed approach in general might be classified within the existing litera-
ture. In general PERSEUS-gECT can be classified within the broad category of energy system

11
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optimization models, which aim to provide insight on the development of the energy system
from a regional to a global scale. In recent years many open source models, of which PyPSA
(Brown et al. 2018) is maybe the most prominent and widely used, have been developed with
the scope of providing easy assessable and transferable methods for the parametrization and
optimization of energy systems based on open source data. Besides of the multiple branches of
PyPSA, such as PyPSA-EUR and PyPSA-Earth, (Parzen et al. 2023) mentions several other models
such as 0SeMOSYS Global, Genesys, LUT, LEAP in this context. The publication classifies these
models according to their representation of the transmission system (power flow (PF), transport
model (TP), linearized optimal power flow (LOPF), security constrained linearized optimal power
flow SCLOPF), the consideration of unit commitment (UC) constraints, the sector coupling and a
pathway optimization, and for the authors very important, the sector free and openness of the
model. Within this classification PyPSA complies with all criteria while the majority of the other
before mentioned methods are applicable for modelling the sector coupling while taking into
account unit commitment constraints and a certain representation of the transmission system.
An interesting observation is the allocation of the TIMES and MARKAL within this framework,
with the ability to combine a linearized optimal power flow and unit commitment constraints,
with its initial strength of modelling complex sector coupled systems within a single node model.
This might represent an interesting link to the developed own approach, as PERSEUS-gECT
evolves from the same model family of energy flow graph based representations of the energy
system (Rosen 2008). The comparison to this type of national energy planning tools is therefore
more suitable, which are referenced by (Krishnan et al. 2016) as co-optimization tools for the
power system generation and expansion planning. A comprehensive overview of on the needed
inputs and a comparison of existing methods which also includes an older version of the original
PERSEUS model may be found in (Liu et al. 2013). In the current setting a comparison of PER-
SEUS-gECT with classical linear optimization models, which model the development of the elec-
tricity and heating system such as the REMix(Gils et al. 2019), might be more suitable than the
comparison to open source based approaches as done by (Parzen et al. 2023). Instead of devel-
oping generic models which might solve small problem instances with the described properties
with the mentioned constraint of SCLOPF and UC problems, the comparison with large scale
multi commodity energy system models might be more suitable. Following the classification of
(Dranka et al. 2021) with the differentiation of co-optimization models along the categories in
short and long-term planning in six different problem fields focusing on (i) energy and reserve
markets, (ii) electricity and gas networks, (iii) micro grid, (iv) water nexus, (v) multi energy carrier
and (vi) generation and transmission network expansion planning (GEP & TEP), the number of
approaches with a comparable problem spectrum to PERSEUS-gECT is limited. Neglecting a mod-
elling of micro grid and of the water nexus, the currently developed approach tries to combine
the long-term planning in the remaining categories with a high spatial and technological resolu-
tion. While the number of approaches with a detailed modelling in the categories (i), (ii) and (vi)
is very large, the amount decreases in case the transport of multiple energy carriers is inte-
grated. The National Long-Term Energy and Transportation Planning (NETPLAN) software devel-
oped for modelling the energy and transport infrastructure in the US is one example for this kind
of exiting approaches. Approaches, which combine the expansion of a multi-energy carrier

12
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transport system with a combined multi energy generation and demand planning on the one
hand and the transmission expansion planning of the electricity and gas network on the other
hand, are rather rare. In most cases, in which a generation and/or transmission network is opti-
mized with a high technological and spatial resolution, only one sector is considered. For the
(electricity) generation planning, for example, numerous examples can be found, with a good
overview provided by (Sadeghi et al. 2017). (Hemmati et al. 2013b) on the other hand provide a
good literature overview for the transmission network expansion planning problem. Concerning
the combination of both problems, the overview of (Hemmati et al. 2013a; Latorre et al. 2003)
and more recently (Li et al. 2021) could be mentioned, which focus on a co-optimization in the
power system. In this context, PERSEUS-gECT could be placed in the triangle of the before men-
tioned literature streams. Starting from a detailed modelling of the combined GEP and TNEP (a),
the high granularity of the recently trending open source and open data-based type of ap-
proaches (b) is combined with the detailed cross-sectoral modelling approach of classical na-
tional energy planning tools (c).

2.3 Formal structure of the optimization model

The formal structure of the techno-economic multi-commodity and multi-period energy system
expansion and dispatch optimization model PERSEUS-gECT is based on a rather general defini-
tion of processes, units and producers for a spatial and temporal balancing of an exogenously
given demand of certain energy carriers with the goal of minimizing the system expenses. There-
fore, the general concept for modeling the conversion, transmission and storage of commodities
is defined in a first step in chapter 2.3.1. Following the rather abstract definition of the problem
structure, the actual reference energy system is defined in chapter 2.3.2, which is modeled in
PERSEUS-gECT based on processes, units and producers. With the definition of the actual con-
version, transmission and storage systems, the constraints for their balancing and expansion
might be specified. The specification of the general constraint set introduced in 2.3.1 is thus part
of the last chapter 2.3.3.

2.3.1 Modeling the conversion, transmission and storage of
commodities based on a general concept of process, units and
producers

Given a set of nodes n € N and a set of time steps ts € TS of a time period tp € TP, the basic
structure of the model is defined based on the concept of processes pp € PROC for the conver-
sion, transmission and storage of one or more commodities ec € EC between these nodes and
time steps. In this context the variable x,), ;,, +s defines a certain conversion activity starting in
time step ts € TS of time period tp € TP. Each process activity might convert multiple input
commodities from multiple nodes to multiple output commodities at multiple nodes and time
steps ts' =€ TS. The nodal balancing equation thus depends on the domain definition of a
process and the conversion ratios:
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out _ in dem
ZCSIETS prEPROCn_Ce xpp,tp,tsrapp_n_ecltp_ts’_ts - prePROCn,ec xpp,tp,tsapp,n,ec,tp,ts + bn,c,tp,ts (2 2)

vn € N,Vec € EC,Vtp € TP,Vts €TS

Eq. 2.2 follows the convention of defining the exogenous nodal demand b,‘fg’c'ftp,ts for a certain

commodity ec € EC,, in each time step as a positive right-hand side (rhs) parameter. Further-
more, the conversion outputs of current or previous (ts’ < ts € TS) process activities associ-
ated with a certain node-commodity pair pp € PROC,, .. define the inflow into a node depend-
ing on the positive coefficient a%ﬁtec’tnts,’ts. Vice versa, conversion inflows of current process
activities are allocated on the right-hand side depending on the coefficient ag;l),n,ec,tp,ts while
exogenous inflows of commodities into a node are defined based on a negative rhs parameter
bﬁ_‘zf’tlp,ts. While most stationary storage processes are linked with ts’ = ts — 1, corresponding
to an inflow of a commodity starting from the same node in a preceding time step, longer time
lags (tl = 1) are possible in case of spatial flows, considering that the transport of a commodity
over long distances might take days or weeks, depending on the chosen system. For modeling
the storage state in cases where the time lag is greater than the current time step, the current
time step is usually linked to the end of the year such that ts’ = |TS| + (ts — tl). Due to this
start problem, the restriction that only previous storage states are considered (ts' < ts) is ac-
out

tually missing in the nodal balance and shifted to app, 7 ¢ tp,ts1,cs- In the following figure, the dif-
ferent process types and their balancing are illustrated:

Conversion within the same node

; Conversion within the same time step and different nodes
and time step

Conversion between different nodes ts’
and time steps

(R e
PRSI RES: ecy,..ecy € EC

ny,.- Ny €N
ts,ts' €TS

in
App,necitpts

Figure 2.5: Conversion process types in PERSEUS-gECT.

By rearranging the coefficients in a way that the matrix A‘gz‘,f’t’ét includes all input and output

coefficients of processes with ts’ = ts, while A?;,f’t’ét_”’ts includes the ouput coefficients of all

14



2 Development of an integrated energy system modeling approach

conversion processes with a time-lag t! of period tp € TP, the nodal balance equation for each
period tp € TP might be expressed as follows?:

Atp,ts—tl Xip,ts—tl btp,ts—tl
. . . - E (2. 3)
b

Atp,ts—tl,ts Atp,ts Xtp,ts tp,ts

, Where X, + includes all process activities of a time step. In this context the rhs Parameter by, ¢
is a vector of length NC = ), ,,cn |Cy, |, where C,, defines the set of commodities which are bal-
anced at node n.

Considering that processes might be assigned to multiple nodes of the graph and to multiple
commodities, which makes a unique assignment to a certain region or sector difficult, their re-
gional and sectoral classification is based on the assignment pp € PROCy,, to a certain producer
pn € PROD. A producer thus defines a virtual node to which processes with the same geograph-
ical, sectoral and functional classification are connected. Besides of processes, each producer
also includes a set of units pu € Unit,, in order to model the capacity of certain technologies.

For fixed capacities, the restriction of process levels might directly be applied based on a lower
by, tp,ts and upper bound ubyy, +, +s parameter of the conversion activity in time step ts.

bypipts < Xppepts < Ubppep s (2.4)

In case of an endogenous capacity expansion, one or multiple process activities X,y 1, +s might

be restricted by the capacity of one or multiple process units v,y +,,, = [y;ﬁp,yg,ftp,yéﬂftp]T

In most cases, it is sufficient to work with a single expansion variable y,, %, , which is defined

at the commissioning period tp’ < tp, in order to restrict the process activities of the current

period tp € TP. For processes with an endogenous decommissioning before the end of lifetime,

however, the level of a process unit y;ﬁ}ftp is defined based on the level in the previous period

plus the expansion y;f;p, minus the dismantling ygfftp during the current period:

Yputp = Votp—1 + Ypuep — Ypitp (2.5)
In general, the subset of conversion processes PROC,,;,, and units Unit,, associated with a pro-
ducer pn € PROD might be coupled by k = 1: K capacity constraint relations, such that the
variable capacity constraint relation has the following form:

cap cap cap
prePROCpn Xpp,to,tsEpp ktp,ts = Lep'stp Zpueunitpn ypurtp"gpu,k,tp’,tp,ts + bpn,k.tp,ts (2.6)

Vtp € TP,Vts € TS,pn € PROD,k = 1:K

3 For a better readability the superscript for matrix A and rhs Parameter b are neglected. Fur-
thermore, time-lags which cause a start problem definition (ts — tl < 0) are neglected.
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, where PROC,,, and Unit,, define the subet of conversion activities and units associated with

. . . cap cap .
the producer pn € PROD. By rearranging the coefficients Ay ke tp,ts and ﬁpu’k’tp,‘tp’ts into the

. cap cap . . . 4.

matrices Ag,s and By, 1, 1, the capacity constraint might be expressed as follows™:

xtp,ts—k
Atp,ts—k Btp’,tp,ts—k Btp,tp,ts—k Xep,ts btp,ts—k
: - : y., < i (2.7)
B, B v b
Atp,ts tp tp,ts tp,tpts : tp,ts

Besides the process specific variables x;p, 1 ts and Ypy ¢p for modeling conversion activities and
unit capacities, a nodal variable 6, ¢¢ p ¢ is introduced for implementing further technical pro-
cess restrictions, such as restricting conversion processes at or between specific nodes during a
time step. By rearranging the sub-period resolved variables Xy, 5, rs and 0y, ¢c i s IN @ Way that

T . s .
the vector gy ;s = [xpp,tp,ts, Hn,ec,tp,ts] comprises all process activities and nodal variables, the
previous capacity constraint restriction might be extended to a more general restriction. Based

on the coefficient matrices A?p,ts and B’ applying to variables with/without

tprtp,ts’
(Uep,es /Vpu,tp) @ sub-period resolution, a general coupling of conversion activities, unit capaci-

ties and nodal variables is implemented>:

utp,ts—k
Apes—k B, wpis—k = Beptprs—k Upis bipis—k
: - : < : (2.8)
B B Vo b
Agp ts tp tpts tp.tp,ts tpts

By aggregating the sub-period resolved matrices A, ;s and Bg;,,,tp"ts

BtT;, tp’ and rearranging the coeffcients of constraints which only involve process unit variables

for each period to Af; and

into Bthf' tp the overall problem structure might be expressed as follows:
Uyq
TS .
ATS BT : b{s
: . Uep :
TS TS = TS (2.9)
ATS Biwp v Bipep y.l bip
TP TP : TP
Bl,tP BtP,tP b

tP

, where tP defines the last Period and u;, comprises all sub-period resolved variables of period

tp while bz;f aggregates all righthand side parameters of a period.

4 For a better readability the superscript for matrix A, B and rhs Parameter b are neglected.
> For a better readability the superscript for matrix A, B and rhs Parameter b are neglected.
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Considering that all equality constraints such as the nodal balancing equation 3.1 or the process
unit level definition in 3.4 might be reformulated to inequality constraints, the problem struc-
ture defined in 3.8 already shows the overall structure of the optimization problem. As already
mentioned, PERSEUS-gECT is formulated as a linear optimization model, that minimizes all rele-
vant expenses for the operation and expansion of the system:

var
ZtsETS prePROC xpp,tp,ts Cpp,tp,ts

. fuel in
min ZF = theTP Dts€TS LineN DieceEC prePROCn,ec Xpp,to,tsCn.ec,tp,tsEppn.ec.tp.ts (2.10)

fix inv
Ypuevnit Yputp Cpuep T Cputp)

In this context cpg’tp s includes the discounted variable cost of a process activity in time step ts

and period tp which might include variable operations and maintenance cost, port fees, while

fuel

Chectpts

includes the discounted commpodity specific expenses. Process unit variables on the

other hand are multiplied with the discounted fixed cost for the operation of a specific capacity
fix

Cpu,tp

mantling of a unit capacity.

and the parameter cri,’,ftp which includes discounted expenses for the expansion or dis-

2.3.2 Reference energy system of PERSEUS-gECT

PERSESEU-gECT follows a data driven approach for modeling the energy and material balance
within a certain region and time horizon. Depending on the specific scenario, period and regional
context, a sequence of multiple processes is used to model either a partial or complete energy
balance. This encompasses various stages ranging from the extraction of primary energy carriers
to the final energy conversion, ensuring the fulfillment of sector-specific useful energy demand.
This includes the transport, storage and conversion of multiple primary and secondary energy
carriers and further commodities. An overview of the actual balance of commodities along the
energy conversion chain is illustrated in the following table 3.6:
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Transfermation Final demand

EXP PPRD TRA STOR TI_EHG TO_EHG TI_OCP TO_OCP TI_FD TO_FD

comb_fuel
comb_solids
fossil_solids 1 (b) 1 1
biomass 1 1 1 (a)
waste 1 1
metals 1 1 1 1
other_solids 1
comb_gas
CH4_gases
CH4 1 1 il 1 il 1 1
NG 1
SNG 1
L(SING 1 1 1 1
cis)nG 1 1 1
biogases 1 1 1 (a)
MG 1
H2 1 1 1 1 1 1
LH2 1 1 1 1
CH2 1 1 1
NH3 1 1 1 1
other_gas
comb_liquids
0il & Oil prod
oil 1 1 1 1 1
fossil_oil 1
SFO 1
liquid_biofuels 1 (a)
MeOH 1 i 1 1
LOHC 1 1 i 1
other_liquids
other_nonres
nuclear 1 ;|
wind 1 1
solar 1 () 1
hydro 1 1 1
geo il 1
marine 1 1
other_res
electricity 1 1 1 1 1 1 1 1
heat (d) 1 1 il 1 1 il
o2 1 1 1 1 1 1

IMP: import, EXP: export, PPRD: primal production, TRA: transport, STOR: storage, TI/TO: transformation input/output, EHG: electricity and heat generation,
OCP: other conversion process, FD: final demand

(a) final demand of bioenergy is regionaly balanced in advance and therefore excluded from the optimization

{b) storage processes only used for modelling the final demand flexibility, no explicit storages for fossil selids considered

(c) used for modelling integrated electricity and heat storages, such as for concentrated solar power plants and photovoltaic-battery systems

(d) topology and capacity of distric heating networks is defined in advance, during the optimization transport restrictions are neglected

Figure 2.6: Modelled energy balance

Driven by the final energy and non-energy demand (ecf? € EC) of transformation processes
using fossil solids, biomass, methane, hydrogen, oil, electricity or heat as an input in order to
balance a sectoral useful energy demand such as space heating, the aforementioned energy
carriers are either imported, internally extracted or produced considering transmission and stor-
age restrictions. Besides of some modifications, the structure of the illustrated reference energy
systems in general follows the approach of Eurostat for structuring the energy balance within a
system®. Concerning the availability of primary energy carriers, PERSEUS-gECT models the pri-
mary production of natural gas and renewables based on field specific natural gas data and a
spatial highly resolved techno-economical potential analysis for renewable energy sources. In
case of fossil solids, oil and uranium, the primary production is neglected. Instead, the inflow of

® https://ec.europa.eu/eurostat/documents/38154/4956218/ENERGY-BALANCE-GUIDE.pdf/
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these primary energy carriers into the system is modeled based on a simple import flow from a
global slack node. In addition to the generation of heat and electricity, the conversion to sec-
ondary carbon and non-carbon-based combustible fuels, such as hydrogen and its derivatives is
modeled. Considering CO2 emission restrictions, PERSEUS-gECT enables an endogenous adjust-
ment of production, transmission, storage and demand capacities for most energy carriers such
that the multi-modal flow of energy might be optimized from the source to the sink. In this con-
text the model considers a national and global balancing of CO2 emissions from each conversion,
transmission and storage processes within the system, such that the combustion of fossil, bio-
genic or synthetic carbon-based energy carriers injects CO2 to a national atmosphere node or
into a node of the transmission and storage system for CO2 while the production of the non-
fossil energy carriers demands CO2. As a consequence, there is no need to differentiate trans-
formation outputs depending on the transformation inputs, such as renewable or non-renewa-
ble electricity, heat, hydrogen, methane or fuel oil in order to establish emission reduction tar-
gets. Assuming that the characteristics for the transmission, storage and final demand
conversion for biomethane, synthetic natural gas from power (Sabatier) and natural gas are
comparable, in PERSEUS-gECT only the processes for their primary conversion are differentiated.
Analogously to methane, the same simplified approach is applied to fuel oil products, independ-
ent of their biogenic, synthetic or fossil source. Considering that transmission, storage and con-
version processes are defined based on their transformation inputs and outputs, the general
approach to avoid an exponential increase in the number of processes is to model only the flow
of some base commodities which are differentiated with respect to transmission, storage and
conversion restriction. In addition to the differentiation of heat and low temperature heat driven
by the demand side, methane, hydrogen, CO2 and electricity are differentiated in order to model
different transport modes. Besides of a gaseous pipeline transport, the previously mentioned
gases might be compressed or liquified for a transportation by rail, road and waterway. For the
electricity transport the possibility to choose between the AC and DC transmission system ne-
cessitates a differentiation of the commodity. In addition to the already mentioned supply or
demand driven commodities, the transport, storage and use in the transformation sector of sec-
ondary energy carriers, such as liquid organic hydrogen carriers (LOHC), ammonia (NH3) and
reactive metals (RM) is considered in order to model the alternative hydrogen-based conversion
and reconversion paths. Although these commodities are also produced and demanded in the
chemical or steel industry, their final demand is neglected in the current model state and the
energy to produce these commodities for a non-energetic use is included in the demand of the
mentioned final demand energy carriers such as electricity or hydrogen.

As illustrated in the following figure 3.7, the goal of this approach is to evaluate alternative con-
version paths for a spatial and temporal balancing of supply and demand considering the topol-
ogy of multiple transport and storage systems on the one hand and regional demand and supply
availabilities and potentials on the other hand.
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Figure 2.7: Approach for evaluating conversion paths from the primary to the final energy conversion.

In this context the nodes of the transport and storage system are linked by processes, defining
a potential spatial and/or temporal transformation of one or multiple commodities and may
have a variable capacity defined by units. With a unique assignment of each process and unit to
a producer, defining a regional entity, which represents a specific geographic point, line or area
with an associated set of related nodes, a mapping of regional availabilities and potentials to
processes and units is enabled. The flexibility to convert energy carriers between the nodes of
multiple transport systems of usually non-overlapping topology with a minimal amount of vari-
able, however, has the drawback that processes and units cannot be directly associated to a
specific node or energy carrier or even function. Keeping this ambiguity in mind, processes and
units might be classified based on a combination of their main function, input and output com-
modities, sector, technology and eventually their commissioning year and aggregation status.
From a functional point of view a differentiation between the electricity and heat generation
(EHG) and other commodity production (OCP) of the transformation sector and final demand
conversion (FD) is possible. Due to the focus on transmission and storage restrictions, the spatial
and temporal transformation is further differentiated in primary storage (STOR) or transmission
(TRANS) related conversions, with import flows included in the last mentioned. This also includes
processes for modeling a multi-modal switch of the same commodity between nodes, while
transmission or storage related conversions between different commodities such as liquifica-
tion/regasification or compression/decompression is included in OCP. Finally, it should be kept
in mind that although each process and unit might be assigned to a unique subset with pp =
{ppEHG’pPOCP'ppSTOR’ppTRANS’ ppFP} € PROC and pu =
{(pufHG, puOCP, pusSTOR pyTRANS 5y FDY € UNIT, the scope of the processes and units is not
exclusively restricted to the main definition of the subset. OCP processes for producing biogases
or synthetic fuels, for example, might also coproduce heat which might be used in district
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heating. The reasoning for the classification is to allow an intuitive structuring of the model input

and output data.

Following the convention to classify EHG conversions based on the main input fuel, OCP conver-

sions based on the main output commodity and spatial/temporal flows based on the stor-

age/transmission system, following main classes of processes and units might be differentiated:

Figure 2.8:

Classification of non-final demand processes.

oce TRANS EHG
biogases pipe comb_fuel comb_solids
biogas_from_AD pipe:gas CH4 bulk2bulk comb_solids fossil_solids
sewage_gas_from_AD pipe:gas H2 pipe:lige->truck comb_gas biomass
landfill_gas_from_AD pipe:gas co2 pipe:liqe->rail comb_liquids waste
H2 pipe:liq SFO pipe:lige->ship:sea metals
H2_from_electrolysis pipe:liq MeOH pipe:lige->ship:river wind other_solids
H2_from_methane pipe:liq LOHC truck<->rail wind_off comb_gas
H2_from_biomass pipe:liq NH3 truck<->ship:sea wind_on CH4
H2_from_coal road truck<->ship:river biogases
H2_from_NH3 truck C(S)NG rail<->ship:sea solar MG & syngas
H2_from_LOHC truck L(S)NG rail<->ship:river pv H2
H2_from_RM truck CH2 ship:sea<->ship:river solar_thermal NH3
CH4 truck LH2 other_gas
SNG_from_biogases truck SFO IMP hydro comb_liquids
SNG_from_biomass_gasif truck MeOH fossil_oil hydro_pure oil
SNG_from_sabatier_meth truck LOHC fossil_solids ps bioliquids
NG_from_gas_field truck NH3 uranium MeOH
NH3 ship geo LOHC
NH3_from_electrolysis ship:sea NG AC/DC geo_shallow other_liquids
NH3_from_hydrogen ship:sea LH2 AC<->DC geo_deep wind_off
NH3_from_methane ship:sea Lcoz2 wind_off_fixed
MeOH ship:sea SFO marine wind_off_floating
MeOH_from_biomass_gasif_and_syn ship:sea MeOH tide wind_on
MeOH_from_power ship:sea LOHC wave wind_on_OS
oil ship:sea Fe ocean wind_on_F
SFO_from_biomass_gasif_and_ft ship:sea NH3 nuclear pv
SFO_from_power ship:river  LNG fission pv_roof
SFO_from_MeOH ship:river  LH2 STOR fusion pv_ground
RM shipiriver  SFO field /aquifer/cavern P2H pv_floating
Fe_reduction_from_H2 ship:river MeOH H2 P2H_direkt solar_thermal
LOHC ship:river  LOHC (S)NG P2H_ambient solar_th_ground
LOHC_loading_from_H2 ship:river  Fe co2 battery solar_th_roof
COo2 ship:river  NH3 (pressure) tank battery_utility hydro_pure
CO2_from_DAC rail cco2 battery_small ror_and_pondage
CO2_from_EHG_wCC rail C(S)NG Lco2 battery_v2g hydro_reservoir
rail L(S)NG C(S)NG TES ps
Compression\Decompression rail CH2 L(S)NG TES_utility ps_open_loop
H2<->CH2 rail LH2 oil TES_small ps_closed_loop
CH4<->C(S)NG rail SFO MeOH
C02<->CCO2 rail Fe NH3
Liquification\Regasification rail LOHC stockpile
H2<->LH2 rail LNH3 Fe
C02<->LCO2 cable
CH4 <->L{S)NG cable:ac el
cable:DCTT el
cable:DMTT el

Due to the convention to model electricity storages, such as battery and hydro storages, as gen-

erators within the electricity system, processes which model the storage of electricity or heat
are included in the EHG set and not in the STOR set. Furthermore, it should be noted that most
processes for modeling the separation of CO2 are included in the EHG set as part of a pre- or

post-combustion separation of CO2 from carbon-based fuels, while direct air capture (DAC) pro-

cesses are included in the OCP set. Considering the output, EHG processes and units might be

classified according to a combined (CHP) or exclusive generation of electricity (EOP) and heat

(HOP). Vice versa, the OCP set might be further differentiated based on the input commodities.
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In order to model the transshipment of a commodity between two transport systems, the com-
plexity ranges from a simple unloading process of iron from rail to ship, to the injection of
shipped LNG into the gas grid, necessitating a combination of OCP, STOR and TRANS conversions.
This might involve the unloading of LNG from a ship into a land-based LNG storage infrastructure
and a regasification of LNG to NG. A possible realization of such as process chain, which is as-
signed to a producer, is shown in figure 2.9b, including processes for a liquification and regasifi-
cation, port fees for loading and unloading, and storage variables for modeling the volume, in-
flow, outflow and boil-off. Finally, processes and units might be differentiated with respect to
the general and technical specification, as shown in figure 2.9a.

5 of EHG processes and units Specification of OCP processes and units
tach ec_injection tach H2_sre
Ic def EC def
GT input GF AEC integrated
ST def FBC PEMEC extern GasTrans Liq Trans
cc cofiring PF SOEC [CH4, H2) ILNG,LH2)
ORC dual_fuel OF FT CO2_src
FC multi_fuel axis_track_1| Meth def
PEMFC axis_track_2| Sabatier integrated stor_out
SOFC cutput AD extern
PV elec sector MR t-1
STC heat def SMR ccus Lq Stor Hoollot
HY cogen RES ATR 1
WT TER NH3syn 0
TG ccus IND MeOHsyn
CB 1 AGR COZrem output GasTrans Liq Trans
EB 0 TRA WG5S def [CH4, HZ) [LNG LHZ]
HP OTH RWGS cogen_heat
PUR
General specifications EHG_hard_coal_IGCC/H_CCUS_ex_2030: stor_in stor_out
-status: production, construction, planned, potential » Steam extraction (ex), internal gasification
-commissioning/ decomissioning year combined cycle (IGCC), hard-coal fired CHP t
-location investment option with carben caplure, available
from 2030 at PROD node XY

Figure 2.9: General scheme for a specification of EHG and OCP processes (a) and example for a process coupling
for modelling the transshipment of commodities.

Depending on the specification of the system boundaries, upstream processes might be implic-
itly included within a process or modeled as separate processes, with a higher degree of freedom
for dimensioning the different unit capacities and technologies. For example, a power-to-liquid
plant might be characterized by a single process with electricity as single input and Fischer-Trop-
sch fuels as output, implicitly including the electricity consumption of the electrolyser (EC) and
direct air capture unit (DAC), or reduced to a Fischer-Tropsch process (FT) which takes hydrogen
and CO2 from a grid. In the first case the configuration of the FT, EC and DAC technologies is
fixed and production takes place at the same location and time, while in the second case the
hydrogen and CO2 supply might be endogenously adjusted, with the possibility to use hydrogen
and CO2 which might be converted by other technologies, during previous time steps in other
regions.

On the demand side, the processes for converting final demand commodities ec? might be
differentiated on a sectoral and process level. Following a classification analog to the TYNDP
2022, this includes a sectoral differentiation of the industrial (IND), residential (RES), tertiary
(TER), transport (TRA), agriculture (AGR) and energy sector (NRG_E). In this context NRG_E and
TRA only include the demand of processes which are not explicitly modeled as EHG, OCP, TRANS
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and STOR conversions (e.g., excluding liquification and regasification plants), while distribution
and storage losses are endogenously considered in the modeling TRANS, STOR and EHG pro-
cesses. On a sub-sectoral level, PERSEUS-gECT considers a further differentiation of the residen-
tial and industrial sector, such that single (HHs), double (HHd) and multifamily (HHm) households
are considered on the one hand and various industry sectors such as iron and steel and chemical
and petrochemical on the other hand. On the processes level the differentiation is mainly driven
by the classification of direct electricity application and various heating and cooling applications.
The technology classes for converting energy carriers to space heat or hot water, such as heat
pumps, fuel cells and boilers, obviously overlap with some considered in the EHG transformation
sector and may only vary on the techno-economical parameters, allowing a differentiation of
heat pumps in single family buildings and in the district heating network for example. Besides
the possibility to model weather dependent heating and cooling demand profiles, which are
consistent to the intermittent renewable supply profiles, the sectoral and process-based differ-
entiation, which is shown in figure 2.10, is driven by the possibility to model demand flexibilities
and fuel switching potentials with a high spatial and temporal resolution.

RES IND
HHs Iron_and_steel
SeCtor Ievel HHd Chemical_and_petrochemical
HHm Non_ferrous_ metals
) Non_metalic_minerals
+ AGR Transport_ equipment
+ NRG_E Machinery
+ IND Mining_and_quarrying
+ OTH Food_beverages_and_tobacco
+ RES Paper_pulp_ and_printing
+ TER Wood_and_wood_products
+ TRA Construction
subsector level S
Unk_industry
NRG_E =
e | (SUD)Process level for non-heat EC
+ NRG_E_Other_demand
IND = {el,H2,CH4 biomass,oil,fossil solids}
+ IND_Electrical_appliances
+ IND_Heating_cooling —’ IND_Heating_cooling =
+ IND_Non-energy_use + IND_Low_enthalpy_heat
RES W H + IND_Other_processes RES_SH =
+ RES_Cooking + IND_Steam_processes + RES_SH_Boiler
4+ RES_Electrical_appliances + RES_SH_HP —P» [RES_SH_HP =
+ RES_Heating_cooling —b RES_Heating_cooling = + RES_SH_FC + RES_SH_HP_air
TER = + RES_Cooling + RES_SH_CHP + RES_SH_HP_ground
+ TER_Cooking + RES_SH + RES_SH_ST + RES_SH_HP_hybrid
+ TER_Electrical_appliances + RES_WH —l>
+ TER_Heating_cooling RES_WH =
TRA = + RES_WH_Boiler
+ TRA_Aviation + RES_WH_HP
+ TRA_Road > [TRA_Road = +  RES_WH_FC
+ TRA_Rail + TRA_Road_2_wheelers + RES_WH_CHP
+ TRA_Shipping + TRA_Road_Busses + RES_WH_ST
+ TRA_Road_Heavy_trucks
+ TRA_Road_Light_trucks
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Figure 2.10:  Classification of the final demand sector and the possible conversion processes.
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2 Development of an integrated energy system modeling approach

In the current state PERSEUS-gECT focuses on an endogenous modeling of heating processes on
the demand side and relies on a scenario based external definition of other conversion technol-
ogies and their drivers. For a decarbonization of the final demand the model thus may change
the carbon intensity of a fuel by replacing fossil liquids and gases by low carbon synthetic or
biogenic liquids and gases or by switching from gas fired boilers to heat pumps. Investments in
the insulation of a building, which might reduce the space heating demand or in alternative
drives in the transport sector, such as electric driven airplanes, ships or trucks, however, are not
considered.

Concerning the system boundaries, the current focus of PERSEUS-gECT is to model the European
energy system in 5-year periods until 2050, considering supply potentials and transmission re-
strictions in neighboring regions, including the electricity demand in all regions with a consid-
ered electricity grid. As illustrated in the following figure 2.11, showing all nodes of the system
on the left and the location of producers with EHG processes on the right, the spatial coverage
of PERSEUS-gECT includes Europe, Middle East and Northern Africa (MENA), Central Asia and
Patagonia.

Nodes of the Transport System Location of Electricity and Heat Generators

2000 mi RJGC. Esri. HERE. NRCY

000km | <F 3 Patagonia

Figure 2.11:  Current geographic boundaries of PERSEUS-gECT

While the conversion of primary energy is modeled in all regions, a complete energy balancing,
considering the demand of all mentioned final energy carriers, is restricted to the European re-
gion, including Turkey, Georgia and Ukraine. Besides of Patagonia, which is only modeled on the
supply side without the consideration of an electricity grid, a representation of the electrical
network, including a modeling of the power demand, is considered in all regions. In order to
model gas flows from terminals in Nigeria, Venezuela and the USA, PERSEUS-gECT additionally
includes a representation of the relevant LNG infrastructure of these countries.
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2 Development of an integrated energy system modeling approach

2.3.3 Definition of specific constraints

Following the description of the problem structure in chapter 2.3.1, the modeling of previously
defined EHG, OCP, STOR, TRANS and FD processes and units for the conversion, transmission
and storage of combustible fuels, heat, electricity and CO2 should be described next. In this
context the general and specific constraint sets which restrict the dispatch and expansion of
processes are defined, while the approach for the actual variable definition and model para-
metrizing, is subsequently described in chapter 2.4.

Before going into a detail description of the specific constraints, first an overview of the inter-
dependencies between the main EHG and OCP should be given. As illustrated in the following
figure 2.12, the backbone of the modeled energy system is based on a balance of the electricity
and heating system, as most processes either generate primally electricity (ehg2el) and/or heat
(ehg2th) from primary or secondary energy carriers. Alternatively, electricity and/or high-tem-
perature heat is used as an input in order to produce synthetic combustible fuels (e.g., prod: H2,
prod: SNG), with a co-generation of excess-heat in many cases. Besides of multiple wind and
solar conversion processes, the EHG set includes various EOP, HOP and CHP based thermal com-
bustion processes and is linked to either the atmospheric CO2 node or the CO2 transmission and
storage system in case of a carbon-based fuel. In addition to biomass and methane-based con-
version routes, which cover multiple processes from the conversion of primary energy potentials
to final energy demands, PERSEUS-gECT focuses on modeling the conversion of hydrogen from
electricity, biomass or methane and the production of further derivatives such as NH3, LOHC,
MeOH, Fe, SFO and SNG.
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Figure 2.12:  lllustration of the reference energy system of PERSEUS-gECT based on the main processes

Constraints for modeling EHG processes and units

In PERSEUS-gECT the modeling of a combined or separated production of electricity and heat
may require a combination of multiple process and units, depending on the degree of freedom
to change the nodes and share of input or output commodities within a period or the capacity
between periods. In the simplest case of a renewable EOP with a fixed capacity, the generation
is modeled based on a single non-negative process variable 0 < Xy, 1, ts < Ubpy, tp,ts- BY Using
a specific profile upper bound in each time step, the input balancing might be neglected and the
process appears only once on the left-hand-side of the electricity nodal balance equation with
a%ﬁl,ec,tp,ts,ts = 1. This simplified approach is applied to model the run-of-river, marine and
geothermal electricity generation, as these are the only renewable technologies without an en-
dogenous capacity expansion, besides of pump-storage’ and hydro-reservoir. Next to the men-
tioned hydro storages, concentrated solar power (CSP) and photovoltaic-battery systems are
also modeled with a storage function and should be described at a later point. In general, the
modeling of the input balancing is only considered for (combined) thermal power and heat

7 Actually, the possibility for an expansion of closed loop pump storages is included, based on a
potential analysis from the literature. In the default settings this option is however neglected.
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plants as well as for power-to-heat applications such as heat-pumps (HP) or electrical boilers
(EB), while most renewables are currently modeled based on regional profiles and potentials. In
the current stage, this also applies to biomass, where each EHG, OCP and FD process is modeled
based on a regional individual resource potential, as transport restrictions and regional resource
competition of the multiple transformation and final demand conversion processes are ignored.
The balancing of the fuel demand from a market (hard-coal, lignite, uranium) or a transport net-
work node (oil, methane, hydrogen) is therefore only modeled for combustible fuels fired inter-
nal combustion (IC) engines, steam-turbines (ST), gas-turbines (GT), combined cycle (CC), com-
bustion boilers and fuels cells (PEMEL, SOFC), in addition to the grid balancing of electricity
driven EHG application. Concerning the time-step specific availability of fluctuating renewable
electricity resources, like processes PROC/RES such as wind (onshore, offshore) or pv (ground,
roof, offshore), the general capacity constraint (eq. 2.6) is specified as follows:

x;;l%ils = Ztl"ifl’ ZP“EU”ifpn yzfﬁpfﬁgﬁzg];l:p',fsﬁsﬂgp',fp,ts + ZuEUnitpn yzﬁﬁpﬁﬂ;ﬁi).fs (2.11)

Vtp € TP,Vts € TS,Vpp € PROCJX™, vpn € PROD '

profile
where § pupp,tp’ts

period or of the fixed ygli’_‘tp capacity of the current period, which restricts a process pp € PRO

‘Bdegrad
pupptp’tots

most simple case of a ungiue process-to-unit tupple (pp,pu) and no fixed capacities, the profile restriction

is the normed profile of a unit capacity expansion yz‘fﬁp, in the current or previous

fRES
Con

is the profile degradation between the commisioning year and the current period. In the

reduces to following simple expression:

ehg2el exp profile degrad
<
Xpptpts = Lip'<tp, putprP, pu.pp.tp’.tsﬁ pupp.tp’ tp.ts (2.12)

Vtp € TP,Vts € TS,Vpp € PROC,,, Vpu € UNIT,,

However, it should be noticed that such as simple relation is only valid for large scale wind or
solar farm projects with all units lying within the same weather cell and connected to the same
electricity grid node®. Concerning the capacity potential restriction, following constraint is ap-
plied to model k=1:K potential spatial resource competition constraints between units of the
same technology or between technologies:

exp space fix space space
Yep'<tp Lpueunityy, ypu.tp"Bpu.k,tp'.ts * YoutpPougtp < POTpn i (2.13)

Vtp € TP,Vpp € PROC,,,VYpn € PROD

As no endogenous dismantling is modeled for renewable units with a spatial resource potential,
the dismantling variable is missing here®. Analog to the nodal balancing of run-of-river, marine

8 The approach to handle multiple wind turbines or PV modules with diverging technical config-
uration and actual resource availability conditions (wind speed, irradiation) considering existing
assets and various investment options (greenfield/brownfield/planned) and grid connection op-
tions, is discussed at a later point (chapter 2.4).

9 A detailed description of spatial constraints for renewables is discussed at a later point (chapter
2.3.3).
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and geothermal electricity generation, the electricity nodal balance coefficient of wind and pv
based processes without an internal storage function is simply one (aro,’;,‘ﬁl,ecltp,ts_ts = 1) and the
input coefficient is zero. Considering the highly regional technical specification and resource de-
pendency of bioenergy (mass, gas, liquids) and waste fueled electricity and heat combustion
generators and boilers, PERSEUS-gECT focuses on modeling dispatch and reinvestment decisions
with the option of an additional carbon capture for these EHG processes and units. After addi-
tionally excluding the locally exogenously fixed final demand consumption of the residential,
tertiary and industrial sector, the remaining biomass potential is primarily considered as a source
for OCP processes for the production of biomethane (from biogas upgrading after anerobic di-
gestion of biomass or from biomass gasification) in case of a locally available gas grid node. A
greenfield expansion of biomass fueled EHG units is thus only considered in areas without a gas
grid connection option and only on basis of the remaining potential after excluding the demand
of fixed, existing or potentially reinvested EHG and FD processes.

Before going into the detailed modeling of a multi-commaodity fuel inflow from multiple nodes,
first the general approach for modeling EOP, HOP and CHP processes, which is illustrated in the
following figure 2.13, should be described next.

cer,. * emfE02
EOP ccty » emfE0? CH P(ex) = C’f‘f‘lrry(
Yo cO2 (grid) CO2 (grid)
comb_fuel el comb_fuel el
i | coz2 (air)
T G e CO2 @0 T e
&C. ac - »
ef fal
" ehg2th
HOP Sotue » Sofee™ xpp,gfp.ts *(cp*xcp) < "
ef fin . ehg2el 1
CO2 (grid) Xpp.tp.ts ehg2th
comb_fuel,
o th el B erpe
. Prl?l‘ﬂx c;’frl‘;]lﬂ‘x
max "
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effen H“‘H —c
~_ ‘v
CHP(fx) 2
X
ety + emfE0? “‘x“
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th L
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eff= efficiency, emf=COZ2 emission factor, ccr=carbon capture rate, cb= back pressure coefficient, cv= power loss factor, el= electricity, th: thermal heat,
EOP= electricity only plant, HOP= heat only plant, CHP=combined heat power, with fixed (fx) (back pressure turbine) or variable (ex) (steam extraction) power-to-heat ration,
P maximum electrical generation [MW], F/i** maximum thermal generation [MW]

Figure 2.13: Parametrizing basic EHG processes

In line with the special case of the already described wind and solar based EOP, the nodal bal-

ance output coefficient (a;,’;,‘glrel'tp'ts'ts) of all EOP processes is set to 1 and the inflows and other
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outputs (CO2) are defined in reference to the electricity generation. For processes with an input
balancing, such as natural gas fired gas turbines, this means that the input coefficient

az"f;,,n,CHl},tp_ts is defined based on the electrical efficiency (1/eff z)' Depending on the carbon
e

emission factor of the fuel mix, for which the process is defined!® and the carbon capture rate
of a potential CCS technology, CO2 is either injected into a transmission and storage grid node
or into the air. Depending on the system boundaries of the bioenergy fueled EHG process, the
withdrawing of CO2 from the air might be included within the same process, which either results
in a net-zero emission for processes without a direct air capture or to negative emissions de-
pending on the capture rate. This applies to biomass as well as to biogas-fired generators, as
long as the preprocessing steps, like the anerobic digestion of biomass to biogas are modeled
within the system boundaries and not in a separate process. HOP processes are modeled anal-

ogous to EOP processes depending on the thermal efficiency (1/€fftn) and the temperature

range of the technology, with the simplification to classify the output either as low-temperature
(th_l) or high-temperature (th_h) heat, if it is below or above 100 degree Celcius. It should be
noted that both heat products might be either injected into a district hot water or steam grid
node or used onside as an input for further processes. Concerning the combined generation of
electricity and heat (CHP), a differentiation between processes with a fixed and variable power-
to-heat ratio is made. Back-pressure steam turbines or fuel cells with a heat usage are thus mod-
eled as fixed CHP (fx) processes with the convention to define the electricity output as the ref-
erence commodity (a%ﬁl'el'mts'ts = 1) and the thermal output in relation to the maximum elec-
tricity generation based on a power coefficient (cy), which is often referred to as the back-
pressure coefficient!?. In PERSEUS-gECT cyis assumed to be fixed and is defined as the quotient

of the maximum electrical power (PJ}'**

) and the maximum thermal heat output (P/r**), which
equals the quotient of the electricity efficiency and thermal efficiency, with both efficiencies
assumed to be constant:
Pmax _ effg';.llx

c. = el
b — pmax — max
Pt efftn

(2.14)

In a pure linear system, without a minimum thermal or electrical output, the generation of both
commodities therefore lies on the lower line from the zero point to the point of the maximum
thermal and electrical generation, shown in fig.2.13. In the current stage PERSEUS-gECT is run
as a pure linear model, thus the definition of a minimum capacity and of further start-up or
shutdown constraints, which is theoretically possible, is currently ignored during the construc-
tion phase of the model.

191n all cases without a co-firing, such as biomass with coal, a process is defined for a single fuel
input, such as hard coal or methane.
11 For the sake of simplicity, the process classification refers to the reference output, which is

electricity in case of fixed CHP processes, with the consequence that the process variable is still
ehgzel

referenced as X, 1, +

although heat is also co-produced.
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The modeling of steam extraction turbines, which may dynamically adjust the share of the heat
and electricity output fractions, is based on the coupling of two processes. First, an electricity
generation process converts the input commodities with a maximum electrical efficiency. Sub-
sequently, the electricity output is considered as input for a heat generation process, with a
conversion rate of ¢, which defines the power loss factor to the extent that an additional heat

generation reduces the net electricity output P2i* at a constant fuel demand:

¢ net_ ehg2el
_ Pl =P™  Pel “Xppipts 2.15
v pmax - ehg2th ( . )
th “ppitpts

The power loss factor c,, restricts the possible combination of heat and power outputs. In case
electricity is plotted on the x-axis and heat on the y-axis as done in the previous figure 3.13, the
turbine operation at pure back pressure mode defines a lower bound:

ehg2th

net max —_
Pg™ =2 Picy, = pp,tp,tsCh

el

(2.16)

Finally, both bounds (2.15 & 2.16) might be combined into a single constraint, which restricts
the operation of the two electricity and heat generating processes in addition to the nodal bal-
ance equation:

ehg2th

ehg2el
= Xppip,ts

Xpp,tots =

(cy + cp) (2.17)

The modeling of EHG processes with multiple possible commodity inflows from multiple nodes
should be discussed next. Consider a large-scale conventional power plant site with multiple gas
turbines for burning natural gas which is located at the coast and has the possibility of a gas
supply from a pipeline with a node allocated a few kilometers away or of a direct access via an
LNG-ship on the site. One possibility to model such a conversion is to duplicate the process and
to connect the first process directly to the gas grid (ignoring the short distance stup pipe flow
from the power plant location to the grid node) and to connected second process to an on-side
gas grid node. To this on-side gas grid node also the regasification unit, which converts LNG into
NG, is connected. Alternatively, the stup pipe flow might be modeled and the GTs are all con-
nected to the same internal node without duplication. With an increasing number of gas tur-
bines clearly the second modeling approach should be preferred considering that in this case
only one additional flow needs to be modeled. As illustrated in the following figure 2.14, the
number of options increases dramatically in case hydrogen is considered as an investment op-
tion. Examples might be an investment into multiple H2-ready CHP processes, which might be
suited for burning hydrogen as well as natural gas, or the retrofit of the existing turbines such
that they can only burn hydrogen.
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Figure 2.14:  Modelling a multi-modal, multi commodity fuel supply for EHG processes

In addition to the option to choose between a gas grid supply of hydrogen or the ship delivery
of liquified hydrogen (LH2), PERSEUS-gECT might include the possibility of multiple other
transport options of hydrogen or its derivatives to the plant. In the example in total 17 alterna-
tives for the ship, rail, truck and pipeline supply of hydrogen in different states (H2, CH2, LH2)
or of its derivatives (NH3, LOHC) are illustrated. Obviously, it makes sense to define an internal
H2 node for the plant side to which all conversion processes (LH2 regasification, NH3 cracking,
etc.) from the multiple transport systems are connected instead of duplicating all possible (EHG)
processes-to-input combinations. For EHG processes capable of transitioning between various
fuels, like a hydrogen-ready CHP initially operating on methane, a fuel mixing process called
"ec_mix" is employed. This process enables modeling a single process or process chain without
the necessity of duplication based on the input fuel variations. The goal of the mixing process is
to create an output fuel out of one or more input fuels with a defined energy content and emis-
sion factor. In the current example the CHP process chain is actually defined as a hydrogen con-
suming conversion. Consequently, the mixing process converts methane to a hydrogen equiva-
lent, by adjusting the energy content and balancing the CO2 content with the CO2-air node.

Finally, the modeling of retrofit investment options should be discussed next, which is a replace-
ment of existing natural gas fired GTs by hydrogen fired GTs with an adjusted lifetime and effi-
ciency in the current example, but may also include a lifetime increasing retrofit of a nuclear
power plant or the conversion of a coal fired steam turbine to the combustion of reactive metals,
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such as iron. In all cases it must be assured that the activity level of an existing process is de-
creased according to the capacity of the new retrofitted process, which replaces the old one.
Assuming a unique process to unit assignment for this kind of process, the capacity restriction
of the old process has to be adjusted (2.18) in addition to the definition of a capacity restriction
of the new process (2.19). This is implemented by subtracting the unit capacity of the retrofitted
unit from the capacity of the old unit, adjusted by a factor which takes possible efficiency
changes into account:

ehg2x_old < fix_ old_z ﬁretroflt exp
potpts = Yputp tp'stp Pputpr Yputpr (2.18)

Vtp € TP,Vts € TS,Vpp € PROC,,, Ypu'®"°/"* € UNIT,,

X
pw

ethx_new ex
pD.tD,LS = th <tp ypu tpr

Vtp € TP,Vts € TS,Vpp € PROC,,, Vpu™"°/* € UNIT,,

(2.19)

It should be noted that the modeling of EHG processes allows to split the inflow or outflow of a
commodity on multiple nodes with a pre-defined share. Such an approach might be interpreted
as a coupling with a synchronized dispatch of multiple processes which convert commodities
between these nodes. Currently, such an approach is only considered in the modeling of final
demand processes and therefore will be described later in a more detailed way.

The modeling of EHG processes with a storage function, such as hydro storages and CSP pro-
cesses with a heat storage, is described within the chapter which focuses on storage processes.

Constraints for modeling OCP processes and units

In PERSEUS-gECT most OCP processes are logically allocated in the transformation sector and
mainly convert secondary energy carriers (e.g., electricity and heat) into other secondary energy
carriers (e.g., liquid or gaseous fuels and heat) or their intermediate products. With a focus on
the conversion of hydrogen from electricity, biomass or methane and the production of further
derivatives such as NH3, LOHC, MeOH, Fe, SFO and SNG, modeling the coupling between OCP
and the preceding EHG and subsequent TRANS processes is the main challenge. For the process
parametrization, the convention sets the nodal balance output coefficient (agg,%,ec,tp,ts,ts) of
the main output commaodity to 1 and defines the coefficient for further output commodities and
for the inputs (appnec tpts) relative to the main output. Although OCP conversions might in-
clude a time lag, currently a production within the same time slice is the default case for most
options. Considering that OCP processes usually link nodes of different transmission systems,
such as the gas and electricity system, which in reality might be in the same neighborhood but
not at the same spot, their spatial allocation imposes some challenge. To some extent OCP pro-
cesses thus lead to a certain spatial flow of commaodities. As illustrated in the following example
of the Fischer-Tropsch based production of synthetic fuel oil, the modeling of such a process
ranges from a standalone application depending of the available transport infrastructure for the
input and output commaodities, to the cascaded optimization of multiple OCP processes for an
onside conversion of intermediate products. In the latter case, the optimized usage of the
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thermal heat by-product from the FT processes for the production of CO2 or H2 leads to multiple
process chain layouts, depending on the opportunity to the grid supply.

th_h usage of FT for heat driven
SERCRONEEE DAC optimization
co2 coz2
*® TE_—I'O B ’ﬂ_—". "
S .

+*

th_h th_h H2
th_h usage of FT for SOEC el. driven DAC with heat usage of FT
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SFO

SFO

"l

th_h

Figure 2.15:  Possible coupling of processes for producing synthetic fuel oil based on a hydrogen driven Fischer
Tropsch process

In general, each OCP process variable is simply restricted by a corresponding unit variable, con-
sidering that in most cases the investment into new technologies is modeled and that the effi-
cient handling of existing processes or of replacement decisions is not relevant.

prod:ec exp
X. < Z '<
pp.tD.tS tp'stp Ypu,tpr (2.20)

Vtp € TP,Vts € TS,Vpp € PROC,,, Vpu € UNIT,,

Constraints for modeling STOR processes and units

The concept of storages in PERSEUS-gECT is used to model a wide range of temporal conversion
activities with the goal of balancing energy and material flows between time steps. Besides the
modeling of classical stationary storage applications, such as battery, cavern or tank storages,
this includes the modeling of flexibilities of the demand or supply side, such as load shifting from
a controlled charging of electric vehicles or primary extraction flexibilities. Also, the modeling of
period resolved balancing constraints, which limit for example the yearly CO2 emission budget,
is modeled based on storage processes. In general, the modeling of the operation and expansion
of a storage might involve multiple processes and unit variables and defines a conversion of
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multiple commodities from multiple to nodes to multiple other commodities!? at multiple other
nodes a later point of time. In this context the main purpose of a storage is to balance the net-
position of nodal inflows and outflows of a commodity between different time steps. The basis

of each storage modeling is the nodal balance of a process which represents the storages volume

storvol

Xpp.ipes- INtime step ts € TS, for which this process is defined, the storage volume is a demand

process which consumes commodity ec € EC from a storage node n € NSTOR, with

APy mectpts = 1. Vice versa, storage volume processes from preceding time steps x3:°75 2, with

ts’—{ ts —tl ifts—ts>1
TS| +ts—tl else
adjusted by the storage volume efficiency®® a

act as generators which inject a specific commodity ec,

stor_eff

ppmectpsts’ into the storage node. Considering

that all other processes xgg,’,};,fff”"’l besides of x5 12t convert energy and material only within
a time step, the already defined general nodal balance equation for storage nodes might be

specified as follows:

storvol ,,stor_eff non_storvol _out
ZtsreTS prEPROCn_eC xpp,tp,tsrapp_n_ec‘tp_ts’_ts + prePROCn,Ce xpp,tp,ts app.n,ec,tp,ts,ts

— storvol non_storvol _in dem 2.21
- prePROCn,ec xpp,tp,ts + prEPROCn_C xpp,tp,ts app,n,ec,tp,ts + bn,ec,tp,ts ( )

vn € N5T°R vec € EC,Vtp € TP,Vts €ETS

For commodities which require negligible energy for loading or unloading, such as in case of the
tank-based storage of commodities which are liquid at atmosphere pressure and space temper-
ature (Oil, MeOH) or stockpile-based storage of solids commodities at the same conditions (Fe),
the differentiation between storage and transmission nodes might be neglected. In this case the
remaining inflows and outflows into the storage node include all other EHG, OCP, FD or TRANS
processes. Differentiation of storage and transport nodes and specific charging and discharging
processes for linking these nodes and inflow processes is required, in order to model storages
with a charging or discharging efficiency below one. The following figure illustrates only storage
related processes, and describes the parametrization of the nodal balance coefficients, with the

; i out — in — .
convention defining app n ec tp tsts = 1 and App necipeses = 1/ef [

12|f natural gas (NG) is stored in a pressurized tank through an electricity driven compressor, the
input commodities are electricity and NG at pipeline pressure and the output is compressed NG
(CNG).

13 The self-discharge of battery storages or the insulation losses of a TES are typical examples of

processes with a loss of the storage volume over the temporal horizon. For these technologies
stor_eff

/... below one is defined.
ppnectpts’ ts

a storage volume efficiency «
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Figure 2.16:  General model of a storage

inflow
pp.tpts

processes might be connected to the same storage node, with the convention to balance the

In general, multiple strict positive charging x,g;?g;fgg and discharging xﬁ,‘_’[ﬁg and inflow x

first two mentioned on the input and output side while inflow processes might not be neces-
sarily balanced on their input side. In this context, inflow processes are often used to model
primary energy availability and are therefore restricted by a lower and upper bound profile.

Concerning the efficiency of charging and discharging processes, basically three different cases,
depending on the energy source for the storage operation, need to be differentiated: (i) storages
running exclusively based on the stored commaodity, (ii) storages which operate independently
of the stored commaodity, (iii) storages which use partially the stored commodity as well as ex-
ternal energy sources for operation. In PERSEUS-gECT many storages use an external electricity
or heat source in combination with the stored energy carrier if possible (iii) and the input-coef-
ficients of x5575 % and x5 {2 ¢e are adjusted accordingly. Besides of electricity and heat stor-
ages, which are a special case of scenario (i), isolated stationary storages (e.g., offshore gas cav-
ern) or mobile storages (e.g., LNG shipping) are further examples for the first category while CO2
storages are obviously purely driven by external energy carriers (ii). In case the charging or dis-

charging processes are driven by carbon-based energy carriers, the CO2 emission into the air

storout _ 1/ stor_out
pomectpts'ts — +/Mppnectp

cation of the storage nodal balance equation is possible:

needs to be balanced®. Based on the notation a following specifi-

14 The special case of a gas-boiloff from LH2 or LNG will be described at a later point.
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Z Z xstoﬁ;ol stor_eff +Z xinflow
tSIETS LuppEPROCy oc *DD,tD,LS! pp,n,ec,tp,ts',ts PPEPROCy ce **pp,tp,ts

ec2stor non_stor _out
+ prEPROCn_Ce xpp,tp,ts + prEPROCn_Ce xpp,tp,ts app,n,ec,tp,ts,ts

— storvol stor2ec ., storout 2.22
- ZPPEPROCn,ec Xpp,ipts T ZPPGPROCn,ce Xpp,tp.ts ppnectpts’ ts + ( )

non_stor _in dem
prePROCn,C xpp,tp,ts app,n,ec,tp,ts + bn,ec,tp,ts

vn € NSTOR vec € EC,Vtp € TP,Vts € TS

stor  _ g..storvol . inflow _ec2stor ,.stor2ecy ,,;
As usual, all storage processes Xpp(p,es = {Xpp.tp,es: Xpp,ep,ts» Xop.ipts: Xpp.tp,ts ) With an exoge-

nously fixed capacity are bound from above and below Ib,00, 1« < X520, 15 < ubyoh, 1. For
simple volume constrained storages, without efficiency losses for loading or unloading, an en-
dogenous capacity expansion in most cases might need be to defined based on modeling an

expansion volume unit per processes, with a unique process to unit relation:

storvol exp
Xpp,tp,tsr < th’stp Ypu,tpr

2.23
Vtp € TP,Vts € TS,Vpp € PROC,,,Vpu € UNIT,, ( )

In PERSEUS-gECT this simplified approach is used for modeling the storage of LOHC, oil, MeOH,
NH3, Fe and low temperature heat (th_I). While a definition of loading/unloading processes
might be omitted, the restriction of the loading/unloading capacity needs to be assured through
additional constraints. Without loss of generality, in the following the case of a storages process
with a time lag of 1 and a unit expansion in the current period is described. Assuming that
c_rateyy p = yvol-cap jystor2ec.cap (efines the ratio of the storage volume and the unloading
capacity, while io_ratey,, ,, = y©c2stor-cap [ystor2ec.cap defines the ratio of loading to unload-
ing capacity, the investment into a technology with fixed ratio of volume to loading to unloading
capacity might be expressed as follows:

ec2stor _ ..storvol stor_eff storvol exp
Xpp,tp,ts — xpp,tp,ts—lapp,n,ec,tp,ts—l,ts — Xpp,tp,ts—1 < Ypu,tp/c—ratepu,tp 2 24)
Vtp € TP,Vts € TS,Vpp € PROC,,,Vpu € UNIT,,
stor2ec _ storvol stor_eff storvol exp .
poipts = ~Xppipts—1@ppmec ipis—1ts T Xppipts—1 S Ypu,eplOTAtepy rp/C_1ratepy o (2.25)
Vtp € TP,Vts € TS,Vpp € PROC,,, Vpu € UNIT,,

For storages which are characterized by their storage volume, the charging and discharging in
consequence might be either directly bound by the storage volume capacity unit ypeﬁp which
restricts restricting the corresponding storage volume process or indirectly by restricting the
change in the storage volume variable. Further technologies, with a unit definition based on the
storage volume, but with separate loading and unloading processes are tank, field or cavern-
based storages for CO2, H2 or CH4. The need for modelling separate loading and unloading pro-
cesses results from efficiency losses or the consumption of auxiliary energy carriers for the load-
ing/unloading. In this case the unit variable is directly linked to the loading or unloading process,

which for instance might be a compressor that is running either on the energy carrier which

ec2stor
pp.tpts

in this case additionally requires a balance with an electricity node. For EHG related processes,

should be compressed or based on an electricity consumption from the grid, such that x

such as battery storages or hydro storages, the storage characterization based on the generation
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capacity is more common. In case of an investment into a technology with fixed input to output
capacity to volume ratio, the unit variable is therefore related to the generation capacity. Con-
sequently, following relation between a process and a unit might be defined, considering only
unit expansions within the current period:

storvol ec2stor exp stor2ec exp -
Xppitpits = ypu tpcmtf-’pu tp’ Xppivts = Ypurp o Xppipts = Ypu,tpl0-TAlepytp

2.26
Vtp € TP,Vts € TS,Vpp € PROC,,, Vpu € UNIT,, ( )

While storages of the LNG infrastructure and potential LH2 replacement or expansion options
are described in more detail in a later point, it should be noted that the modeling of retrofit
measure, for example the conversion of a gas-cavern storage from natural gas to hydrogen, fol-
lows the same logic as defined in the previous chapter of EHG.

The modeling of solar-based storages, either in combination of CSP with a high temperature TES
or of rooftop photovoltaic with a battery system (PVBAT), is a special case of combined STOR
and EHG processes. In both cases the storage is modeled as an integrated part of the EHG pro-
cess chain and the primary energy inflow is adjusted accordingly. As illustrated in the following
figure, the thermal heat generation from a solar irradiation is modeled as an upper bound for
an inflow process into a TES. A conversion unit is connected to this storage, which either allows
a direct utilization of the heat for an onsite off-grid application or the injection into a direct
heating network or the generation of electricity. On the other hand, PV-Battery systems are
modeled in a way that the storage is exclusively used for buffering the potential PV generation.
Therefore, the potential electricity generation from a PV unit is split on the one hand to a process
for directly charging the storage and on the other hand to a process for a grid injection. The
process to capacity restriction is adjusted accordingly.

ts-1 s CSP

storvol

]

th_h
(grid)
th_h
(ofigria) | ST xmh s D O Wb e Y, Vb

p'stp puelinie, . uelnit,
FUBAT,
J g ofile degrad e I[?W”'i‘ wip €TP,vts € TS, wpp € PROC; .¥pn € PROD
ppl;lrt s putpBpupp oy asPpuppey’oaes * YpurpPpuppipe
tp s tp puednis uelifity,

Yip € TP vts € TS, vpp € PROCS, wpn € PROD

Figure 2.17:  Modelling of integrated primary energy conversion and storage processes

The modeling of DSM processes largely follows the approach described in (Ruppert et al. 2019)

and requires only a xgg‘?[;‘gé and xg,‘;?gpf}gg process. By adjusting the lower and upper bounds for
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the storage volume level and gradient, the load shifting potential, in terms of shifted volume or

minimal/maximal load increase or reduction within a time step might be modeled. In this case

xg£Z5I9% is used to model the inflow from a transport grid to a storage node and is therefore

defined independent of the time dependent gradient of ng,"[;"t’é This means that a load profile,

for example the EV uncontrolled charging demand, is not directly defined as a rhs parameter

biem, , s of an electricity grid node n € N¢-97 but shifted to a storage node, which is con-

nected to the electricity grid through a positive variable x;;g?g,,ﬁgg:

Z xStorvol stor_ef f + Z xecastor
PPEPROCy oc Xpp,tp,ts—1%ppn.ectpts—1ts PPEPROCy ce " PPID,LS

— storvol dem
- prEPROCn_EC xpp,tp,ts + bn,ec,tp,ts (2'27)

vn € NSTOR vec € EC,Vtp € TP,Vts € TS

In the current example, the bounds on xf,g,‘,’[;,’ft’é are consequently adjusted with respect to the

the minimal and maximal state of charge (SOS) for the EV demand. Moreover, the maximal load
increase and reduction within a time step might be defined based on the already introduced
constraint restricting the storage volume gradient:

storvol stor_ef f __ ..Storvol :

xpp.fp.tS—1app,n,ec,tp,ts—1,ts Xpp,tp,ts—1 = MaxLoadReducaonpp,tp,ts

__-Storvol stor_eff storvol 2.2
Xppipts—1%ppnecipts—1ts T Xppipts—1 < MaxLoadIncrease,, 1y i (2.28)

Vtp € TP,Vts € TS,Vpp € PROC,,

Finally, the function of the national atmospheric CO2 storage will be described. As already

mentioned, all combustion processes of the EHG, OCP,TRANS, STOR or FD sector x¢92.comb

pp.tp,ts!
co2_emf

which emit CO2 with a specific factor depending on the utililized fuel a,;, ;. .+, + and the carbon

capture rate agg,il—,ggfms are injecting their CO2 to a virtual national atmospheric CO2 balancing

node. On the other hand, processes which consume CO2 from the air, such as DAC or primary
biomass conversion (AD) processes, are connected to the same national node. In case a

balancing of national CO2 emissions is neglected, the storage volume variable x5 ¥% is used for

balancing emissions between different time steps. Depending on the CO2 budget, which might
be defined as an upper bound on the storage variable in the last time step of a period, national
emission targets might be established. In order to establish a CO2 trading, each national

balancing node is connected to a global slack node nO through a directed flow variable

CO2_trade

po.ints -+ such that CO2 might be injected and withdrawn from the slack node.

storvol C02_comb ,,CO2_emf _ €02 _ccr
z:1)17‘EI’R0Cn,coz Xpp tpts—1 T aneNﬁeo Yecekc ZPPEPROCn Xpp,tp,tsr app,n,ec,tp,ts(l app,n,ec,tp,ts)

CO2_trade
+ ZppepROCn,nO,COZ xPPJtP'fS

— storvol DAC CO2_trade
- prepROCn,ec Xppipts T Zn:eNﬁe" Ypperroc, Xpp,iptsr T prEPROCno,n,coz pDOAD.LS (2.29)

i C02_comb CO2_emf dem
ZmeN;‘{‘"" ZeceEcmeaSS prePROCn Xpptots: Fppmnectpts + bn.ec,tp.ts

vn € NCO¥™Y vtp € TP,Vts € TS

In general, PERSEUS-gECT allows to define national emission targets as well as CO2 prices, which
are attached to the flow variables which connect the slack node and the national nodes. In case
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of a pure CO2 pricing without national budgets, an additional CO2 storage at the slack node is
defined and the national CO2 balancing storage volume variables are deleted.

Constraints for modeling TRANS processes and units

In general transmission processes and units include conversion activities with the primary goal
of connecting two different nodes of the same commaodity. In most cases the conversion process

is defined as a positive variable, resulting in a directed flow between two nodes. Depending on

dir_flow
pp.tp,ts

ec € EC intime step ts and node n € N and generates the same commodity, reduced by poten-
tial transmission losses, at node m € N in time step ts’ > ts, depending on the nodal balance

the nodal balance input coefficient (af,’;,,n,ec,tp,ts) the process x demands commodity

process output coefficient (a%ﬁn,ec,tp,tsr)- For simple directed flows within the same transmis-

sion system, a'™ is therefore defined as 1 and a®%t

is set to the efficiency of the transmission
system for a flow of commodity ec over the edge (n,m). In general, transmission processes might
be parametrized in a way that the energy for the transport of an energy carrier between two
nodes might be provided by another energy carrier. The shipping of liquified hydrogen through
a diesel fueled vessel, for example, might be modeled as a process which consumes diesel and
hydrogen in one node and produces liquified hydrogen in another. In the current stage, how-
ever, PERSEUS-gECT only considers transport options of energy carriers which are driven by the
respective energy carrier for simplicity reasons. Therefore, the losses of a directed flow process
include the energy demand of the commodity transmission and potential further losses, such as
boil of losses, as long as they cannot be utilized within the processes. In case of a transmission
of a carbon-based energy carrier, the CO2 emission into the air is thus balanced by a flow to the
national CO2 atmosphere node and depends on the emission factor of the energy carrier and
the efficiency of the transmission system. As indicated in the following figure, PERSEUS-gECT
furthermore allows an analog modeling of intermodal flows, with a loading/unloading process
which converts commodities between different transmission systems, such as truck-to-rail, in-
cluding the possibility to consider loading/unloading times and fees. The simplified approach of
modeling the spatial and intermodal transmission of a commodity based a directed flow with
potential losses and a time lag is chosen for almost all commodities and transmission systems.
Only the for the DC-approach based modeling of the AC power flow with quadratic loss approx-
imation a less simplified model of the physical flow constraints is chosen. In the latter case the
transmission process consists of an undirected flow variable (@™ = a®%t = 1), which might take
positive and negative values as well as a positive loss variable into account, which equally dis-
tributes the corresponding flow losses to the start and end node of an edge.
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Directed flow with losses Intermodal flow (trans. Undirected flow with losses
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Figure 2.18:  Approach for modelling spatial flows

Before the approach for the modeling of the electricity grid based on undirected flows will be
described in more detail, first the modeling of the directed flows should be described. In general,
the modeling of the ship, road, rail, pipeline or DC-cable transport of a commodity is rather triv-
ial, as the flow processes and units are basically determined by the edges of the transport-infra-
structure. Considering a unique definition of a flow processes PROC,, , o and units Unit, ,, ¢
based on the edges (n,m, ec) € (QFP¢, Qrowd, Qship, Qrail (eabley of the modeled system and com-
modity, in most cases it is sufficient to include the capacity restriction of the processes in addi-
tion to the nodal balance equation in order to describe the transport system. This is either an
upper bound for existing processes or a simple variable bound:

flow exp
Y ppePROCh mec Xpp,tp,ts S Lutp'stp LpueUnity mec Ypu,ipr (2.30)

Vtp € TP,Vts € TS,V(n,m, ec) € QPiPe, Qroad shiv qrail qcable

In this context it should be noted that PERSEUS-gECT allows a definition of multiple (k=1:K) flows
for the same commodity over the edges of the same transport system. Depending on the spec-
ification of the transmission link set ), alternative notations of such an edge (n,m), commodity
(ec), transmission option (k) tuple are chosen in the following. With (n,m, k, ec) € QFP¢9% c
QPP¢ for example, k different transmission options between the nodes n and m for the pipeline
transport of gases (ec = {H2,CH4,C02}) are specified, while (n,m, k) € QP**#2 restricts the
set of connections to hydrogen pipelines. In case only one transmission option per edge of a
specified system is considered, k might be neglected and following short notation might be cho-
sen: (n,m) € Q¥EC. The transport of MeOH over the edges of the rail system: (n,m) €
QraitMeoH js an example for such a notation, as only one MeOH flow option is considered for one
rail edge. While such a simple transport modeling approach is straight forward for the rail, road
or ship transport of liquid or solid energy carriers, it should be noted that it implies a strong
simplification for the modeling of gas flows. In the current state, the pipeline-based gas-flow is
simply modeled as a capacity constrained transportation problem, considering the existing and
planned natural gas pipeline infrastructure and the possibility to blend the natural gas flow with
hydrogen in addition to the option of retrofitting natural gas pipelines to hydrogen or to build
parallel hydrogen pipelines. Additionally, the option to build a CO2 grid in parallel to the existing
natural gas grid pipelines is considered. Thus, the challenge of adjusting the gas compression in
a way that the grid injections and demands might be balanced, and considering a pressure drop
within a pipe, is ignored and instead a constant loss factor per km of a directed pipeline flow is
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assumed as an approximation. In PERSEUS-gECT k= {1,2,3} alternatives for the linking of two
nodes (n,m) of the same gas transmission system for a commodity ec= {CH4,H2,C02}, represent-
ing existing (1), replacement (2) and additional (3) edge option are considered. If PROCy, 1 k ec
and Unity, , ke define the corresponding set of processes and units, following capacity re-
strictions might be differentiated:

Z xflow + Z acap xflow
PPEPROCH m,1,cH4 " PD.tDtS PPEPROCn,m,1,H2 “'pp,Ltp,ts” pp,tp,ts

fix cap lev
= Zpueunifn,m,l,cHz} You,tp Zl’uEUTlitn,m,z,I-Iz ﬁpu,z,tp,tsypu.tp (2.31)

Vtp € TP,Vts € TS,V(n,m, k,ec) € QPP¢9% ec = (CH4, H2}
fl fi
prEPROCn'm_k_ec xppt,):;),ts < ZPueunitn,m,k,ec yplf.ctp (232)
Vtp € TP,Vts € TS,V(n,m, k, ec) € QPP49% ec = {CH4,H2},k =1

flow lev
LppePROCs my Xpp.tpts S LpueUnity my Yputn (2.33)

Vtp € TP,Vts € TS,V(n,m, k) € QPPeH2 | = 2

flow exp
Z1717EI‘-"ROCn,m,k,eC Xpp.tp,ts = thlitp ZpuEUni'-'n,m,k,ec Ypu,epr (2.34)

Vtp € TP,Vts € TS,V(n,m, k,ec) € QPP¢9% ec = {CO2,H2},k =3

Taking into account the different commodity properties, such as the energy density or flow rate

cap cap
pp,Ltp,ts’ 'Bpu.Z.tP.tS’

pipe plus the flow of blended hydrogen is smaller than the pipe capacity minus the capacity level

basedona the first constraint assures that the flow of methane in an existing

of the replacement option, which converts the pipeline into a hydrogen only pipe. The following
constraints individually restrict the different commodity flows over existing (2.21), replaced
(2.21), and additional (2.21), pipelines. As the number of unit variables should be kept small, it

must be noted that J’thp is actually a parameter and Yy, = Vptp—1 + Yoty — Yoty is Only
defined for replacement options, while all the additional pipeline investment options for hydro-

gen and CO2 are modeled only based on an expansion variable y;ﬁp.

In addition to the pipeline flow of gaseous commodities, the transport related conversion and
reconversion processes of these commodities will be described next. Regasification and liquifi-
cation, compression and decompression processes as well as the H2 unloading of secondary
energy carriers such as LOHC and NH3 are actually a combination of OCP and storage processes.
The main reason to invest into these technologies, however, is to convert and reconvert com-
modities, such that a potentially favorable transmission system might be used. As illustrated in
the following figure, almost all processes for the conversion and reconversion of fuels for the
transport are modeled as electricity grid connected applications, which allows to use electricity
for the operation instead of the transported fuel. Additionally, the recovery of hydrogen from
LOHC and NH3 is modeled as a mainly thermal driven process, which allows a combination with
processes which either create high temperature heat as a main output (boiler) or as a byproduct
(Fischer-Tropsch). The modeling of gas-driven compressors is an exception in this context, as the
processes run only based on the fuel which should be converted.
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Figure 2.19:  Modelling of transport related energy carrier conversion and reconversion processes

It should be noted that storages are an essential part of the transport infrastructure as loading
and unloading time and varying capacities of the coupled systems need to be buffered. Figure
2.19 therefore illustrates the interaction of liquification, storage and regasification processes for
the LNG and LH2 port-infrastructure. The capacity dimensioning between these units might be
fixed or endogenously adjusted and contrary to the gas-pipeline infrastructure, a blending of
methane and hydrogen, or of their liquified products, is not possible. Therefore, the retrofit of
the existing LNG-infrastructure to LH2 is modeled as a pure replacement option and in case a
parallel operation of both infrastructures is needed, the model may decide to build parallel LH2
liquification, storage and regasification units next to the existing LNG based.

The modeling of electrical transmission grid constraints in PERSEUS-gECT is based on a simple
transport model of the DC grid and the linearized relaxation of the high and extra-high voltage
AC-power flow, based on the DC-OPF approach. In the first case, a simple directed flow is used
to model the transmission between nodes of the electricity system. Depending on the consid-
ered degree of freedom for an endogenous adjustment of the AC/DC and DC/AC converter ca-
pacity and the DC-transmission system, this may include one or multiple processes. In case of a
two-terminal DC system (DCTT), a point-to-point transmission with equally dimensioned con-
verter and transmission capacity is assumed. Therefore, only one process variable per direction,
which already includes all losses for the AC/DC conversion, the DC-DC transmission and DC/AC
reconversion and one unit variable, which restricts these processes, is needed. In multi-terminal
DC systems (DCMT), a variable capacity adjustment of the conversion and transmission capacity
is considered. The investment expenses for the converter and the transmission capacity are thus
assigned to two individual units. Similarly, conversion and transmission processes and their
losses, are split in separate variables. As illustrated in the following figure, the modeling of DCTT
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systems reduces the number of constraints and variables, while a flexible design of a meshed
DC-overlay grid is possible for DCMT systems:

DCTT DCMT

- flow
@‘” flow DC/AC 1 ef n.m.elP€

_
-
“ effoctt effeon

1m.el

(m, el4%)

ef 5T 1 (n, el*©) (m, el4C)

Figure 2.20:  Coupling of processes for modelling HVDC flows in DCTT (left) and DCMT (right) systems

In PERSEUS-gECT all power generators and loads are connected to nodes of the AC-system. Thus,
an adequate modeling of the transmission constraints is of great importance. In literature, many
different formulations for a linearized modeling of Kirchhoff’s current law (KCL) and voltage law
(KVL), which define the physical load flow in a network, may be found (Horsch et al. 2018; Neu-
mann and Brown 2020) In general, the approaches might be differentiated with respect to the
relaxation of the KVL constraint and the applied formulation, for relating active power genera-
tion or load to flow and/or phase angle variables. Often PTDF-based, angle-based or cycle-based
formulations and their combination (e.g. angle-flow) are used. In PERSEUS-gECT an angle-flow
based approach is chosen and KCL, which requires an energy conservation such that power in-
flows into a node equal the power outflows in each time step, is simply modeled as a part of the
usual nodal balance equation:
prEPROC(m’n’k)EﬂAC ,’;,f,‘,’!{,,ts + XtsieTp XppePROCy oc xpp,tp,ts/a;g,tn,ec,tp,ts',ts

— loss in dem
- prEPROC(mn)EﬂAC xpp,tp,ts + prEPROCn,eC xpp,tp,tsapp,n,ec,tp,ts + bn,ec,tp,ts (2'35)

vn € N,Vtp € TP,Vts € TS, ec = el4¢

In this context the set of processes PROC,;, ,, . is specified for the k possible branches of an edge
(m,n) which connects the busses (nodes) of the transmission network for el4¢ C el € EC,

while (m,n, k) € Q4¢ defines the set of branches and (m,n) € QA4¢ defines the set of edges.

flow
pD.ED,tS
loss

node n and vice versa to an outflow for negative values. The positive loss variable x,3’%) 15 is

Per convention, a positive flow variable x refers to a power inflow flow from node m to

used as an approximation for the quadratic flow losses, summed over the k branches linking the
nodes m and n and should be defined at a later point.

For KVL, also known as Kirchoffs second law, which defines that the sum of voltages around any
cycle in the network is zero (Horsch et al. 2018), multiple approximations of the actual nonlinear
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power flow equations are possible. Acommon angle-flow based formulation of the DC-approach

(Schweppe 2000), reduces KVL to a simple coupling of the phase-angle difference (6, ¢ tp,cs —

flow flow
pp.tp,ts pp.tp,ts

over each branch (pp € PROC ,, 1, ;yeqac) is weighted with the corresponding branch reactance

Om,c,tp,ts) Of an edge to the branch flows x over this edge. In this context the flow x

reactance
ppel4Ctp,ts

based on following equation:

a (reciprocal of the branch susceptance) and in case of static branches KVL is assured

Z xfIOW reactance — g )
PPEPROCy m k *'pp,tpts V'ppectpts — Ynectp,ts m,ec,tp,ts (2 36)

Vtp € TP,Vts € TS,Y(n,m, k) € Q4¢, ec = el4¢

The previous equation might seem uncommon due to the process-based indexing of the flow
variable and reactance parameter instead of a bus-based notation. Basically, this is just a special
case of constraint (3.8) and a generalization of the standard DC-based KVL notation:

flow reactance _ _
n,m.k.tp.tsan,m,k,tp,ts - gn.tp.ts - gm.tp.ts - Aen.m.tp.ts (2 37)

Vtp € TP,Vts € TS,V (n,m, k) € QA€

X

The quadratic loss approximation for static branches follows the approach of Dos Santos and

Diniz (2010), to linearize the loss approximation, defined as the conductance weighted squared

phase-angle difference: X/ sk ipes = Ao in e (ABr m ep,es)?, With a pricewise linear func-

tion at k € K points. In the common node-based notation, With gnmx = apmiistec®, this

results in adding k constraints for each branch (n, m, k) € QA4¢ of the AC-transmission grid:

- 2 -
loss k k
xn, Jktpts = _gn.m,k(Agn,m,tp,ts) + Zgn.m,k * Agn,m,tp,ts * |A9n,m,tp,ts| (2 38)

Vtp € TP,Vts € TS,V(n,m, k) € Q4¢,vk € K

Assuming that the same points (AH;'f,m,tp,ts > 0) for approximation are chosen on parallel

branches and these points might be reformulated based on eq (2.27) such that Agﬁ,m,tp,ts =

k low,k . .
AG,’{m,k’tP’tS = x,’:’m’k’tp'tsa;ﬁﬁf,ffggﬁi hold true, the number of loss variables might be reduced

to one per edge and reformulated to the process-based notation following constraints for de-
fining the static line loss in PERSEUS-gECT are added:

loss k.1 flow k11
Yppeproc (nm)caAC XPP.tp.ts = prePROCn,m,k(app.tp.ts|xpp.tp.ts| + Appipts)

kI

a — zxflOW.ff (a,reactance 2 ,conductance

PDLDtS pp.tp,ts\“pp.tpts pDLDS (2.39)
al_f,ll _ _(xflow,fc greactancey2 , conductance

pp,tpts — pp,tp,tsVpp.to,ts pp,tpts

Vtp € TP,Vts € TS,V(n,m, k) € O, vk € K

In order to assert an operation within the thermal branch limits, a simple lower and upper bound

flow
pptpts =

Th_limy, 1pts - For variable branches, a straight forward approach is to specify the general

might be defined for flows over static branches with —Th_limy, ;s < x
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flow

variable capacity constraint in a way that the free flow variable x,,, ., +

is limited by the binary

branch unit y}¢7,,,15 from below and above:

flow lev ;
| prEPROCn’m’k xpp,tp,ts | < ZpuEUnitn'm'k Ypu,tp Th-llmpu,tp,ts

(2.40)
Vtp € TP,Vts € TS,V(n,m, k) € QA€

The drawback of such an approach is that the extension of the previously defined KVL and loss
approximation restrictions for variable branches usually requires a BigM-based approach, in or-
der to avoid an invalid restriction of A8y, 1, 1 ¢s IN Case a branch is not chosen. In standard nota-
tion form this approach might be expressed as follows:

flow reactance lev : KVL
|xn,m,k,tp,tsan,m,k,tp,ts — MO tp,es| < YnmkeptsBIIMnmiep s (2.41)

Vtp € TP,Vts € TS,V (n,m, k) € QA€
~ 2 ~
l k k l . L
| - xnl,)rsns,k,tp,ts - gn.m,k(Agn,m,tp,ts) + z.gn.m,k * Agn,m,tp,ts * Aen,m,tp,tsl < yn?;:i,k,tp,tsBlgMngiftp,ts

Vtp € TP,Vts € TS,V(n,m, k) € O, vk € K
(2.42)

Due to the challenge to select BigM parameters which should be large enough on the one hand
such that the solution space is not restricted, but small enough on the other hand, in order for
the problem to be numerically stable, in PERSEUS-gECT an alternative approach is applied. As-
suming that at least one branch should be chosen for the set of active edges within a period (no
edge might be deleted), 1 < k' < K alternative expansion stages for each edge are defined such
that in each stage the parameters of the active branches are aggregated to define an equivalent
model of the considered parallel branches within a single flow variable. Basically, a standard
aggregation of parallel branches is performed and the equivalent line includes at least one
branch in the first stage and all possible branches in the last stage. In the following, (n,m, k") €
Q'4¢ denotes the set of equivalent branch expansion stages and a‘, Th_lim’, ... the adjusted
parameters. In consequence a SOS1 type constraint has to be included, to ensure that for each
lev

edge (n,m) only one binary branch unit y,,;/,, with pu € Unit ., 5 kneqiac has the value of 1 in

each time period:

lev _
ZpuEUnitn’m_k, ypu,tp =1

(2.43
Vtp € TP,V(n,m) € Q4¢ )
Or expressed in the more common nodal notation:

Zke(n,m,kr)eQAC yrlfrfl,kl,tp =1 (244)

Vtp € TP,V(n,m) € QA€

15 ylev  _ 4lev exp  _ ,,dis
ypu,tp - ypu,tp—l + ypu,tp ypu,tp
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Assuming that each edge of the AC transmission grid might be extended, in the following the
previously defined equations are slightly adjusted. For the variable branch limit the adjustment
is quite trivial as only the parameters and sets are slightly changed:

flow lev !
| prEPROCn’m’k, xpp,tp,ts | =< ZpueUnitn_m'k, ypu,tp Th-llm pu,tp,ts (2 45)

Vtp € TP,Vts € TS,Y(n,m, k') € Q'4¢

Considering that the previous constraint in combination with the SOS1-type constraint defines
that only one process flow variable per edge has non zero values, the adjustment of the KVL
includes just a simple summation of all process options of an edge (own notation and common
notation):

3 flow /reactance _ g -9
PPEPROCy m k1 xpp,tp,ts a pp.ectpts — Ynectp,ts m,ec,tp,ts (2 46)

Vtp € TP,Vts € TS,V(n,m) € Q4¢, ec = el

flow Ireactance _ —
Zke(n,m,kl)eﬂAC Xnmkrtp,ts® nmkntpts = Gn,tp,ts - Gm,tp,ts = Agn,m,tp,ts (2.47)

Vtp € TP,Vts € TS,V (n,m) € QA¢

For the adjustment of the loss approximation a simple multiplication of the rhs parameter with
the binary unit variable is needed.

loss k1 flow 1k, 1T lev
ZPPEPROC(n,m)EQAC Xpp,tpts = prePROCn_m,kr (app.tp.ts|xpp,tp.ts |) + z:puEUnit(n‘m‘k,)enuac @ putp,tsYpu,tp
1k, _ flow,k reactance\2 ., conductance
A ppipts = 2Xpp ipies (App ep s App,tp,ts

3 ] a/k,ll =-y (xflOW,fC greactancey2 , conductance
puEUnlt(n'm'k,)EQ/Ac pu,tp,ts PPEPROCy m ks \"pp,tp,ts " DDtD,tS pD.tp,tS

Vtp € TP,Vts € TS,V(n,m, k) € Q4°, vk € K
(2.48)

- 2 -
loss ! 1k lev ! 1k
xn,m,tp,ts = -9 n.mkrs (AQ n,m,tp,ts) Yn,m,kl,tp + 29 n.mkr * AQ nm,tp,ts * |A9n,m,tp,ts (2 49)

Vtp € TP,Vts € TS,V(n,m, k') € Q4°,vk € K

General constraints for modeling FD processes and units

With a focus on the energetic use of commodities, final demand processes which are not related
to the generation of electricity and heat for applications such as space, water or process heating,
including all non-energetic usage of commodities, are currently modeled as fixed rhs parame-
ters. For the decarbonization of fixed final demand processes, currently only the option to re-
place a fossil fuel through an equivalent synthetic fuel is considered. Due to the heterogeneity
of these fixed final demand processes, their coupling with carbon capture technologies or flexi-
bilization trough DSM is also neglected. Instead OCP and STOR processes in the proceeding
transformation or transport sectors are used for the same goal. The investment into DAC or oil
tanks is an example for such an indirect decarbonization and flexibilization of a fixed oil demand,
besides the already mentioned replacement of fossil oil through low carbon synthetic oil. Con-
trary, EHG related final demand conversions are modeled as endogenous processes for the

46



2 Development of an integrated energy system modeling approach

coverage of a local heating or electricity usage demand of a specific sector and application and
compete with the grid connected district heat or electricity supply from the EHG sector. Due to
the convention in PERSEUS-gECT to define all processes for the modeling of EOP or of district
heating connected CHP or HOP as a part of the EHG set, the set of FD processes mainly consists
of residential, commercial or industrial boilers which are driven by electricity or combustible
fuels. Furthermore, (small scale) heat pumps and fuel cells, which are not connected to the dis-
trict heating grid, are part of the FD set. In the current step the development of district heating
grids as well as the final demand usage of biomass is modeled in a preprocessing step and their
heating demand is therefore fixed during the actual optimization run. On the final demand side,
PERSEUS-gECT thus focuses on modeling the competition of fuel switching alternatives, such as
the combustion of low carbon fuels instead of fossil fuels in boilers, with electrification alterna-
tives, such as heat pumps or electrical boilers. As illustrated in the following figure, the final
demand of each commodity is split in a fixed part, which is a rhs parameter in the balance of the
corresponding transmission or demand node and a flexible part. The flexible part, which is either
a high or low temperature heat demand or a specific electrical application, such as the EV charg-
ing, is connected to a virtual storage node, for modeling the demand side management (as de-
scribed previously). The useful heat or electricity demand of the flexible part is therefore the rhs
parameter of the virtual storage node, which drives the optimization.
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Figure 2.21:  Modelling of final demand fuel flexibilities and switching processes

In the basic scenario, the final demand processes are largely existing combustion or electrical
boilers, which connect the grid nodes with the fixed final demands to the virtual storage nodes,
with the flexible useful demands. By investing into heat pumps, electrical boilers or hydrogen
ready combustion boilers, new final demand processes might be created for replacing the initial
coal, methane or oil-fired processes. In the extreme scenario, the non-fixed final demand for a
specific commodity is completely substituted and the energy flow to a virtual storage, which was
initially used for balancing the heat flexibility of an oil node for example, is completely covered
by a heat pump process, which is connected to the electricity grid. In this context PERSEUS-gECT
allows the modeling of multiple flexibilities, such as DSM, TES, battery storages, tank storages,
PV-battery systems and grid-to-vehicle discharging, which might be used to increase the flexibil-
ity of final demand processes either on the input or the output side. From the mathematical
point of view, FD processes are modeled analog to EHG or STOR processes, but with the
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previously described characteristics for the definition of nodal balance input and output coeffi-
cients concerning the grid connection.

2.4 Data structure of PERSEUS-gECT

2.4.1 General approach for defining the nodal basis of energy
conversion, distribution and demand based on the existing
infrastructure as well as regional generation and demand
potentials

In (Slednev et al. 2017b) an approach for regionalizing input data for generation and transmis-
sion expansion planning models (GEP and TNEP) was developed. The goal was to combine re-
source availability constraints of existing generation and transmission assets with greenfield po-
tentials and to regionalize sectoral demand data, such that GEP and TNEP models with a variable
grid topology might be parametrized with respect to spatial and temporal highly resolved de-
mand and generation profiles. Later, this approach was extended in (Slednev et al. 2018) with a
focus on the renewable expansion planning and the aim to define an adequate set of variables,
considering varying generation profiles and potentials of competing technologies below the
transmission grid level. Applied to the analysis of the European high and extra high voltage trans-
mission grid planning, the approach was shown to be well suited for the parametrization of op-
timal power flow problems either in the AC or DC formulation (Ruppert et al. 2019; Slednev et
al. 2021). While the consideration of sector coupled heat (heat-pump), transport (electric vehi-
cle) and gas (electrolysers) demands and their flexibilities was already possible, the clear focus
on the power sector and the generation side had the drawback of a limited suitability for an
integrated modeling of the multi-modal transport of energy and material from the primary to
the final conversion. Based on the own previous work in PERSEUS-gECT, a data driven approach
for the definition and parametrization of nodes and connected or linked variables of a sector-
coupled multi commodity GEP and TNEP model is developed. Besides of a spatial and sectoral
extension of the data structure beyond the boundaries of the European power system, espe-
cially the former choice of the electricity grid topology as the main structuring element is ad-
justed. Instead of indexing all processes from the primary to the final conversion of energy and
materials based on the nodes of a specific transport system for a specific commodity, and as
previously done with the electricity bus based indexing approach, the general idea of PERSEUS-
gECT is to define the regional basis based on an overlay of all possible transport systems. The
goal of the developed approach is therefore to enable a highly resolved global assessment of
energy resource potentials and (to a minor extent!®) of the sectoral demands for specific appli-
cations on the one hand and on the other hand to define conversion variables which allow to

16 Due to the heterogeneity and regional varying availability of demand data, the approach is to
model the sectoral demand of different regions with different degree of detail.
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model possible conversion paths for balancing the energy demand and supply over multiple
steps for the spatial, temporal and commodity-based transformation, with a good balance be-
tween problem size and accuracy.

In the first step, a highly resolved analysis of the exploited and remaining spatial potential (yearly
power or energy) of energy generation and demand technologies and their intra-annual dispatch
constraints (e.g., hourly profiles) is performed. In this context many approaches may be found
in the literature, which is dominated by numerous publications focusing on the potential analysis
of renewable energies, especially for the fluctuating wind and solar energy with a focus on wind
onshore and PV. Concerning the modeling of regional demand processes, the focus in the liter-
ature lies on the regionalization of a (often national) sectoral demand for a specific energy car-
rier, while the bulk of bottom-up based approaches focus on specific consumers or applications
and is not intended for modeling a whole sectoral demand for a country. Likewise, the approach
of PERSEUS-gECT focuses on a bottom-up based modeling of renewable energies generation
profiles and their potential, while demand profiles and quantities from a national or lower ad-
ministrative area (NUTS 3) are mainly regionalized based on a specific key, while heating pro-
cesses, which depend on the ambient temperature, are modeled bottom up. The default spatial
resolution for the regional potential analysis in this context is 1ha (100m”2) to which lower re-
solved potential areas, such as building shapes or the shapes of existing PV modules are aggre-
gated. Alternatively, the exact locations (point with latitude, longitude) of a unit (e.g., for wind
turbines) is considered. Before describing the different regional modeling approaches of the dif-
ferent generation and demand technologies in more detail in the next chapters, the general
approach for deriving regional potentials and profiles should be described in the following?’.

17 Conventional EHG units, including hydro generators, are treated in a separate way and should
be described at a later point.
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Figure 2.22:  Approach for defining a common regional basis for an assessment of demand and generation poten-

tials and profiles

As illustrated in the previous figure, a pixel with 100m resolution is chosen as a common region-
alization basis for conversion technologies which either supply or demand energy. For a con-
sistent global definition of the regional basis, currently the Copernicus landcover database (Mar-
cel Buchhorn et al. 2020) is chosen. For Europe, a more detailed landcover classification of the
single pixel based on the corine land cover (CLC) database (European Environment Agency 2019)
is added. Within each pixel, mainly open street map data®® (OSM) are used for a further specifi-
cation of the land use, especially for the identification and classification of buildings. The bottom
up modeled spatial information, such as the number, type and area of buildings within a pixel is
combined with top-down statistical socio-demographic data such as the number of households
or building and their occupants, age, roof and space area etc. from an administrative region (e.g.,
NUTS3, NUTS2%, GAUL1, GAUL0%). In combination with data on existing energy infrastructure
assets such as PV modules (area, point) and wind turbines (point) from an own database and
after the exclusion of unsuitable areas due technical or regulatory land use restrictions of a tech-
nology (slope, depth, distance to next building or grid), a common sectoral classification of en-
ergy demands and supply potentials exists. This means that within a pixel with 100m resolution,
for example, the information about the PV potential on single family buildings with a garage is
linked with the space heating demand of these buildings and the home charging demand of
electric vehicles. If not further specified for the conversion technologies, the previously men-
tioned suitability concerning the land use is determined based on the copernicus or corine da-
tabase with a 100m resolution, while topographical exclusion criteria are based on(Earth Re-
sources Observation and Science Center, U.S. Geological Survey, U.S. Department of the Interior

18 OpenStreetMap contributors (2017).
19 Open Data Science Europe Metadata Catalog (2022).
20 Global administrative boundaries - Data Europa EU (2023).
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1997) gridded geographic information with a 30 seconds resolution for onshore GTOP0O30%! or
1 minute resolution for offshore ETOPO12% technologies. On a global scale, the exclusion of pro-
tected areas is based on the WPDA database? while NATURA2000 regions are additionally con-
sidered for Europe. If weather dependent variables such as minimal or maximal wind speed or
solar irradiation are considered for the definition of exclusion areas, in general the average value
from a certain range of historical reanalysed years (1990-2020 in most cases, 1985-2022 for spe-
cial cases) based on the ERA 52* data set is used for the 30 km resolved weather cell. As most
datasets for the definition of suitable or unsuitable areas are not natively resolved at a 1 ha level,
the less resolved data sets are either interpolated or duplicated based on the underlying 100m
resolved copernicus grid, which is the already mentioned basis of the regionalization framework.

In order to avoid a computational expansive modeling of supply and demand profiles for each
technology within each pixel, one profile for each unit configuration within each cell of the reg-
ular gridded weather database, with 30 km spatial and 1 hour temporal resolution, is computed,
assuming constant weather conditions within the cells. Considering the large amount of possible
technical unit configurations, such as orientation (azimuth and aspect) of PV modules without
tracking or the various hub-height to turbine combinations of wind energy conversion units, the
first step of the potential analysis only includes unprocessed weather data such as temperature,
wind speed and solar irradiation from a practical point of view. Afterwards, the computation of
the final profiles is only performed if at least one pixel within a weather cell requires a specific
demand or generation profile due to a potential or existing technical configuration.

Once the potential and profile of a conversion technology is known on a pixel basis, a prepro-
cessing of the allocation planning and the choice of a preferred technology might be necessary.
This is the case when the mutual competition for resources or the mutual exclusion of technol-
ogies limits the possibility to define a unit or process variable based on a simple aggregation of
potentials and profiles of multiple pixels. The binary placement of wind turbines with respect to
elliptic distance restrictions based on the main wind direction is such an example, considering
that an endogenous modeling would require 100 special ordered sets of type 1 (SOS1) con-
straints in order to model the placement of one turbine technology within 1 km2, The optimiza-
tion of the district heating system is another example. After having defined which wind turbine
should be ideally placed in which pixel or the district heating potential of each sector in the pixel,
an adequate aggregation needs to be defined, to reduce the number or variables in the problem.

The general approach for the definition of variables for primary or final conversion technologies
based on the aggregation of the 100m resolved potentials and profiles in PERSEUS-gECT follows
the approach developed in (Slednev et al. 2018). In order to aggregate variables with similar

21 Earth Resources Observation and Science Center, U.S. Geological Survey, U.S. Department of
the Interior (1997).

22 Amante, C. and B. W. Eakins (2009).

3 UNEP-WCMC and International Union for Conservation of Nature (2021).

24 Hersbach et al. (2020).
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restrictions, first suitable areas and points for existing or potential investment technologies are
overlayed with the weather cells of a meteorological database. These polygons are afterwards
overlayed with the supply areas of transmission grid nodes, which are needed for balancing the
conversion technology. The resulting polygons, which are characterized by equal input or output
conditions (availability) for a technology, are subsequently overlayed in case of competing in-
puts or outputs between technologies. As illustrated in the following example, this means that
electricity only primary and final conversions such as renewables or electrical vehicles are ag-
gregated exclusively with regard to the supply area of the electricity transmission grid node,
while hydrogen fueled FCEV (trucks or cars) are aggregated within the supply area of gas nodes.
On the other hand, heat pumps or gas (CH4 or H2) fueled boilers for residential space heating
are competing for the same output but have different input nodes. Therefore, an overlay of the
gas and electricity supply areas is needed, resulting in an aggregation of pixels to variables for
the generation of residential space heat with a unique allocation to gas, electricity and weather
nodes.

el supply area

gas supply area

2

W { = = FeH b
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® Gasnode @ Electricity node e Centroid of residential heat demand polygonl

Figure 2.23:  General approach of an variable definition based on an overlay of supply areas of different transport
systems and weather cells

Depending on the considered conversion technologies and their local competition on the input
or output side, this approach might lead to a significant increase of the problem size compared
to more simplified approaches which focus only on one transport system (electricity) and are
able to index the variables accordingly. The drawback of the flexibility to choose between alter-
native energy conversion paths is thus the definition of multiple balancing nodes in addition to
the nodes of the transport or storage infrastructure and the definition of multiple variables of
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the same technology class within the supply area of one node. For technologies with a weather
dependent resource availability (wind and solar conversion), conversion efficiency (COP of heat
pump) or useful energy demand (space heat for boilers and heat pumps), this means that at
least one variable per unique technology configuration needs to be defined within each weather
cell and supply area of a transport system, assuming the best case that they can be uniquely
assigned to an existing node. The aggregation of wind-onshore turbines with the same conver-
sion properties (same power curve, hub height) within the supply area of one electricity trans-
mission grid node is such an example. In the worst case, however, an overlay of multiple com-
peting transport systems necessitates the definition of multiple additional balancing nodes and
variables, such as in the case of competing heating technologies which might be either driven
by electricity or by solids (coal), liquids (oil), gaseous (CH4, H2) combustible fuels. Instead of
defining multiple new nodes and variables for the modeling of such a case, an aggregation of
nodes and variables might by performed in order to keep the problem size traceable. Each ag-
gregation strategy however, comes at the cost of a reduced accuracy as information and flexi-
bilities are lost.
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Figure 2.24:  Comparison of different variable aggregation approaches for defining regional potentials and pro-
files

Depending on the considered technology and scenario, in PERSEUS-gECT different configura-
tions of the same technology (e.g., multiple hub sizes of the same wind turbine), within different
weather cells and or supply/areas (node aggregation) and different sectors (residential and com-
mercial) might be aggregated.
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So far, the focus was on the definition of primary and final energy conversion technologies
(mainly FD and renewable EHG processes and units) which might be directly connected to the
corresponding infrastructure. While this is always the case for FD processes, in PERSEUS-gECT,
EHG processes in general as well as OCP, STOR and TRANS processes might be allocated in iso-
lated areas, without the availability of the corresponding transport infrastructure. Usually, this
applies to potentials of renewables such as wind onshore/ offshore or PV/CSP in remote areas.
Before describing the general approach for the aggregation of isolated potentials, in a next step
the definition of the nodal basis of offshore installations will be described, which is a special case
concerning the structuring of isolated units. Considering the general lack of an existing transport
infrastructure for the connection of offshore wind turbines in remote areas on the one hand and
an existing or planned offshore gas and electricity infrastructure on the other hand, an approach
is needed which allows a combined greenfield and brownfield expansion planning of EHG, OCP,
STOR and TRANS units. In PERSEUS-gECT this is realized by a segmentation of existing and po-
tential wind offshore turbines into disjunct sets of a certain size. Each set, which is either an
existing or planned wind farm or may be interpreted as a potential wind farm, is uniquely as-
signed to an existing, planned or potential offshore converter, which bundles the generation
prior to a further conversion and or transportation. The capacity of each set is either project
dependent or limited to 2 GW in case of an offshore expansion. The general idea is to bundle
the generation of neighboring wind-turbines, which are ideally laying within the same weather
cell and a comparable water depth prior to a further processing.

Greenfield offshore wind
farms_,invth_e_haed Sea

Single greenfield
offshore wind farm

Figure 2.25:  Approach for the definition of variables for modelling the generation and grid connection of offshore
windfarms in remote areas
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As floating PV units in PERSEUS-gECT are attached to single offshore wind turbines, the bundling
approach for these turbines also defines the aggregation of offshore PV?. Until now, an ap-
proach for the definition of offshore EHG variables based on the aggregation of wind and PV
potentials was presented. The actual balancing of these variables, by defining an isolated or grid
connected electricity node for the power injection, should be discussed next. The default ap-
proach is to consider a point-to-point electricity transmission to the next onshore landing point.
Depending on the availability of alternative transport or conversion options, this might be either
realized by explicitly modeling a DCTT transmission, involving the definition of an offshore con-
verter node and of a corresponding directed flow or by a direct onshore balancing of the poten-
tial injection. In the latter case, which obviously reduces the problem size as well as the model
flexibility, EHG process and units are parametrized such that transmission and conversion losses
as well as operational and investment expenses for the DCTT transmission are implicitly consid-
ered. Besides the trivial case of existing or planned DCTT connections, there are multiple cases
which may require more advanced approaches for structuring the offshore conversion than a
simple aggregation at the next onshore substation. In the following figure this is illustrated for
the North Sea region and southern Patagonia®. In the southern corner of South America, the
modeling of an onshore electricity and gas system is neglected in PERSEUS-gECT. The connection
of offshore converters to the next onshore landing point, which is usually a port, therefore re-
quires the definition of additional nodes and processes. Primarily, an isolated electricity node at
the landing point needs to be defined, such that the electricity generation might be balanced. In
the next step, further process chains and nodes for the production of energy carriers which
might be efficiently shipped, such as liquified hydrogen, reactive metals or synthetic fuels, need
to be defined due to the lack of modeled final demand at the landing point. One alternative to
an implicitly modeled point-to-point connection to the next landing point lies in the multi-ter-
minal-based interconnection of multiple offshore generation parks by HVDC cables. This allows
to collect the generation from multiple generation sites and to link possible points for a further
processing of the electricity, such as the port landing points in the current example. In this case
an explicit modeling of the DCTT systems, which competes with the DCMT solution, is needed
and the offshore generation is connected to an offshore converter node.

% A detailed description of floating PV is provided in the desighed chapter 3.3.2
% For reasons of clarity, the implicit or explicit point-to-point connection of offshore generator
to the onshore landing point is not visualized in both cases.
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Figure 2.26:  Coupling of offshore and onshore processes for modelling the interdependencies between land and
sea-based conversion chains for a production, storage and transmission of energy carriers

While the lack of infrastructure is the driver of alternative conversion paths in some remote
areas, the competition of the gas and electricity infrastructure might be another reason, such as
in the North Sea. Instead of transferring electricity over large distances, a direct conversion of
the energy might be an alternative in case on an existing or potential offshore gas infrastructure.
In the current example, the availability of operating or depleted natural gas fields and their cor-
responding pipeline infrastructure in the neighborhood of potential offshore wind and PV gen-
erators may provide more favorable offshore conversion options. On the one hand, a completely
off grid operation of primary energy conversion, storage and demand processes might be possi-
ble with the investment into wind and solar conversion technologies, which drive a direct air
capture unit and a compressor to store CO2 in a depleted gas field. Depending on the investment
cost, a local temporal balancing of resource fluctuations might be favorable, taking into account
the tradeoff between electricity grid expansion, renewable expansion and storage expansion for
the optimal configuration of a DAC. On the other hand, the offshore electricity generation might
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be directly shifted into the gas transport system in order to balance an onshore gas demand.
This might include the connection of the electrolysers and the wind/PV farms to an isolated
electricity node and a complete shift of the natural gas infrastructure to transport hydrogen.
Between these two extremes, the definition of local conversion hubs, which bundle the electric-
ity generation and usage, might be useful, combining a spatial and local balancing of EHG, OCP,
STOR and TRANS processes. From a structural point of view this means that offshore electricity
generation and conversion technologies might be connected to isolated or grid connected off-
shore electricity and gas conversion, transmission or storage nodes. Therefore, each offshore
wind and PV farm which is not directly connected to the onshore landing node is primarily con-
nected to an isolated virtual electricity (AC) node. In case that the optimization might decide to
invest into DCTT or DCMT systems, this node serves as the AC-bus of an offshore converter node.
If not, it serves for the balancing of power-to-X processes. Additionally, an adjacent battery stor-
age node is defined in order to model the tradeoff between spatial and temporal balancing on
the electricity side. Conversion technologies which produce H2 (AEL/PEM/SOEC), CO2 (DAC) or
SNG (combination of the first two plus methanation), are located next to the corresponding EHG
unit, depending on the availability of a gas infrastructure (storage or pipeline). At specific hubs,
which might be allocated at natural or artificial islands, finally additional conversion steps for
the production, storage and shipping of energy carriers (SFO/LOHC/NH3/Fe/MeOH) are defined.

The approach for aggregating isolated onshore EHG processes and the definition of further con-
version steps is modeled analogous to the offshore case. The only difference is that in the cur-
rent state the definition of resource potentials is restricted to a certain area around the nodes
of the existing transport system. This means that wind, solar or biomass potentials might be
defined in remote areas without the connection to an electricity or district heat grid within a
certain threshold, as long as they are in a certain neighborhood to a node of the road, rail, wa-
terway or pipeline infrastructure. PERSEUS-gECT thus focuses on the expansion of the existing
electricity or gas grid topology. The expansion of onshore DCMT and DCTT systems is included
as an alternative to the default AC based expansion to increase the capacity of the electric trans-
mission system. However, it is restricted to selected projects without the degree of freedom to
connect all isolated onshore electricity generation potentials, as it is the case in the offshore
scenario. This means that in the aggregation step from the 100m resolved potentials to decision

variables, each node of the non-electricity system is defined as a potential isolated electricity

node Nnon_el_{Ngas:pipe Nliq:pipe Nship:port rail:station prroad:hub

eliso =gt iso  +Netiso »Netiso  + Neliso » Netiso } and each node of the

NnOTl_gaS={Ncabl_e:substation Nliapive

non-gas system is defined as a potential gas node N7, gas.iso » Nyas iso »

ship:port prrail:station proad:hub ; ; : :
Nyasiso » Ngasiso  + Ngasiso 1 If the aggregation of a primary EHG conversion potential

(wind/solar/biomass etc.) is not possible within the supply area of the onshore electricity grid,

instead one node from N°"-¢

el iso 1S chosen as a basis. In case that this node is not part of the gas

Nship:port

infrastructure, for example n € el iso

an isolated gas node is created at the same location

ship:port
nen gas_iso

as well as for their storage and potential conversion for transport (compression, liquification,

. Finally, conversion processes for the production of hydrogen and derivated fuels

etc.) are defined depending on the available local infrastructure. At specific hubs, which are in
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general all ports but also major junctions of the rail and road infrastructure, processes for a multi
modal energy and material flow are defined as well as further processing processes (e.g., Fischer
Tropsch). For linking transport systems or connecting conventional EHG generator or other pro-
cesses to certain nodes, depending on the specific process inputs and outputs, in general a spe-
cific distance limit is defined. The actual parametrization, however, is process and scenario spe-
cific and will be described at a later point.

2.4.2 Approach for defining resource availability constraints for the
conversion of renewable energy carriers (existing & potential
units and profiles)

In general, the definition of wind and solar potentials follows a bottom-up approach based on
the exclusion of unsuitable landcover and topography areas with a certain buffer at a maximal
spatial resolution of 100m. Afterwards the resulting greenfield potentials are reduced by the
excluding areas for units which are either existing, in construction, approved, planned or an-
nounced. For bioenergy and waste, top down and bottom-up based approaches are combined
depending on the considered primary energy source. For hydro, geothermal, marine and other
PERSEUS-gECT focuses on parametrizing and especially regionalizing existing or planned gener-
ators and neglects greenfield potentials. In consequence the capacity of these generators is fixed
and only the processes are modeled as variables, while the units are modeled as parameters.
Concerning the modeling of intra-annual resource availability constraints PERSEUS-gECT focuses
on a consistent parametrization of wind and solar energy conversion processes based on hourly
ERA 5 reanalysis weather data. While complex fluid (heat, wind) or cell (PV) dynamics are ig-
nored in this context and a rather simple modeling approach of the technical conversion process
is chosen, the focus is laid on the consideration of the multiple existing and potential technology
configurations. This includes the modeling of PV modules with multiple azimuth and aspect ori-
entations or turbines at multiple hub heights and with multiple power curves within each rele-
vant weather cell. For run-of river, seasonal hydro storages or open loop pump storages an own
hydrological simulation of the inflows and dispatch boundaries is neglected. If possible, the pro-
cesses are parametrized based on, publicly available national or zonal data. In all other cases a
simplified assumption of a yearly fixed upper bound (equivalent to a fixed generation with cur-
tailment) or completely flexible dispatch is made.

Overall, the definition of greenfield potentials for wind, solar and biomass energy conversion
units and the computation of single profiles for the fluctuating renewables follows a rather
straight forward approach known from the literature. The major challenge and focus of this
work, however, lies in the combination of greenfield and brownfield potentials. As illustrated in
the following figure, which is actually an own result of the potential analysis, a significant part
of the deployment of the renewable potential in mature markets, such as Germany, is deter-
mined due to exiting generators or concrete plans of companies or known tenders.
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Figure 2.27:  Distribution of onshore and offshore wind energy potentials (greenfield ad brownfield) in Europa
(left) and the development of wind onshore capacities in Germany in a reference scenario

Considering that the development of renewables in a multi period investment planning is path
dependent and that major decarbonization milestones in Europe should be achieved within the
next decade, underlines the importance of an adequate parametrization of the starting capacity,
even for the planning of the 2050 energy system. After the description of the approach for de-
fining greenfield potentials, therefore, the calibration of the database for known generators and
the approach for combining greenfield and brownfield expansion will be described next. Finally,
the approach for defining generation profiles, if applicable, is briefly described. It should be no-
ticed that the focus of this work does not lie in the development of advanced approaches for a
detailed modeling of renewable expansion potentials and generation profiles and the following
levelized cost of electricity based (LCOE) economic analysis for a certain region and specific tech-
nology configuration (e.g., one wind turbine type at one hub height). Instead, the trade-off be-
tween exploiting grid-connected or off grid greenfield and brownfield renewable potentials
should be modeled on a global scale within a multi period optimization. Thus, the focus lies on
modeling the high heterogeneity of existing generators in combination with the increasing po-
tentials for brownfield investment along the modeling horizon and the consideration of the tech-
nological development. The latter one is not restricted to a simple economy of scale-based ap-
proach of cost reduction but results in varying spatial capacity densities and generation profiles.
In this context an approach is developed to combine a sectoral and spatial detailed allocation
planning of renewables, which might be partially determined by sectoral targets for a uniform
exploitation of regional resource potentials, with the parametrization and aggregation needs for
modelling the renewable expansion and dispatch within a cross-sectoral and intercontinental
balancing of energy supply and demand. The trade-off between local accuracy for the modelling
of a specific technology within a year and global consistency, taking into account the cross and
inter sectoral competition between technologies along the temporal and spatial dimension, is
resolved by defining the variable aggregation based on a heuristic scenario driven expansion
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planning prior to the actual optimization. Complex technological interdependencies on a local
scale, such as the primary penetration of heat-pumps in properly insulated single family build-
ings in combination with the potential to combine PV battery systems in this sector with the
flexibility of a controlled or bi-directional charging of electric vehicles might be addressed in this
preprocessing step. Afterwards regional potentials and profiles might be aggregated with re-
spect to this locally reasonable estimation of the system development such that a reduced num-
ber of final and primary energy conversion processes is defined between the input or output
nodes of the multi-commodity transmission system. The goal is to define the variables in a way
that the solution of the prior renewable expansion planning might be endogenously adjusted
within the actual PERSEUS-gECT optimization run. All steps, starting from the greenfield poten-
tial analysis (i), the calibration of the existing set of renewable generators (ii), the profile gener-
ation (iii) as well as the heuristic expansion planning (v) based on an eventual preceding binary
unit placement (iv) to define the techno-economic potential, are consequently a means to an
end. An adequate variable definition and parametrization of an energy system model which
takes transport restrictions for multiple commodities within multiple networks into account
shall be achieved. In the following flow chart, the single steps are illustrated. Obviously, not all
steps apply to all technologies. For renewables without a potential analysis, such as hydro, geo-
thermal or marine, only the steps (ii), and to a certain extent (iii) and (v) are relevant. The anal-
ysis of bioenergy potential additionally takes (i) into account with a focus of using residues from
the agricultural, forest or industry as a source for solid or gaseous bioenergy conversion pro-
cesses. Contrary to the previously mentioned renewables, the computation of varying sub-pe-
riod resource availability constraints for solar and wind energy conversion processes are mod-
elled bottom up at an hourly basis and additionally a more detailed expansion planning is
performed, including a binary heurist turbine placement in the case of wind energy.

Wind (Onshore & Offshore)

In general, the first steps for the definition of the greenfield onshore and offshore potential for
wind energy conversion systems (WECS) are quite basic and also apply for the definition of solar
energy potentials. As illustrated for the case of defining suitable wind-onshore greenfield areas
in Lower Austria, exclusion layers with the resolution of 100 meter are defined based on a set of
unsuitable sites and subtracted from an administrative layer of a certain region.
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Figure 2.28:  Approach for the assessment of wind onshore potentials

This approach is quite common in the literature, although the exclusion set and the defined
minimal distances may vary within given ranges (McKenna et al. 2022). In the current example,
the relevant classes of the less detailed Copernicus land cover classification are shown, as these
values are globally available. Due to the higher degree of detail, however, in Europe landcover
suitability based on CLC data are taken. The sources for the definition of the regionalization basis
are, as already mentioned, OSM, ERA5, WPDA, Natura2000 and GTOPO30 data besides of Corine
and Copernicus land cover data, that are interpolated to a 100 m resolution if the original reso-
lution is higher. The processing of the data is implemented in MATLAB, and once all data are
mapped on the same 100m resolution, the computation of exclusion or inclusion operations or
the distance buffering can be efficiently performed based on simple matrix operations such as
multiplication or addition. The computation of this first step for assessing the wind and solar
greenfield potentials might be completed within a day for the currently covered regions, which
includes Eurasia and North Africa above a latitude of 20° and South America. Once preprocessed,
the later variation of exclusion areas and buffers, however, is less time expensive and might be
done on a minute scale.

Following (McKenna et al. 2014) and the own previous work (Slednev et al. 2017b), the suitable
areas for wind onshore and also wind offshore were subsequently weighted with a suitability
factor and the best suitable turbine was determined for a specific land cover. In this context, the
optimal choice was based on the calculated LCOE of the wind turbine and the capacity density,
defined as the ratio of the wind farms power to the ground area. The latter factor was also used
to approximate the space needed by a turbine. While such an approach is quite common in the
literature (McKenna et al. 2022) and is even applied for an energy system analysis on municipal-
ity level (Weinand et al. 2019), the drawback of considering wake losses only based on the ca-
pacity factor is quite obvious in areas with complex suitability conditions. The most accurate
solution of using a combinatorial optimization of the park layout with an explicit calculation of
the wake losses however is currently limited to the level of single wind parks, considering that
the extension to national or even continental dimensions is computationally challenging
(McKenna et al. 2022). To bridge this gap, one possibility is to apply rotor diameter-based dis-
tance heuristics for the placement of single wind turbines. The basic idea of this approach is to
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assume that the wake losses outside a wind ellipse, defined by a multiple of the rotor diameter
(D) parallel and orthogonal (e.g., 8D/5D) to the main wind direction, are acceptable with respect
to the trade-off with the capacity density (McKenna et al. 2022). For taking this distance re-
striction between turbine into account often a heuristic for the turbine placement is applied, as
done by (Jager et al. 2015) for determining the wind power potential in the federal state of
Baden-Wiirttemberg in Germany. Due to the focus on evaluating the placement of multiple wind
turbines at multiple hub heights within multiple years on a global scale, in the current state of
PERSEUS-gECT a rather simple placement heuristic has been chosen. Once the potential areas
for the greenfield investment are defined, an optimal turbine for each investment period is se-
lected from a set of candidate turbines for a certain area, with respect to the location of existing
turbines and local weather conditions. In the first step to determine the optimal turbine, each
candidate turbine is arranged in a regular grid within a weather cell with a predefined spacing
between the turbines in x (longitude) and y (latitude) direction. As illustrated in the following
figure for the case of an 8D/5D distance rule, the grid of potential wind turbines is subsequently
rotated in the wind direction of the weather cell and overlayed with the potential area, which is
discretized at a 100m resolution. Starting with a positioning in the upper left corner the grid is
afterwards shifted in x and y direction, such that a maximal number of turbines might be placed.

Regular grid rotated in the main wind direction Turbine placement in geographic axis

8D: 8x rotor diameter parallel to main wind direction  5D: 5x rotor diameter orthogonal to main wind direction

Figure 2.29:  Placement of wind turbines with respect to wind ellipse distance restrictions

Finally, single turbines are successively placed on the boundaries of the wind ellipse, until all
potential positions are excluded. Currently this simple placing heuristic is performed for 10 dif-
ferent onshore and 16 offshore wind turbines and at 5 hub heights (120,140,160,180,200) and
the best turbine configuration for each investment period is defined based on a metric consid-
ering the computed LCOE, the resulting capacity density and the capacity factor of the specific
technology. The weights of the performance factors and the distance restrictions are further
regionally adjusted, taking into account a tighter turbine packing and a focus on higher density
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factors in countries with scarce suitable onshore and offshore areas like Belgium and a focus on
minimal wake losses and LCOE in countries like Argentina, Kazakhstan or Russia, where space
and the rent for land is a less limiting factor. Existing wind turbines are initially excluded from
this placement heuristic. Once the end of the technical lifetime is reached, however, a similar
placement approach is performed for the evaluation of the repowering potential, taking into
account the significant increase in rotor diameters of new turbines, which limits the potential to
replace all turbines within an old wind park at the exact same location.

So far mainly the potential assessment for wind-onshore was described. Generally, wind off-
shore potentials are modelled quite similarly, starting with the definition of exclusion areas, the
matching with the existing units and finally, the placement of turbines. However, some charac-
teristics regarding the suitability of turbines and the area need to be taken into account when
modelling wind offshore potentials. Due to the long planning horizons for developing offshore
projects, the large project sizes and the needed grid infrastructure, a significant part of the wind
offshore potential in the Northern Sea and the Baltic Sea lies within designated areas which are
defined through the maritime spatial planning on national level or explicit projects from the
industry. As illustrated in the following figure, which is based on national maritime spatial plans
or explicitly designated areas for projects and tenders provided by national authorities (e.g.,
BSH, the Crown Estate, etc.) or international organizations such as HELCOM?’ or EMODnet?, the
suitable areas in the Northern Sea and the Baltic Sea are thus quite predetermined.
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Figure 2.30:  Considered designated areas for wind offshore conversion in the North Sea and Baltic Sea

27 https://helcom.fi/baltic-sea-trends/data-maps/
28 https://emodnet.ec.europa.eu/en
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As maritime spatial plans might be adjusted, additional remaining greenfield potentials®® are
computed by excluding additional military areas*° and the main shipping routes, which are de-
termined from vessel density maps if not explicitly given. In the base scenario, near shore
(<5400m) potentials and profiles are also computed but used only in case of known projects for
determining the layout of the announced wind farm. Besides the definition of the suitable areas,
the actual need to adjust the LCOE calculation depending on the water depth and distance to
shore makes the offshore turbine placement computationally more challenging than in the on-
shore scenario, although the same heuristic is applied. The reason is that for onshore wind the
techno-economic specification of a turbine configuration3! is assumed to be independent of the
location, with the exception of the binary exclusion of turbines based on the specific wind con-
ditions (IEC classification). For the techno-economic parametrization of 10 wind turbine types at
5 hub-heights within a weather cell, 50 generation profiles®? need to be computed, and, based
on the capacity factor, the LCOE is computed 50 times in each investment year. For wind off-
shore, however, the baseline cost depends on the water depth and CAPEX and fixed OPEX de-
pends on the distance to the next port for installation and maintenance.? Actually constant cost
for fixing floating wind offshore is assumed and applied in the deeper sea (>60m), while a water
depth dependent cost function for monopile (<30m) and jacket (30m-60m) foundations is con-
sidered in shallow waters. As a consequence, the LCOE is computed for each suitable pointin a
weather cell for the heuristic turbine placement, resulting in maximum 7.2M computation steps,
considering the cell resolution of 30 km, a 100m pixel resolution and 16 potential offshore tur-
bines with 5 hub heights per investment period34. The resulting LCOE of the chosen turbines is
shown in the following figure for an investment in 2035 in Europe:

29 After the general exclusion of unsuitable areas, such as all non-water bodies, protected areas,
buffer around infrastructure, sand mining grounds etc. and the exclusion of existing wind parks
and designated offshore energy areas.

%0 For wind onshore, the exclusion of military areas is also possible, but not considered in the
default options. For wind-offshore these areas however are quite significant and therefore ex-
cluded in the base scenario.

31 For example, a Enercon E-160 EP5 turbine with 120m hub height in the investment year 2025.
32 Actually, the profiles are computed for the last 30 years in Europa, or 20 years (rest of the
world) and an average value is taken.

$3The grid connection cost is modelled independently, due to the endogenous consideration of
multiple grid connection options, therefore the balance of plant cost includes only the expenses
for wind-park internal cabling.

34 Fortunately, the profile calculation is independent of the water depth and distance to shore
and doesn’t increase.
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Wind Onshore LCOE [€] for investments in 2035 Wind Offshore LCOE [€] for investments in 2035
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Figure 2.31:  Exemplary illustration of the distribution of the LCOE of wind onshore (left) and wind offshore (right)
conversion in 2035 in Europe

The techno-economic parametrization of wind onshore and offshore turbines, is based on exist-
ing approaches and the cost-component development is adjusted accordingly to fit the scenario,
which means that the components are recalibrated to match the development for a reference
turbine at a reference location. In the practical implementation, the cost component models
“turbine_cost.py” and “dtu_wind_cm_main.py” from the tools TOPFARM2 of the DTU were
taken, combined and recalibrated based on own assumptions in order to meet the cost devel-
opment following the technology catalogue of the Danish Energy Agency. As the turbine place-
ment algorithm is MATLAB-based, the initial python-based models are not utilized but an own
implementation in MATLAB is implemented considering that 78667 weather cells are optimized
only in the offshore case, such that the component models need to be executed 5.6e”11 times
in order to compute the LCOE for each investment period.

Concerning the modeling of the generation profile, a look-up function based on the performance
curve of a turbine, which describes the power output at a certain wind speed, is used to translate
wind speed into power. While there are multiple approaches in the literature to estimate the
power curve of a wind turbine, as shown by (Carrillo et al. 2013), in PERSEUS-ECT a database®®
of more than 850 known power curves from various manufacturers is used as a basis for deriving
profiles of existing turbines while a tool for generating generic power curves, developed by
(Saint-Drenan et al. 2020), is used for modelling unknown power curves. Due to the fact that the
utilized ERA 5 reanalysis weather database provides the wind speed at 10 and 100 heights®, an
adjustment to the wind speed at hub height and a correction of the air density is performed in
a preceding step. As illustrated in the following figure, a simple logarithmic wind speed correc-
tion following (McKenna et al. 2014) is applied for adjusting the wind speed to the hub height
and combining with the air density at hub height. The latter is calculated based on the hub-

35 Various commercial and non-commercial sources were used for this database.
3 ERA 5 provides the wind speed in an eastward component and a northward component.
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height adjusted pressure and temperature as described by (Dupré et al. 2019) and the normal-
ized wind speed is computed such that the potential maximal generation might be looked up
(Eurek et al. 2017). In the last step, the normalized wind power profile is calculated by subtract-
ing all possible losses, such as wake losses, electrical losses etc.
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Figure 2.32:  Approach for modelling wind energy conversion profiles

The focus of the bottom-up modelling was explicitly set on the analysis of fundamental drivers,
and not on the development of an exact back-casting or short-term forecasting approach for the
wind generation within a specific wind park or market, for which statistical methods are much
better suited. Especially the impact of the technology development, which is mainly based on
the hub-height and power curve development, and the regional allocation of existing, repow-
ered and greenfield turbines in a year should be modelled. Although in the default case an actual
wake modelling such as in (Gonzdlez-Longatt et al. 2012) is omitted and simply a loss factor of
0.85 following (Mainzer 2019) is assumed, which takes into account all losses except of the deg-
radation, the general characteristic of the historic wind power time series still could be modelled
quite accurately as shown in the following figure:
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Figure 2.33:  Exemplary validation of the modelled wind generation profiles based on a comparison with ENSTO-E
data for Germany in 2018

The shown performance of the historic profile generation modelling is based on the aggregation
of single turbine simulations from a database that includes 134.239 onshore and 21.315 offshore
turbines of multiple states (operational, constructional, approved, announced, shelved, disman-
tled) which are mainly located in Europe. The individual degradation since the commissioning
data in this context was set to 0.64% per year following (Mathew et al. 2022). The database is
created from various sources such as the national authorities (e.g., MaSTR, No), commercial
providers (e.g., the.windpower.net, PLATTS) and public databases (e.g., OSM, GEM, OPDS,
MastR, etc.), and missing parameters are calibrated based on an approach described in (Slednev
et al. 2018).
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Figure 2.34:  Location of existing or planned turbines in the current WECS database of PERSEUS-gECT

One challenging part in the calibration step of the database of existing turbines and the matching
with greenfield potentials is to complete the data gaps of missing commissioning years or even
missing turbines, such that the bottom-up sum within a year doesn’t just match with the national
installed capacity of a year but is consistent over the entire market ramp-up of the technology,
dating back to the early 2000. For further reference, national data from Eurostat, IRENA, IEA and
EIA are used, depending on the country.

In the last step of the definition of the wind onshore and offshore variables, the existing and
potential turbines are aggregated to the nodes of the electricity transmission grid or to isolated
electricity nodes located next to the nodes of other transmission systems (gas- and oil pipeline,
rail, road, waterway==port) or to potential offshore wind farm nodes. In addition to the general
aggregation approach, which was previously described, a further aggregation might be needed
in order to keep the problem size manageable. In this context the aggregation of fixed capacities
and their profiles at the level of grid connected or isolated electricity nodes is important in order
to avoid an individual and rather heterogenic historic wind turbine technology configuration.
Especially when taking into account that even within one wind park often turbines are installed
from different manufacturers at different hub-heights and from different years, as well as from
different market participants. Assuming that known turbines (operating, commission, approved
or in a late planning state) are not decommissioned before the end of their technical lifetime,
their capacity might be fixed and aggregated accordingly. The profile of the corresponding pro-
cess in each period is thus the capacity weighted sum of all profiles of fixed turbines which are
currently active. As a consequence, profiles from different power curves at different hub-heights
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with different degradation stages and from different weather cells might be aggregated within
the supply area of one electricity node. In the default settings, repowering decisions are equally
fixed based on the selection of the best technology for the specific site in the decommissioning
year of the original turbine. The aggregation of the remaining potential is more challenging due
to varying optimal wind park layouts in the different investment periods®” (due to the increase
of the rotor diameter, hub-height etc.) on the one hand and specific regional characteristics on
the other hand. With a closed mashed electricity network in Western Europe, the aggregation
of onshore turbines with varying profiles is a less critical point compared to the handling of the
same problem in isolated regions such as in Kazakhstan or for wind offshore. On the contrary,
the development of the renewable expansion might be much better modelled in PERSEUS-gECT
in scarcely populated regions considering that a pure techno-economic allocation might be as-
sumed as the main driver for the investment, while in densely populated markets like Germany,
a fair or more equal distribution is pursued due to primarily non-economic reasons such as the
level of acceptance of the local population or burden charging issues. In PERSEUS-gECT this issue
is addressed by running a yearly heuristic capacity expansion planning prior to the actual opti-

mization with a local specification of constraints and the distribution logic. Thereafter, the allo-
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Vpup ) and not allocated (¥,

) remaining potential, meaning after the exclusion of
fixed capacities (yzf,iﬁ‘ltp), is defined as the upper bound for two different unit variables (ygzgz;a,

ehgzel ) is limited once by the fixed capacity within a year and

pu,tp,ts

exp _na
Ypu,tp

the expansion of two unit variables in the current and previous periods (specification of eq.
3.11).

) such that a process (x

ehg2el exp _a pprofile_exp_a pdegrad
xehazel p-apgp file_ p-apdeg +

pp.tots = thlifp ZpuEUnitpn Youtpr pupptp’ts Fpupptp’ tpts

exp _naﬁprofile_exp_bﬁdegrad

th’stp ZpuEUnitpn Voutpr pupp,tp’ts +

pupp,tp’ tp.ts 2.50
Z fix ,profile_fix (2.50)
u€lnitpn ypu,tpﬁpu,pp,tp,ts

Vtp € TP,Vts € TS,Vpp € PROC}F**,vpn € PROD

One reason for splitting the potential in different variables is that a certain part of the pre-allo-
cation planning might be used to define regional sector specific lower or upper bound for the
capacity expansion, which will be discussed in more detail later in the case of solar power. The
second reason is that favorable and non-favorable potential within a supply area of an electricity
node might be differentiated. In the case of the modelling of wind energy resource constraints,
the pre-allocation planning is in general more relevant for the definition of onshore variables.
While the aggregation to offshore wind farms and their grid connection was already previously
discussed, the case of wind onshore should be discussed based on the example of Kazakhstan.
Unlike in the case of Germany, where each potential turbine might be assigned to the next trans-
mission grid, a limited potential is not the main challenge in the case of Kazakhstan, at least
based on the underlying distribution grid and where national or local authorities define targets
for the wind energy expansion even in regions with a low resource availability. As illustrated in

37 Main drivers for varying park layouts are the increase of the rotor diameter and hub-height.
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the following figure, the definition of the variables with respect to potential transmission con-
straints is more relevant.
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Figure 2.35:  Aggregation of potential wind turbines to wind farms variables in remote areas, illustrated for the
case of Kazakhstan

Therefore, a radial potential with a 40 km threshold around the nodes of the potential transmis-
sion systems is defined in the default settings. After the first round of the turbine allocation
planning, which results in the placement of over 680k possible wind turbines from over 117 mio
possible spots, the turbines within a weather cell might be aggregated to 5637 wind farms per
investment period. In a second step an additional expansion planning might be performed and
if needed the variables are aggregated to two expansion variables for the 410 relevant nodes in
the country. Depending on the region and focus of the case study, different aggregation strate-
gies might be applied. In this context a pre-analysis of the potentials, for example based on the
TYNDP2022 scenario, gives an indication of the remaining potential and the potential number
of variables which might be included in the model. In case the planned and repowered turbines
are assumed to be fixed, the profile of 88621 turbines, mainly located in Western Europe, with
a capacity of over 411 GW in 2050 might be aggregated without any loss of accuracy to the
nodes of the electricity transmission system. As shown in the upper left corner of the following
figure, this results in fixing the capacity in locations with the highest potential full load hours in
that region.

71



2 Development of an integrated energy system modeling approach

Remaining 2050 potential for wind onshore expansion excluding
forest areas

Planned and repowered turbines in 2050
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Figure 2.36:  Comparison of the distribution of planned and repowered wind onshore turbines and the remaining
potential in Europe and selected areas based on the full load hours

Based on a pervious layout optimization, in the next step of the example, turbines are chosen
on a yearly basis to meet the interpolated capacity targets of the decentral generation scenario
of the TYNDP 2022. During this step, there is an equal emphasis on minimum LCOE, maximum
generation and maximum capacity density, with the aim of avoiding an expansion in location
which are covered by a forest. The resulting aggregation to 7142 units with an equal electricity
node, weather cell and expansion period covering 5 years is shown in the lower left corner with
a total capacity of around 630 GW. Afterwards the potential for open space located turbines in
some parts of Western Europe is nearly exploited in the current example, as shown in the upper
right corner®. In other parts of the model region, however, a remaining large potential of 16416
GW for open field placed wind onshore turbines requires a modelling of 43844 units in case of
considering weather cells and electricity nodes as an aggregation basis. Depending on the re-
gion, a clustering of potentials from different weather cells or even an aggregation of all units
beneath an electricity node might be useful in order to balance the trade-off between model

% |n the current example, an additional forest-based expansion of 17 GW aggregated to 233
units in Austria and the Benelux would be needed to meet the targets, assuming default distance
restrictions, of which the 8D/5D turbine spacing and 1km distance buffer to villages are the
strongest.
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accuracy and size. In the previous example parts of Egypt, Morocco and Chile/Argentina are
chosen to illustrate the different requirements for the aggregation. Finally, variables might be
defined to model the remaining capacity expansion in forests, which would add 32,783 unit var-
iables per time period with a capacity of 6,847 GW.

Solar (PV & thermal)

The approach for defining solar thermal and photovoltaic (PV) potentials and profiles is quite
similar to the case of wind energy. For the definition of the ground mounted PV and concen-
trated solar power (CSP) technical potentials, an analog approach to the first step of the wind
onshore potential analysis is chosen. Once unsuitable areas are excluded, a suitability factor
depending on the land use is taken to define the share of the potential suitable land, upon which
the solar modules or collectors might be placed. The suitability factor thus takes the competition
with alternative land usage needs into account. Analogue to the capacity density based ap-
proach for wind, afterwards the available space is converted to a power capacity, although in
this case the geographical space determines the module or collector area and thus the capacity,
with the consequence that an allocation planning for single units might be omitted. Floating PV
is modelled just like ground mounted installations with the difference of a slightly higher effi-
ciency due to the water cooling and a potential which is determined by wind offshore turbines,
based on the simple assumption that the floating units are installed in a ring pattern around the
offshore turbines. For rooftop PV and solar thermal collectors, the definition of the suitable area
is more challenging, considering that the landcover classification of urban buildup (Copernicus)
or urban fabric (Corine) is rather unspecific for identifying the actual suitable rooftop area.
Therefore, a bottom-up approximation of the rooftop area based on OSM building shapes and
classifications and a top-down approach based on national building statistics is combined to de-
termine the greenfield potential. The top-down approximation of the available roof area per
building type and roof type in this context follows the rather simple approach of (Mainzer et al.
2014) which is also applied by (Weinand et al. 2019) for the potential assessment at municipality
level. Although initially proposed for PV, it is assumed that solar thermal collectors might be
placed on the same suitable area. For a part of the rooftop PV potential, an integrated modelling
with a battery energy storage system is (PV-BESS) considered and in combination with the re-
gionalization of the sectoral electricity demand the potential for these systems is modelled
based on a dimensioning between the yearly electricity load and the PV and battery capacity
based on (Kaschub et al. 2016). Besides of the individual expansion of PV and batteries, PER-
SEUS-gECT considers different degrees of freedom for the modelling of an integrated PV-BESS
dispatch, based on a combined expansion. It ranges from a fixed battery and PV dispatch profile
based on a prior stochastic self-consumption optimization on the low voltage level as shown in
(Perau et al. 2021), to a completely independent dispatch of the systems, as applied in (Ruppert
et al. 2019) and (Slednev et al. 2021). In the default settings, PV-BESS flexibility is modelled based
on a coupled process, where the battery charging is restricted to the PV generation and the
charging and discharging variables might be partially bound by limits derived from a prior de-
central stochastic optimization.
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Overall, the modelling of solar energy potentials and of the electric or thermal profile relies on
the adaptation of existing approaches and instead of applying the most accurate method for a
small area, the focus is placed on computing (sectoral) potentials and profiles on a 100 m scale
for various module or collector orientations. The actual strength of PERSEUS-gECT in the context
of the solar energy modelling lies in the combination of technical potentials and the exploited
potential on a high spatial resolution and the flexible aggregation to variables which are not
predetermined by a specific transmission system but allow an endogenous local or even off grid
balancing of a sectoral supply and demand. In general, the literature on the assessment of solar
energy potentials in various applications is very large ((Khan and Arsalan 2016),(Weinand et al.
2023)), with a good overview of approaches for assessing rooftop PV (RTPV) potentials provided
in (Mainzer et al. 2014) and (Melius et al. 2013). Concerning the accuracy, approaches which
combine statistical measure with building data and even with satellite data, such as done by
(Mainzer 2019) are well suited for determining the rooftop PV potential, including an accurate
detection of existing PV installation on a municipality scale. The role out on a global scale is
however limited due to the computational need. To overcome this limitation, (Joshi et al. 2021)
propose a combination of an machine learning approach with a GIS (geo information system)
based potential assessment in order to evaluate the rooftop PV potential on a global scale. An
alternative approach which also guarantees high accuracy is presented by (Bddis et al. 2019),
which the authors classify as high level, complete consensus approach by combining building
statistics with multiple high resolved gridded landcover and settlement maps. To some extent
this approach corresponds to the approach that has been used in this work. For ground mounted
PV, various GIS based approaches may be found in the literature. These approaches range from
a regional bottom up analysis based on an hourly performance simulation (Pillot et al. 2020) or
(Bao et al. 2022), where the first mentioned authors actually optimize the placement while in
the second case the benchmark with existing park layouts is in the focus, to global approaches
based on the mean solar radiation on tilted panels (Saxena et al. 2023). In (Yeligeti et al. 2023)
a simple statistical fitting is proposed to bridge the gap between those two approaches. For
floating PV, which is in a rather early development state, many authors focus on local feasibility
studies (Ranjbaran et al. 2019). On a global scale (Jin et al. 2023) presented an approach for
assessing the potential on water reservoirs while (Silalahi and Blakers 2023) asses the maritime
potential. For solar water heating systems a wide range of technologies and applications might
be differentiated as shown in (Jamar et al. 2016; Nanda et al. 2023). From the primary energy
resource availability point of view, approaches for determining the potential for rooftop solar
water heating (SWH) show a high similarity or are even overlapping with the RTPV case, e.g.
(Doorga et al. 2022). The same applies to the literature on ground mounted solar energy poten-
tials, as the suitable areas for CSP, for example computed following (Trieb et al. 2009), are also
suitable for ground mounted PV. Besides of the resource availability, many approaches in the
literature also consider the integration into local energy management systems as part of the
solar energy potential assessment. Especially for SWH this is of great relevance and as shown in
(Gaonwe et al. 2022) there are multiple possibilities for combining solar thermal collectors with
thermal storages and heat pumps within a local heating system, while (Gaonwe et al. 2022; Kang
et al. 2022) providing an overview how SWH might be integrated in district heating systems. The
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own approach for modelling solar energy potentials, which is roughly illustrated in the following
figure, however, considers only a fraction of the possible applications and focuses on the com-
bination of an hourly generation simulation with a GIS-based bottom-up modelling of the avail-
able space with a 100m resolution. For solar rooftop potentials, additionally a top-down assess-
ment based on building statistics or derived metrics is applied and regionalized. Following the
classification of (Melius et al. 2013),a combination of a bottom up GIS method and a top-down
constant value method is applied in PERSEUS-gECT. An exception in this context is the assess-
ment of the technical floating PV potential, as it actually relies on the wind offshore modelling
and the resulting allocation of existing or potential turbines. Assuming that the modules are
placed in a ring pattern around the turbines, with an outer/inner radius of a multiple of the rotor
diameter (D°/D?) such that ships might pass between the turbines and also reach the turbines
for maintenance work, the turbine rotor and the park layout determine the potential of the
considered floating PV potential. In the default settings simply D = 2, D' = 1 and a fill rate of
the space of 0.65 is assumed, considering a default 9D/6D spacing between the turbines.
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Figure 2.37:  General approach for modelling solar energy conversion potentials

For ground mounted PV and CSP potentials basically the same approach as in the first step of
the wind onshore potential analysis is used to determine the technical potential. In the default
settings, mainly land that is covered by a forest or water as well as urban fabrics and naturally
protected areas are excluded. From the topographic point of view altitudes above 2500m and
steep slopes in general as well as slighter slopes which are not facing south-west to south-east
on the northern hemisphere or in the northern direction in the southern hemisphere, are
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excluded. Concerning the infrastructure exclusion, it should be noted that contrary to wind
power, actually an explicit inclusion of conversion areas defined by a buffer around highway and
railway is considered™. A detailed list of the exclusion settings and the suitability factors can be
found in the annex (fig. A.3), although it should be noted that for a practical application the
settings are adjusted on a regional basis. Concerning the unit configuration, PERSEUS-gECT cur-
rently models an independent investment in solar conversion and storage technologies in the
case of utility size PV and assumes a fixed relation between the collector size, the thermal stor-
age and the power generator capacity for CSP units with a differentiation between parabolic
through and power tower technologies. The modelling of both CSP technologies is rather sim-
plified and differentiates only in the land-use factors and the economic parameters (Alami et al.
2023; Trieb et al. 2009) while the thermal heat profile is generated based on the same simplified
parabolic through modelling approach which is applied in the open source model oemof.thermal
(oemof developer group 2020).

The assessment of rooftop PV and STC potentials is based on a combination of a bottom up and
top-down assessment of the ground floor area of residential and non-residential buildings and
a following statistical calculation of the suitable roof area following (Mainzer et al. 2014). Based
on census data available at a subnational level (NUTS3) for the number of dwellings in single,
double and multi-family buildings and further statistics such as number of residents and average
floor area, the approach for deriving building type specific ground floors in Germany, developed
by (Mainzer et al. 2014) is adapted for other European countries in a first step. By multiplying
the ground floor area with a utilization factor for each building type and roof type, which might
be either flat or slated, the usable roof area is calculated. In previous own work (Slednev et al.
2017b) Corine land cover (CLC) data where taken in a last step for a further regionalization of
the calculated building type and roof-type specific usable space for residential PV. While this
approach gives an upper bound for the residential rooftop solar energy potential on a national
level in Europe, an extension to other regions and sectors as well as the definition of a more
precise local lower bound is part of PERSEUS-gECT. As illustrated in the following figure, OSM
data allow an exact estimation of the ground floor area of buildings, if available, and therefore
might be used for a lower estimation of the available roof area on a 100m resolution, considering
that the completeness of the dataset is varying regionally. Additional to the global coverage,
which allows a potential assessment outside of Europe, also the potential roof area of non-resi-
dential buildings might be estimated based on OSM building data, assuming that the utilization
factor and distribution of the roof slopes corresponds to multi-family buildings.

3% Dump sites are also included in the conversion area definition. Also, inactive former military
areas could be considered in this context, such as former military used air fields.
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Figure 2.38:  Approach for modelling PV and STC potentials

Outside of Europe, the bottom-up based estimation of the suitable residential roof area might
be supplemented by a top-down approximation based on globally available population and GDP
data in a 1 km grid and the projection of their national development. In the simplest case, the
relation between population, household and dwellings on the one hand and the floor area on
the other hand is taken from Europe and adjusted to non-European countries. In this context,
the approach is quite similar to the one proposed in (Doorga et al. 2022). Subsequently, the data
are regionalized based on overlaying the gridded population and GDP data sets with 100m re-
solved land cover data. By reducing the suitability factor, the higher uncertainty of this simple
approximation approach of the residential rooftop solar energy potential outside of Europe
might be taken into account. For non-residential buildings, which are not in the current focus of
PERSEUS-gECT, only the OSM-based lower bound of the potential approximation is considered
inside and outside of Europe. Overall, the potential for seven building classes and 2 roof types is
computed on a 100m scale and combined with the calculated generation profiles for PV and STC
for 7 azimuth and 4 tilt configurations in each weather cell. This technical potential is afterwards
combined with a database of existing units in order to derive the remaining potential and aggre-
gate within the supply area of grid-connected electricity nodes outside of Europe for each
whether cell. Within Europe, an overlay of the electricity and gas supply system and the weather
cells is taken to define the aggregation basis for rooftop solar energy. The reason is the con-
sistency with the aggregation basis for final electricity demand processes, considering the en-
dogenously modelled competition between heat pumps and gas boilers for heating applications.
Furthermore, to define PV-BESS units, a consistent matching between rooftop PV potentials and
the electricity demand is needed. In order to define the optimal dimensioning for such systems,
in the default case a linear relation between the yearly electricity demand of a building type and
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the PV and battery capacity is assumed following (Ruppert et al. 2019), where the derived data
for dimensioning PV-BESS in Northern and Southern Germany in different investment periods is
based on a prior optimization conducted with a model described in (Kaschub et al. 2016). In
PERSEUS-gECT the north/south differentiation in the dimensioning is simply extended globally
and depending on the available rooftop potential and final demand for electricity applications,
the greenfield and brownfield potential for PV-BESS is computed. The reason for a fixed dimen-
sioning of the PV-BESS components or for running a prior stochastic optimization is that a max-
imization of the self consumption is often a primary driver for the investment and dispatch de-
cision for such a system. The described approach is illustrated in the following figure, starting
with a regionalization of the PV-BESS systems based on a common 100m regional basis and a
subsequential variable aggregation with respect to the grid topology and ending with a stochas-
tic dynamic programming based dispatch optimization for deriving restrictions for the PV-BESS

dispatch.
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Figure 2.39:  Approach for a PV-BESS regionalization and SDP-based dispatch optimization for deriving PV-BESS
potentials and dispatch restrictions

In the context of the SDP pre-optimization, meaning prior to the actual PERSEUS-gECT run, it is
assumed that the uncertainty about the sectoral demand and the associated available PV gen-
eration might be expressed through a stage wise independent random vector, as described in a
previous work (Perau et al. 2021). Analogue to the case of wind energy, the regional potential
(below the electricity and gas grid level) is afterwards split in three variables (one fixed and two
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potentials) and the optimization is run for each investment period, sector and considered
weather year. Although the SDP approach requires a discretization of the storage level state
space for a quick solution, with 100 steps chosen in the default setting, it has the clear advantage
of allowing a fast optimization over 987%° scenarios, assuming an hourly optimization and a divi-
sion of the probability space for the demand and PV profile in 3 bins. Considering that only for
the European region the number of optimized systems is in general over 20000 for each poten-
tial type and sector, resulting in over 420000 problems per period and weather year, the fast
and easy computation is a key advantage. Depending on the sector, subsequently specific re-
gional bounds for the PV-BESS dispatch might be derived for the further integrated system op-
timization in PERSEUS-gECT. In the current example the illustrated summed PV-BESS dispatch?
in Europe results in a peak shaving pattern for single family households and a partially rather flat
dispatch on garages and carports, with the exception in the Easter and summer vacation travel-
ing time, with a high simultaneity in the dispatch. The exemplary results shown in the previous
figure are actually based on a prior allocation planning for rooftop PV similar to the described
wind-onshore case, assuming that existing units are repowered after the end of their technical
lifetime and that the remaining potential for meeting a yearly national capacity target (in this
case based on the TYNDP2022) are allocated based on a metric which is not only based on the
LCOE but considers sector specific weights which take the available potential, the GDP into ac-
count and considers potential sub-national targets or grid restrictions. Although it is also possi-
ble to run an optimal allocation planning, as described in (Slednev et al. 2018) considering an
approximation of grid restrictions, it might be more favorable in this step to put an stronger
focus on an equal sector specific distribution adjusted by the purchasing power. It should be
kept in mind that this optional pre-allocation is just used for a definition of the variables and
their bounds for a later endogenous expansion in PERSEUS-gECT. Especially for mature PV mar-
kets such as Germany, this is of great relevance as illustrated in the following figure based on
the sorted LCOE of the potential greenfield units in 37 weather years. If the allocation of the
existing units is ignored, a pure LCOE driven approach would lead to a clear regional dominated
exploitation of the potentials starting in the sunnier south and ending in the northern part below
the coastal regions.

40 py-BESS dispatch is defined shown here as the PV generation plus BESS generation minus BESS
demand in an hour.
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Figure 2.40:  Implications of a pure LCOE based allocation of PV, illustrated for the case of Germany

To avoid such unrealistic results in the default settings a stronger weight is put on an equal ex-
ploitation of single-family building rooftop potential for example, besides of focusing on includ-
ing all known units in a database. Currently this database includes over 2 Mio units based on
various sources, which were mostly mentioned in the wind onshore chapter. Besides of Ger-
many, where MaStr is a main source, open street map data play an important role in this context
on a global scale and are extracted from a dump of the world database based on own scripts
and matched with the other databases. Actually, OSM data provide a good starting point for
setting up a database for wind and solar wind farms, as shown by (Dunnett et al. 2020) and
based on the farm or module polygons they allow an estimation of the capacity, even if the
actual capacity information is missing. However, it is clear that these data never reach the qual-
ity of national registers or commercial datasets and are therefore used only with conscious. An-
alogue to the case of parametrizing wind-turbines, missing data such as commissioning years
and or capacities to meat reported national values are computed based on a prior allocation
planning. In the current state, over 2 Mio. rooftop units and 25000 ground mounted units are
included in the database and the computed LCOE of these units in the start year is shown in the
following figure, taking into account an annual degradation of 0.75% since the individual com-
missioning year following (Jordan et al. 2016), the building type for rooftop as well as the indi-
vidual orientation (tilt, azimuth). Missing data are parametrized analogue to (Slednev et al.
2017b), mainly based on the detailed information on commissioning years, location and orien-
tation from the MaStr.
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Figure 2.41:  Comparison of the distribution of existing and potential ground mounted and rooftop PV units in
Europe and North Africa based on the full load hours

Although the distribution of the capacity factors or full load hour shows a clear north/south
pattern, which is prominent on the level of the weather cells, the annual variation of these fac-
tors, illustrated for Europe in the current figure and previously for Germany, is quite challenging
from a system planning point of view. Especially within the same latitudinal zone, the rank of a
weather cell, if sorted based on the long year average, might vary to a large degree, as shown
by highlighting the weather year 2012. For the selection of a representative weather year for
the expansion planning on the one hand and for the calculation of consistent PV and load profile,
such as for PV-BESS, on the other hand, a fast profile modelling for solar energy on a (at least)
hourly scale is crucial. In this context, the electricity or heat generation availability for each
weather cell and process configuration needs to be calculated. Considering that only for the
rooftop PV and SWH potential analysis of one investment period in the European region with
over 16k weather cells, 28 tilt and azimuth configuration and 30 weather years at least 2.35e10
hourly simulations are needed, in PERSEUS-gECT a rather pragmatic approach is chosen by
adapting existing approaches and tools within an own MATLAB code with a focus on a fast com-
putation. A correction of the bottom up modelled data based on measured irradiation data and
generation outputs, as described in (Lorenz et al. 2011), is omitted, as well as a statistical cali-
bration based on neural networks. As illustrated in the following figure, in the first step the irra-
diation on a tilted surface is computed based on an existing toolbox PVLIB developed at Sandia
National Laboratories (Stein et al. 2016). While the same tool box is later on taken for computing
the PV module performance, the performance calculation of solar thermal collectors relies on a
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simple modelling of parabolic through and flat plate collectors following emof.thermal (oemof
developer group 2020) and is written in MATLAB. The later toolbox is part of an open source
python based energy model (Hilpert et al. 2018), of which only the modelling approach for cal-
culating the thermal losses and the default parameters are considered.

Calculate the irradiation on a tilted surface (PVLIB)

ERA 5 Data Location/Time Technology Specification
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Figure 2.42:  Approach for calculating solar thermal (CPS, flat plate collector) and PV profiles

Based on ERA 5 data, which are partially adjusted, such as the wind speed correction to the
ground and roof level, in the first step for calculating the irradiation on a tilted surface, the lo-
cation and time specific irradiation angles such as the sun azimuth (85%™4%), the sun elevation
(05U"EL) and the apparent sun elevation (0 45“"l) are calculated. The calculation is based on an
approach described in (Reda and Andreas 2004) and performed through the function pvl_spa.
For units without an axis tracking, in the next step the angle between the surface normal and
the sun beam vector (8497) is calculated following (Kratochvil et al. 2004). For collectors and
modules with a single axis, tracking the approach of (Lorenzo et al. 2011) implemented in
pvl_singleaxis is applied. Afterwards the direct normal irradiation might be simply calculated
from the direct horizontal irradiation and the cosine of 849! and 85%2€"_For the diffuse part,
the reflection on the ground and in the sky needs to be considered. In this context multiple
models might be selected in PERSEUS-gECT based on PVLIB, which mainly differ in the way how
the sky diffuse part is calculated while the ground diffuse is always simply modelled as a function
of the albedo and the tilt angle of the surface. A comprehensive description of the models is
provided by (Loutzenhiser et al. 2007). In the figure above the simple Isotropic sky model (Duffie
and Beckman 2013) and the Perez model (Perez et al. 1990) are illustrated. Once the diffuse
irradiation on the tilted surface is calculated and added to the direct irradiation, the total irradi-
ation is known and the models which calculate the thermal efficiency or the PV module
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performance are applied. For calculating the PV module performance, first the effective irradia-
tion in the cells is calculated, taken into account soiling losses as well as spectral losses and
incidence angle reflection losses based on a 5™ order polynomial function which is module de-
pendent. After the correction of the cell temperature, in the last step the 5 points of the PV
modules |-V curve are calculated based on the Sandia PV Array Performance Model (Kratochvil
et al. 2004), which allows a calculation of the DC performance. Finally, the inverter losses (4.5%)
as well as all other losses, except of the degradation, such as additional losses including the
deviations of the actual module efficiencies from data sheet information, mismatch between
modules, ohmic cable losses, soiling, and deviation of inverter efficiencies from data sheet in-
formation, summing up to 9.5% following (Lorenz et al. 2011), are taken into account. The per-
formance calculation of the solar thermal collectors also uses the computed solar radiation on
the tilted surface as an input for a rather simple efficiency calculation described in oemof.ther-
mal. For concentrated solar power (CSP), in the default settings a loss method based on (Janotte
et al. 2014) is used for the calculation of the incidence angle modifier and the collector efficiency
while an inlet temperature of 20° and a normal temperature difference of 10° is assumed for
flat plate collectors. In both cases the modelling of a thermal storage and in case of CSP, of the
power generating turbine, is implemented through separate processes in PERSEUS-gECT which
uses the computed thermal heat as an inflow. In the default setting a solar multiple, which de-
fines the ratio between the thermal power which is produced by the collectors field to the power
block thermal nameplate capacity (Alami et al. 2023), of 2.4 and a thermal energy storage (TES)
of 10 hours is assumed for CSP investment units. The dispatch of the TES, the power cycle or the
potential direct use of heat for subsequent processes is modelled endogenously within the op-
timization. Analogue to RTPV units, the distribution of the tilt and azimuth angles for RTSWH are
currently estimated from the known orientation of RTPV installations. Alternatively, country
specific values might be specified, as the current database is significantly dominated by German
units. Concerning the geographical coverage, Europe and the MENA are currently the main re-
gions where RTPV and RTSWH are modelled while CSP investments are mainly considered as an
option for MENA and the Southern part of Central Asia.
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Average annual thermal energy yield of RTSWH per LCOE of considered CSP units in the investment year
Weather Cell 2050

S KWhamca)

™
Figure 2.43:  Distribution of considered solar thermal potentials in Europa, MENA and Central Asia with respect to
the energy yield of RTSWH units (left) and the LCOE of CSP units (right)

Bioenergy and waste

In the current state of PERSEUS-gECT primarily existing conversion processes which produce
heat and/or electricity from solid or gaseous biogenic energy carriers are taken into account. In
this context the assessment of additional biomass potentials for the regional electricity and heat
generation as well as for the further conversion to biogenic based energy carriers, such as bio-
methane, is performed with the focus on deriving the remaining potential for processes which
utilize forest, agricultural, industrial or residential biogenic residues with respect of existing bi-
oenergy conversion processes in the transformation or final demand sector. The assessment of
the primary energy potential of crops or stem wood for the production of first-generation bio-
fuels is explicitly not part of the potential assessment and existing processes which utilize these
biogenic energy carriers are balanced on their emission output but not with respect to the local
or global (sustainable) potential for these energy carriers. The same applies for non-biogenic
fueled CHP, EOP, or HOP waste processes, which utilize industrial or residential residues. In con-
sequence, PEREUS-gECT focuses on the regionalization of existing bioenergy and waste-based
conversion processes on the one hand and on the other hand on the derivation of potentials for
utilizing residues of the forest, agriculture, industry, residential or tertiary sector. A classification
of bioenergy-based conversion processes based on their sustainability or in the context of the
food or fuel trade-off is therefore not modelled endogenously but defined exogenously based
on a scenario. Analogue to the solar energy potential assessment, the general approach is to
combine a bottom-up and top-down analysis of the available biomass and waste potential on a
100m resolution in the first step. The considered primary energy sources in this step and their
classification, which is largely based on the classification made in the s2biom project (B.S. El-
bersen et al. 2017), is shown in the following figure:
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Figure 2.44:  Considered resource classes for biomass and waste based conversion processes

For Europe, and including Ukraine and Turkey, the dry mass potentials and their road side cost
of the forest and agricultural residues shown on the right side of the figure are taken from the
s2biom project®! and regionalized from the NUTS 3 level to the base resolution of 100m based
on Corine Land Cover data (for all biomass types) and population data (for the municipal waste)
analog to the PV case. In this context the match between CLC data and the potential classes is
provided in the fig. A.6. On a global scale, a rough estimation of the forest and agricultural resi-
dues following (Mainzer 2019) is applied based on the Copernicus land cover data and the match
between the biomass source and the classes as illustrated in fig. A.7. Either used directly as stem
wood or processed to straw bales, pellets, wood chips or cut to firewood, most sources on the
right-hand side might be directly utilized in a solid state as an input for the energetic and non-
energetic conversion in the transformation and final demand sector. For a subset of the re-
sources, especially for straw and energy grasses, an anerobic digestion to biogas is taken into
account following (B.S. Elbersen et al. 2017). The default delivery form as well as the lower heat-
ing value of the solid biomasses considered in PERSEUS-gECT, their biogas yield as well as their
CO2 emission factors, latter one based on (Akagi et al. 2011), are depicted in fig. A.5. While the
secondary residues of the forest and food producing industry as well as the biodegradable part
of the solid waste collected from the tertiary sector are illustrated on the right-hand side, the

*1 The goal of the project is the “Delivery of sustainable supply of non-food biomass to support a
“resource-efficient” Bioeconomy in Europe” https://research.wur.nl/en/projects/delivery-of-
sustainable-supply-of-non-food-biomass-to-support-a-r/datasets/
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remaining residues such as the effluents of the livestock, which might be used for the biogas
production as well as the potentials for producing savage and landfill gas from the waste water
treatment and the remaining waste, are shown on the left-hand side. Following the approach of
(Scarlat et al. 2018) the potential to produce biogas from manure is calculated in PERSEUS-gECT
based on a gridded dataset of the livestock which (Gilbert et al. 2018) generate with respect to
the 2010 FAO livestock statistics. Based on land cover data, these potentials are further region-
alized to a common 100m resolution prior to an aggregation for investment variables. For the
variable definition the topology of district heating, gas and electricity networks is taken into ac-
count considering that the produced outputs heat, electricity and gas (biomethane after a sub-
sequent upgrading step), require the corresponds injection nodes. The utilization of the remain-
ing urban waste in solid or gaseous state is currently restricted to Europe and based on the
heatmaps project (Scaramuzzino et al. 2019), which provide the unit resolved capacity of 24067
waste water treatment plants as well as the capacity of the municipal waste at NUST 3 resolu-
tion, which is subsequently regionalized. An overview of this first step of the potential assess-
ment and the sources is provided in fig. A.4.

Once the biomass potential is defined in PERSEUS-gECT, it is reduced by the energetic and non-
energetic demand of existing biomass-based conversion processes in the final demand and
transformation sector. Assuming that the final demand of households, tertiary and industrial
processes, which are described in a later point, should be covered by the identified regional
sustainable biomass potentials, these balancing is modelled first. In this context a simple heuris-
tic approach is applied, by iteratively extending the supply area for each consumer until the
demand is covered. In the next step the same approach is applied to cover the average demand
of biomass and waste fueled CHP, EOP, or HOP existing units. Analogue to the case of wind and
solar energy, the database for existing and planned biomass and waste units is based on various
sources which are matched and calibrated with respect to historical national statistics. In the
current state, the focus is put on modelling the status quo of EOP and CHP with respect to the
electricity generation from primary biomass production or of the utilization of primary, second-
ary or tertiary residues. As a consequence, heat only plants are missing in the current database
and besides of municipal solid waste fuel units, the electricity generation is the dominant output
of most existing process classes. As illustrated in the following figure, conversion processes in
the transformation sector which utilize bioenergy or waste are differentiated in combustion pro-
cesses for solids, gas or liquids.
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Figure 2.45:  Structure, capacity and distribution of biomass and waste driven existing EHG units

In this context, only processes which are mainly operated based on a combustion of solid pri-
mary biomass products (mainly wood) or based on primary residues of the forest and agriculture
sector by a combustion of wood-chips, pellets or straw bales, are labeled as “EHG_biomass”
processes. Currently, this is the largest class in the database regarding the cumulated electrical
capacity. Solid secondary residues of the forest and agriculture sector on the other hand are
utilized in “EHG_waste” processes. In this class, also units combusting solid municipal waste,
sewage sludge and industrial waste are included, with a clear dominance of municipal waste
units regarding the number as well as the electrical and thermal output. Regarding the unit num-
ber, the database is dominated by gas combusting processes, with a dominance of methane rich
gases from an anerobic digestion, such as biogas, landfill and sewage gas or even biomethane
over syngases which are derived from biomass or waste gasification processes. As already men-
tioned, the balancing of biofuels with respect to the regional sustainable biomass potentials is
currently neglected. Nevertheless, the capacity of some of these units is included in the database
and for their dispatch it is assumed that the fuel might be imported from an exogenous source.

Regarding the expansion planning, a replacement within the same technology (IC, GT, ST, CC,
ORC, as CHP or EOP) and capacity class, but with adjusted techno-economic parameters at the
end of lifetime, with and without a carbon capture, is considered as an investment option. For
BECC (bioenergy with carbon capture) units, the availability of a gas node within the neighbor-
hood is required. The investments into the CO2 transport and storage infrastructure and their
operation however are modelled endogenously within separate variables and excluded from the
BECC CAPEX and OPEX. Assuming that the regional biomass resources are prioritized for replace-
ment decisions, the remaining potential is calculated by excluding these biomass sources in ad-
dition to the fixed pre-allocation of biomass to final demand processes. Although these assump-
tions might seem quite strict, they are made in order to reduce the degree of freedom for
modelling the investments into processes which utilize biomass in PERSEUS-gECT, considering
that bioenergy conversion chains are highly resource specific and complex. Instead, the focus is
laid on assessing the potential of the remaining biomass for producing synthetic natural gas,
which might be injected into existing gas grids and on the combined electricity and heat produc-
tion in regions without a gas infrastructure but with a local heat demand. In this context, it is
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assumed that, depending on the biomass source, an anerobic digestion process or a gasification
process with a subsequent upgrading to methane is applied in case of an available gas grid node.
For off-grid locations, the upgrading might be omitted and the biogas or syngas directly used as
an input for a subsequent biogas CHP engine or a gas-turbine processes. Thus, the utilization of
the remaining biomass potential is either modelled through EHG processes with an integrated
OCP process for the gas production or through standalone OCP processes which injects methane
at a sufficient purity level into a gas grid node. As illustrated in the following figure, a significant
potential for biogenic methane is currently included in PERSEUS-gECT and it is assumed that at
least in Europe a large part of this methane might be injected into the gas distribution system.
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Figure 2.46:  Distribution of the considered grid connected (left) and off-grid SNG potential

For the anerobic digestion with a subsequent upgrading of the biogas, primary agricultural resi-
dues based on straw are the main biomass source, followed by manure, sewage and pelletized
energy grasses. Besides of manure, which is also available at off grid locations in a significant
amount, it is assumed that biomethane produced from most of these sources might be assigned
to the next node of the gas transmission grid or an LNG port node based on the injection into an
underlying, but not explicitly modelled, gas distribution grid. On the other hand, a significant
share of the biomass gasification potentials are assumed to lie in the outskirt of the modelling
region without an excess to the gas grid. Especially in Scandinavia and Russia large technical
potentials from the utilization of the primary production from forest or from their residues is
assumed. In Patagonia some off grid potentials are also considered, but with a negligible share
compared to the overall potential. After a first aggregation into grid and off-grid, gasification
and AD based conversion paths, 122890 units with weighted parameters of the various biomass
sources (road side cost, energy density, emission factor etc.) are defined as investment variables
per period. Afterwards this number might be further reduced in order to keep the problem size
manageable. With a focus on the future operation of the energy system, a demand driven en-
dogenous dispatch for existing, repowered and potential EHG and OCP based units which con-
vert biomass is assumed. Depending on the scenario, however, upper and lower bounds on the
dispatch might be specified based on weekly, monthly or yearly national historical dispatch data
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for the bioenergy-based electricity generation. Depending on the region, in this context,
monthly data of Eurostat or IEA or hourly data of the transparency platform of the ENTSO-E,
aggregated to weekly values, and scaled to the monthly Eurostat values, are used.

Overall, the approach used for modelling biomass conversion chains is rather simple in PERSEUS-
gECT, focusing on bioenergy, while relying partly on the regionalization of existing detailed stud-
ies and approaches in Europe and on a simple land use based estimation comparable to (Mainzer
2019) or (Bao et al. 2020) outside of Europe. Concerning the general literature in this context, a
good overview is provided in (Bentsen and Felby 2012).

Hydro

In the current state of PERSEUS-gECT mainly existing and planned hydroelectric units are con-
sidered. Thus, there is a focus on a regional parameterization and grid connection of known
capacities and a simple approximation of the inflow, storage and discharge restrictions, neglect-
ing a detailed hydrological modelling. Based on various sources, including specific hydroelectric
databases such as the JRC hydro power database*? and the Global Dam Tracker (GDAT) by (Zhang
and Gu 2023) in addition to the already mentioned public national (MastR, BFE_WASTA%*,..) and
international (OSM, GEM, OPDS, GPDB, etc.) and commercial (WEEP) power plant database
sources, an own database has been created that is illustrated as follows:

42 European Commission, Joint Research Centre (JRC) (2019): JRC Hydro-power database. Euro-
pean Commission, Joint Research Centre (JRC) [Dataset] PID: http://data.eu-
ropa.eu/89h/52b00441-d3e0-44e0-8281-fda86a63546d

3 http://www.bfe.admin.ch/geoinformation
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Figure 2.47:  Distribution, number and capacity of hydro power units by type

Conventional reservoir power plants with a long-term (seasonal) storage of an upstream hydro
inflow currently dominate the database regarding the installed electricity generation capacity.
While many large units in this category and the current geographical scope are allocated in the
successor states of the former Soviet Union, a large number is modelled in the Scandinavian
countries. Existing reservoir storages in the modelled South American region are currently de-
activated. Besides of reservoirs, the class of pure hydro power plants comprises run-of-river
(ROR) and pondage hydro power plants, which are classified by limited or missing storage capa-
bilities and a natural inflow. Although most of the existing units in the database belong to this
category, their average capacity is rather small and most of the units are allocated at the foothills
of alpine streams. Considering pump storages, a differentiation between open loop (PS°) and
closed loop (PS®) units is made, depending on the availability (PS®') or unavailability (PS®) of a
natural inflow into the storage. While the first ones, often referred to as mixed hydro power
plants, are mainly allocated in the Alps and Southern Europe, the pure pump storages are dis-
tributed more equally across Europe. The storages, linked to the described pure or pumped hy-
dro power plants, are shown in the following figure.
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Figure 2.48:  Allocation of considered hydro storages and the modelling of cascaded hydro power plants in PER-
SEUS-gECT

In general, different level of detail for modelling the interaction between uni- or bi-directional
pumps and turbines and the associated lower and or upper storage volumes are considered in
PERSEUS-gECT, following an approach described in (Ruppert et al. 2016). As illustrated based on
the example of the Schluchsee power plant group in Germany, multiple storage processes in
different river basins might be connected by a cascade of multiple generators, pump and flow
processes over a significant distance. In the current state such a detailed modelling of cascading
processes is however limited to specific power plant groups mainly in the alpine region and does
not cover a complete hydrological system. In the example, the impact of the outflow to the
Rhein river on the operation of the downstream (RADAG) or upstream (Klingau**) ROR and
poundage hydro plants is thus neglected. Even the last storage of the cascaded system
(“Rheinstauraum”), which is fed by the outflow of the lowest generator and serves as a source
for the pumps of the Waldshut power plant, is currently neglected. To decrease the remaining
complexity, furthermore different aggregation might be chosen besides of the bundling of par-
allel generators and pumps into one variable. In the simplest case all generators and pumps of
a cascaded group are connected to one summed storage with summed natural inflows. Alterna-
tively, potential equalizing reservoirs are ignored and the cascaded system is separated in

4 Lies actually on the inflowing Aare in Switzerland
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individual, non-connected subsystems consisting only of a storage and the directly connected
downstream generators and pumps®.

Concerning the natural inflow into pure hydro or pump storage units and the bounds for the
storage volume, generation and pumping, a complex hydrological modelling is omitted. Instead,
the hydro power modelling approach and the calculated data of the ENTSOE-E* which provides
inflow and storage data based on the PAN European Climate Database (PECD) from 1982 to 2017
on a national level is regionalized to the single unit level in Europe. Outside of Europe, national
statistics on the monthly or yearly hydro dispatch are used to approximate the inflow. In both
cases unit specific historic dispatch information, based on the WRI Global Power Plant Database,
are used for an adjustment on unit level. Additionally, an inflow approximation based on run-off
data might be applied to generate unit specific inflow time series as shown in the following ex-
ample.
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Figure 2.49:  Approach for a regional inflow approximating for run-of-river and poundage units

The main motivation for this step lies in the heterogeneity of inflow patterns of different hydro-
logical systems on a subnational level, as shown in the annex (fig. A.8) for the four German con-
trol zones. In this context the own run-off approximation on a unit level might by either scaled
such that the capacity weighted sum matches the national/zonal target time series (based on

% In the current example the storages of the Albbecken and Mettmabecken might be neglected
and three separate pump storages might be defined: Schluchsee+Hausern,
Schwarzabecken+Witzau, Witzaubecken+Waldshut.

4% https://eepublicdownloads.entsoe.eu/clean-documents/sdc-documents/MAF/2020/Hydro-
power_Modelling_New_database_and_methodology_V1_0.pdf
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the PECD or historical values) or applied to model the inflow for time periods with missing ref-
erence data. Currently, historic daily and monthly run-off data from the Global Runoff Data Cen-
tre (BfG - The GRDC 2023) database, which contains measured or calculated data from over
10000 gauging stations*’, are used to approximate the inflow considering the location of the
station and the units within a river basin. As illustrated in the current example of ROR and Pound-
age plants in the TransnetBW control zone in the southwest of Germany, usually data from mul-
tiple stations are available within a sub-basin. By weighting the discharge data accordingly, the
zonal data might be calculated and compared with a reference value. In the current example it
is obvious that although a general linear correlation of 0.76 between the monthly mean hydro
dispatch and the weighted mean station discharge might be observed, the dispatch becomes
insensitive for discharges above a certain limit. Once the discharges are cut-off above this limit,
the correlation increases to over 0.97. Considering that the GRDC data often cover a long time
range, in the current example over 100 years, the inflow might be approximated for a long time
horizon with an acceptable accuracy. Furthermore, these data are also available in non-Euro-
pean regions which are not covered by the PECD. In the future, a more advanced approach for
fitting the data, like the machine learning based approach of the ENTSO-E, should be applied
and combined with simulated run-off data from climate models. In this context the GRDC data
might be used for calibrating the hydrological model, as done by (Burek and Smilovic 2022) in
another context.

An endogenous expansion planning for hydro power in PERSEUS-gECT is currently only consid-
ered for closed loop pump hydro energy storages (PHES) based on the potentials identification
and the cost calculation following (Stocks et al. 2021). As an adjustment applied to the potentials
identified by the authors, the potential conflicting storage sites are excluded, which are to close
the ones included in the own storage database or to the GDAT dam sites. The remaining poten-
tials in the modelled Eurasian region sum up to a storage volume of 123 TWh in case that 6 hour
storages with a volume of 2 GWh are considered, as illustrated in fig. A.9. However, it should be
noted that in PERSEUS-gECT no focus is put on a detailed PHES expansion planning and that in
the default settings this option is neglected.

Geothermal, marine and other

Although the list of existing and potential further non-conventional or fossil electricity and heat
generation technologies in the transformation sector is still very large and their contribution
might be significant, currently only existing or planned geothermal, marine and coal bed me-
thane-based processes are modelled for the electricity generation. Especially for heating pur-
poses, however, geothermal energy might provide a cheap local alternative for the replacement
of fossil fueled heaters in residential building or in the district heating system (Miocic and Kre-
cher 2022). An endogenous expansion planning for the exploitation of one part of this energy
source is considered in PERSEUS-gECT, namely by modelling the investment in ground source

47 According to Burek and Smilovic 2022 the GRDC database “offers the richest source of global
river discharge data” compared to other available public databases.
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heat pumps (GSHP) which utilize the shallow geo heating potential. The resource availability
restrictions and the actual investment and dispatch restrictions for the GSHP, however, are cur-
rently modelled in a very simplified manner. On the one hand the model of the GSHP follows
the approach of (Ruhnau et al. 2019)* and rather corresponds to a vertical heat pump as de-
scribed by (Hou et al. 2022), considering that the ground temperature is taken from ERA 5 at 2
meter and increased by a constant factor. In the current version of PERSEUS-gECT, however, no
potential analysis for such heat-pumps, which require a rather large space, is included. Instead,
data from the hotmaps project (Pezzutto, S. et al 2018), which provide an upper bound for the
bore hole extraction (BHE) based usage of the shallow geothermal potential, are utilized. These
potentials are generated based on the G.POT tool as described in (Casasso and Sethi 2016) and
are available with a 100 m resolution, assuming a borehole depth of 100m. The potential for
extracting this energy source is assessed by overlaying this raster data with the considered resi-
dential and tertiary potentials, which are resolved at 100 m and are partially based on hotmaps
heating and cooling density raster data. As illustrated in the following figure, this basically re-
duces the potential in Northern countries (as shown in right figure) and in densely populated
cities (as shown by the difference between the left and middle figure). By overlaying the 100
resolved potentials with the electricity and gas supply areas and the weather cell, the final unit
potential restrictions might be defined for the model. Therefore, the assumption is made, that
the modelled GSHP units, which use the ground temperature from 2 meters, might be only ex-
panded to a certain capacity limit, which is valid for BHE with a depth of 100 meter.
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Figure 2.50:  Approach for estimating the GSHP potential and defining GSHP variables

While the focus of PERSEUS-gECT does not lie on an exact modelling of GSHP systemes, it should
be kept in mind that this approximation provides just a simplified estimation of the GSHP poten-
tials. In the literature, more accurate but computationally more expansive approaches might be
found, for example by (Miocic and Krecher 2022) who analyze the GSHP potential in the German

48 The approach is described in more detail in the section related to final demand processes.
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federal state of Baden Wirttemberg, or of (Walch et al. 2022), were a detailed modelling ap-
proach for district heating and cooling based on BHE was developed.

For the considered existing remaining units, the number and the capacity is rather small com-
pared to the other renewable or waste-based technologies. This is illustrated in the following
figure. In specific regions, such as geothermal power in Iceland, however, these capacities might
play a significant role.
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Figure 2.51:  Distribution of considered geothermal, marine and CBM units and approach for a tidal profile mod-
elling

Concerning the availability constraint of the dispatch of the units, no further restrictions apart
from the unit capacity are assumed for geothermal and coal bedded methane. For the energy
generation from marine source, which is differentiated into a tidal, wave and other ocean-based
energy conversion, the profile also might be neglected due to the overall neglectable capacity.
Considering that currently only the 240 MW Rance Tidal Power Station has any significant mar-
ket share, a profile approximated from a tide modelling might be chosen. Based on the tidal
modelling toolbox TDM3.0* and the global ocean tide model EOT20 from (Hart-Davis et al.
2021), first the tide heights are calculated and afterwards the profile is approximated from the
gradient of the tide curve.

4 Chad A. Greene, Svetlana Erofeeva, Laurie Padman, Susan Howard, Tyler Sutterley, and Gary
Egbert (2023). The Tide Model Driver  for MATLAB, version 3.0.
https://github.com/chadagreene/Tide-Model-Driver.
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2.4.3 Approach for defining resource availability constraints for the
conversion of non-renewable energy carriers (existing & potential
units and profiles)

Natural gas extraction

A detailed modelling of the natural gas extraction is currently not the focus of PERSEUS-gECT. A
simplified approximation of the location and extraction cost of the current active and potential
gas fields is nevertheless included. The goal is a more realistic modelling of the current and po-
tential pipeline and shipping-based flow directions and quantities of natural gas and LNG. Based
on the work of (Aguilera et al. 2009), the extraction cost and volumes per basin, following the
USGS®® classification, are estimated. A detailed description of the method for estimating the
production cost of conventional and unconventional petroleum and a comparison with other
approaches is proved by the author in (Aguilera 2014). Field specific extraction rates and location
are added to this data based on the GEM database®® and finally the dataset is parametrized on
a national level based on the bp Statistical Review of World Energy 202252 for the gas production
and the proven reserves. In the last step this information is matched with the nodes of the mod-
elled gas system. The results of this approach are illustrated below.
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Figure 2.52:  Distribution of modelled natural gas production units and their proven reserves

0y.S. Geological Survey world petroleum assessment 2000: Description and results. U.S. Geo-
logical Survey world petroleum assessment 2000: Description and results (2000).
51 Additional USGS basins data on undiscovered gas fields and the shapes of existing and poten-

tial gas fields are also considered: U.S. Geological Survey World Conventional Resources Assess-
ment Team (2012); Lujala et al. (2007).

2 https://www.bp.com/content/dam/bp/business-sites/en/global/corporate/pdfs/energy-eco-
nomics/statistical-review/bp-stats-review-2022-full-report.pdf
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Conventional electricity and heat generators

Based on a database, which is maintained at the IIP for several years and containes information
from various sources>?, the following displayed structure between conversion technologies, dis-
played on the left, energy carriers in the middle and the overall processes classification on the
right is chosen for modelling EHG units:

Structure of the existing database on conventional EGH units
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Figure 2.53:  Structure and capacity of existing conventional EHG units

The majority of the currently included existing conventional thermal EHG units are thus com-
bined cycle gas turbines which run on natura gas. In general, no further restrictions for the pro-
cess availability, except of the installed unit capacity is considered in the default settings of PER-
SEUS-gECT for the linear dispatch and expansion planning. For smaller problem instances, which
focus on a subregion or subsector and in consequence allow the solution of a mixed integer
linear problem formulation in an acceptable time, a min-up/min-down unit commitment prob-
lem (MUCP) following (Bendotti et al. 2018) is implemented. Besides of the general MUCP re-
strictions and a consideration of start-up cost, the number of cycles might be additionally re-
stricted®. In the default settings this option is however not considered.

3 Mainly based on WEPP and various sources for planned projects or decommissioning such as
GEM. Missing parameter such as the efficiency are estimated from a regression taking into ac-
count the commissioning date, technology and fuel.

> Alternatively, to a full MILP formulation, the MUCP might be activated with a relaxation on
the binary variables.
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In the context of a system optimization with the goal of asserting the capacity adequacy to a
certain security of supply level, lower bounds for the capacity of dispatchable EHG units might
be defined within PERSEUS-gECT on a national level. The utilized approach for this purpose (PER-
SEUS-ADQ) was initially developed within the DESK project and applied in the context of a secu-
rity of supply analysis for the European electricity sector with a focus on southern Germany until
2050 (Hartel et al. 2019). The idea is to analyze the national balancing of an exogenously defined
hourly electrical load with respect to the non-availability of flexible dispatchable thermal power
plants and fluctuating renewables within multiple weather years and the option for a cross bor-
der balancing. In this context a Monte-Carlo based drawing of unplanned thermal power plant
outages on top of the scheduled maintenance planning is performed for each hour of multiple
weather years (usually 15 years) in order to take into account the simultaneous non-availability
of thermal power plants, renewables and the weather dependent variation of the electrical load
in multiple countries. As illustrated in the following figure, an iterative approach is chosen start-
ing with a first investment period and a two-step allocation planning for minimizing the capacity
coverage gap in each Monte-Carlo simulation.
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Figure 2.54:  Approach for a capacity adequacy assessment in order to derive lower bounds for the expansion of
dispatchable EHG units based on (Hartel et al. 2019)

Assuming that the security of supply should be ensured to a certain level (e.g., 99.97%), the
national capacity gap is identified by running a dispatch optimization with a subsequent
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generator allocation planning. In this context, the dispatch optimization is modelled as a simple
linear hourly transport problem with a storage based modelling of central (utility scale batteries
and PHES and seasonal hydro storages) and decentral (PV-BESS, DSM for EV and HP) flexibilities
following the approach described in (Ruppert et al. 2019). Considering that for 15 weather years
with an 8760 hour resolution the resulting problem would include a time coupling of 131400
hourly transport problems in each Monte-Carlo run, the problems are usually decoupled on a
weekly or two-weekly basis. This means that the storage level of the first hour of each single or
second week depends on the storage level of the last hour of the current or following week. The
contribution of decentral and central time-coupled flexibilities to the security of supply during
extreme weather events, which last for multiple hours, such as a two weeks’ cold spell with low
solar irradiation and wind speeds, is thus captured. Besides of the usual nodal balance and stor-
age restriction, which are similar to those used in PERSEUS-gECT, additional constraints are de-
fined in order to assert that each country priorly covers its own demand in case of a shortage.
Although this optional condition results in a non-optimal system layout, it is introduced in order
to avoid a load shedding in countries which otherwise could cover their demand. In a second
step, the relevant hours for the national capacity gap definition of the single countries are iden-
tified based on the solution of the current and previous Monte-Carlo dispatch optimization run
and a subsequent placement of a generic generator is optimized. Considering that the simulta-
neous generator unavailability on a European or larger scale is low and that each capacity addi-
tion in one country increases the security of supply in all other countries, this second step is
introduced as an approximation of the actual allocation problem. The final capacity gap for each
country corresponds to the negative part of the sorted national residual capacity balance curve
after the spatial and temporal balancing in each Monte-Carlo run taking into account a certain
number of hours of unserved load. For example, for 200 Monte-Carlo simulation with 15
weather years and 8760 hours per weather year, a security of supply level of 99.97% corre-
sponds to 7884 hours with load shedding, as illustrated in the previous figure. The results are
however highly sensitive regarding the considered flexibilities and the overall scenario frame-
work as exemplary illustrated for the cumulated European capacity gap based on the TYNDP
2018 and TYNDP 2020 in combination with different versions of the German network develop-
ment plan NEP 2030. In the context of PERSEUS-gECT, where the final electricity demand or the
capacity of renewables is not fixed but might be adjusted endogenously, this means that the
definition of lower bounds on the capacity expansion of dispatchable EHG units such as hydro-
gen fired gas-turbines should be considered with caution. One possibility is to apply an iterative
approach, starting without or with low capacity requirements for asserting the security of supply
in the first run of PERSEUS-gECT, followed by a capacity adequacy assessment based on PER-
SEUS-ADQ, in order to derive meaningful bounds. Such an iterative approach, with an initial
PERSEUS-ADQ optimization followed by a generation expansion planning and a subsequent de-
tailed dispatch optimization was already applied for different analyses of the future European
power system (Ruppert et al. 2019; Slednev et al. 2021)
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2.4.4 Approach for regionalizing final and useful energy demand and
profiles

In the current state there is a specific focus on the regionalization of the final sectoral energy
demand for the main energy carriers (electricity, fossil solids, oil, hydrogen, methane, biomass
and district heat) based on a reference scenario. With a differentiation in the main classes for
the energy use such as heating and cooling (space, process, water, steam), electrical appliances
and the different transport modes for passengers and goods, the goal is to model an endogenous
fuel switch within the same final energy conversion processes or the replacement of the initially
defined heating and cooling process. In consequence, PERSEUS-gECT currently relies on an ex-
ternal energy scenario framework such as the TYNDP or the WEO as a starting base for defining
a complete energy balance on a national level. While the non-energetic uses of the considered
energy carriers and the yearly demand of electrical appliances, mobility services and specific
industrial processes are fixed and might be only shifted intra-annual based on a demand side
management process, heating and cooling processes are modelled endogenously but with a
fixed useful energy demand. Savings from an improved insulation in the residential sector or a
more efficient process which utilizes steam in the industry are therefore still exogenous quanti-
ties. In the following figure, the main parameters with their main sources are displayed, which
are used for a regional parametrization of processes for the conversion of final energy to useful
energy.
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The overall idea for defining regional energy demand potentials and profiles is described next.
Instead of a time-series based estimation of the final energy demand of a specific energy carrier
(EC), the general idea is to split the sectoral demand into an energy carrier independent useful
energy demand (ued) for heating and cooling purposes on the one hand and into the energy
carrier dependent final energy demand (fed) for the remaining consumption processes on the
other hand. Assuming that processes for generating steam for the industry and space heating
(SH), space cooling (SC) and water heating (WH) in buildings are driven by the same ued profile
and might be endogenously adjusted within PERSEUS-gECT by changing the conversion technol-
ogy, the focus is put on modelling regional, highly resolved heating and cooling demands and
profiles in the first step. Depending on the conversion efficiencies, which are based on yearly
resolved historic national values from the JRC-IDEES database for non-heat pump processes and
on hourly resolved simulated temperature dependent local performance coefficients (COP) for
space and water heating and cooling processes with heat pumps, the EC dependent demands
might be calculated in the second step. Starting from a complete energy balance based on a
national level for a historic year and the sector and application specific demands for energy car-
riers of all fixed (e.g., cooking, electrical appliances) and variable (e.g. SH, SC, WH) processes,
the general approach is to calibrate the model in a way such that regional supply potentials,
NUTS 3 resolved dwelling statistics and national building statistics might be matched with re-
gards to the local landcover and settlement data. Based on a common regional basis with a 100
resolution, which is also used for modelling primary energy potentials for solar or geothermal
energy, in the first step the heating and cooling demand in buildings is calculated. This is done
by combining raster data from the hotmaps database concerning the heated and cooled floor
area with national building statistics concerning the building and age type specific heating and
cooling demands, also taken from the same database and the Census 2011 based dwelling sta-
tistics concerning the age, building type and occupancy on a NUTS 3 level. As the population is
available on all levels in all sources, in the first step this parameter is fitted such that the numbers
match, and afterwards the SH, SC and WH ued is calculated on a 100 resolution for all building,
age and population classes and adjusted to the statistically known parameters on a national
level. Considering that the different data statistics or values usually don’t match, first the popu-
lation and demand on a NUTS 3 level is fit and afterwards on the actual regional 100m level. This
is done by solving multiple quadratic optimization problems which usually minimize the squared
deviation of one or more parameters modelled as regionally resolved variable (e.g., population,
energy) to the regional reference value (e.g., on NUTS 3 or pixel level) subject to exactly match-
ing with national reference values of the same or a derived parameter, such as the number or
buildings, the total population or the energy. Once the ued is known at this lowest spatial level,
the local final energy demands for all modelled energy carriers in the reference year, which is
currently 2019, are calculated, taken into account the local resource and infrastructure availa-
bility and the target values from national statistics. Besides of considering the local potentials of
renewable heat sources or of a gas grid connection for methane or hydrogen, in this step the
focus is on analyzing the potential or existing supply of heat from district heating grids. This is
done by performing a layout optimization for generic district heating grids with a high spatial
resolution, considering the location of known heat sources such as CHP units or potential ones,
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which will be described at a later point. After the district heating demand of the residential and
tertiary sector is defined, the consumption of derived heat in the industry is modelled. This is
done either from an auto-production of hot water and steam and injection into an own heat
distribution on the plant side or from the public grid. In the first step, this is performed for large
consumers, for example from the chemical or paper and pulp producing industry, on a unit basis.
The remaining demand is distributed on the regionalized industrial heat demand of smaller
units. In this context the industrial heat demand was previously derived by matching the sectoral
fed from national statistics to the known or derived demand of the used industrial database of
large consumers, which is also taken from hotmaps or GEM and are largely based on the Euro-
pean emission trading system (ETS). The remaining industrial demand was afterwards distrib-
uted based on landcover data and downscaled gridded GDP data (from 1 km to 100m) with a
100 resolution on the one hand and employment data in the industry sectors on NUTS 2 level
on the other hand. Contrary to residential and tertiary consumers, a differentiation into indus-
trial non-heating related sectoral processes such as electrical appliances and the non-energy use
and heating processes was therefore not considered in the first step of the regionalization. This
differentiation in the regionalization is also ignored for the remaining sectors such as the
transport sector, the agricultural sector and the demand of the energy sector. In these sectors,
the final energy demand for a specific fuel in the reference year is considered as the key for the
regionalization. Based on values for 2020 taken from the eXtremOS project on the one hand and
other further statistics on the other hand, the demands are regionalized. For the transport sec-
tor, which is the only relevant remaining sector, the regionalization of the existing final energy
demand is dominated by liquids. The Regionalization is additionally either based on the length
of the infrastructure (rail, road), the transported freight weight or the passenger number at the
nodes (aviation, shipping) or the registered vehicles per type (road) from statistics on NUTS2,
NUTS3, city or nodal level or from the transport graph. For agriculture, the biomass potentials
from manure and crop residues combined with OSM data on farms are used as a regionalization
key. In the energy sector, only refineries taken from the ETS database are used and modelled
analogue to the industry and are regionalized. All other consumers of the energy sector, such as
liquification/regasification plants and the compressors for natural gas, are not included in this
section but modelled as endogenous OCP processes.

Finally, only the remaining non-heating/cooling related demands of the residential and the ter-
tiary sector need to be regionalized, which mainly include the demand of electricity appliances
and for cooking. Here the population and the floor area (and GDP for tertiary) on a 100m reso-
lution is used as an approximation for the regionalization of the residual values, which are de-
rived after subtraction the heating/cooling demand from the energy carrier resolved fed data of
eXtremOS on NUTS3 level. Such a simplified approach is less detailed, but allows a simple re-
gionalization of these heterogeneous demands including large electrical appliances such as a
fridge, oven, washing machine, dry cleaner, etc., or lightning and itc appliances. This approach
reflects a more detailed modelling of heating/cooling related processes and a very simplified
approximation of the remaining processes. Based on the residual to the eXtremOS, data is also
applied for modelling the demand profiles in multiple sectors.
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In general, the calculation of the demand profiles combines different sector specific standard
load profile (SLP) based approaches which are either taken from the literature (BDEW, SWM) or
approximated from time series. Analogue to the differentiation in the energy regionalization,
profiles for three categories are modelled: (i) the residential and tertiary space heating/cooling
and hot water demand, (ii) the industrial steam and other process heat demand and (iii) the
remaining sectoral for non-heating and cooling applications. For the industrial low enthalpy
heat, a weighted average of the tertiary space heating/water heating and space cooling profile
is assumed. In this context SLP and time series data from different sources such as from the
hotmaps and eXtremOS project or from BDEW and SWM are taken and combined with source
and sink temperature specific efficiencies of specific conversion processes, such as heat pumps
in each weather cell with potential demand in the modelled region. For modelling the heat-
pump efficiency, either the more advanced approach following (Ruhnau et al. 2019) or the sim-
ple Carnot and quality grade based modelling of heat pumps and chillers following emof.thermal
(oemof developer group 2020) is considered while a static country, sector and fuel specific effi-
ciency for boilers (combustion, electric) following the JRC-IDEES database is assumed. In the fol-
lowing figure the approach isillustrated. It isimplemented in MATLAB and applied for calculating
the hourly profiles in each relevant cell of the ERA 5 weather database for the weather years
since 1985. In this context When2Heat references to the approach of (Ruhnau et al. 2019) and
includes the BDEW SLP based approach for calculating heating demands.
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Figure 2.56:  Approach for modelling low and high-temperature heating demand profiles
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For the low enthalpy heat, currently multiple approaches are implemented and might be com-
bined for calculating a profile for a process. For calculating the fed profile of heat pumps in the
residential sector for space heating, multiple options are implemented and tested. Either the
SWM based SLP approach might be applied or the ued for SH is first calculated based on the
When2Heat or hotmaps approach (for SFB and MFB or for all residential buildings) and is later
on divided by the hourly adjusted conversion efficiency of the system. This depends on the floor
or radiator based heating system, the heat pump technology (ASHP, GSHP, WSHP) and the cho-
sen heat pump model (When2Heat or eomof.thermal). In the default settings of PERSEUS-gECT
the adjusted reference temperature is calculated based on the SWM approach and applied for
selecting the daily SLP based on hotmaps. Afterwards, a capacity weighted average of the cur-
rently or projected installed heat pumps technologies, which are modelled following (Ruhnau et
al. 2019), is chosen depending on the local demand and supply potentials. First it is chosen at
the considered common spatial basis, resolved at 100m, and afterwards aggregated to the over-
lay of the covered areas of the gas, electricity and ERA5 nodes. The consideration of the time-
of-use specific demand shift between different countries is applied following the simple ap-
proach of hotmaps. The hotmaps database is also the main source for defining high temperature
heating profiles for the industry based on the given sectoral SLP on a national level. The sectoral
coverage is however less complete than the hourly industry time series provided by eXtremOS,
although the later source is only available for Germany and for a specific year without a differ-
entiation of the conversion applications. By combining both sources, sectoral SLP on a national
level for the high temperature heating demand are approximated. If for example the ued heating
profile of the iron and steel sector is known but not that of non-ferrous metals on the one hand,
while the total fed profile for electricity (excluding low enthalpy heat) is known for both param-
eters, the missing heating profile might be approximated. It is assumed that the structural dif-
ference between the electricity demand for the iron and steel production and the non-ferrous
metals production also translates to the heating demand, which is a main driver for the energetic
use of energy carriers in this sector. Once the high and low temperature heating and cooling
profiles in all sectors are parametrized, the remaining sector and fuel specific profiles are ap-
proximated based on the definition of new SLPs from the residual of the eXtremQS time series
and the own modelled demands. Overall, this approach requires multiple statistics fuel and sec-
tor specific parameters which are derived from Eurostat and the JRC IDESS database. Due to the
data availability, the previously described detailed modelling of the demand is currently limited
to countries which are covered by the Eurostat statistics. Besides of countries of the European
Union, this applies with varying degree of detail also to Norway, Switzerland, Iceland, UK,
Ukraine, Moldova, Turkey and Georgia as well as all Balkan countries. For the remaining coun-
tries the general idea is to estimate the demand based on the regional relation between de-
mand, cooling and heating degree days (CDD, HDD), the population and the gross-domestic
product based on purchasing power parity (GDP_PPP). Next to the sectoral demand, all other
data are available or calculated on a 100 m resolution for multiple historical years. After aggre-
gation of these parameters to the default variable resolution for heating applications in PER-
SEUS-gECT, defined by the overlay of the electricity and gas supply area and weather cell grid,
in the first step the linear coefficients are estimated in the extended European region based on
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the period from 2010 till 2021. Depending on the sector and ignoring district heating (as DH is
neglected outside of Europe), this includes 20,000 to 60,000 variables for one year. Afterwards
this model is applied to the non-European countries and fitted based on the yearly national final
demand for an energy carrier. While currently yearly national data from eia are used, a further
adjustment based on monthly net electricity demand (calculated from the cumulated genera-
tion with respect to storage demands, grid losses and exchange) and data based on iea could
also possibly be used. However, it should be mentioned that a detailed demand modelling out-
side of the extended European region is currently not the focus of PERSEUS-gECT. It is assumed
that such a simple statistical model in combination with the unit-based modelling of some large
consumers (e.g., steel plants from the database) provides an acceptable approximation of the
electricity grid loads. Although a calculation of the remaining demands, for example for solids
and liquids, is also possible, in PERSEUS-gECT they are currently neglected outside of Europe.

Overall, the demand modelling in PERSEUS-gECT is just a means to an end, with the goal of de-
fining fed profiles for fixed demand for non-heating related processes and ued profiles for heat-
ing and cooling demand, where the conversion unit might be endogenously adjusted. For this
purpose existing approaches and databases are combined and in consequence the level of detail
is comparable to other approaches such as open-ego (Blittner et al. 2022) or When2Heat
(Ruhnau et al. 2019). Besides of hotmaps, which is used as a starting base for the regional anal-
ysis of the heating demand and supply potentials due to the consistency with the utilized pro-
files, in the literature a lot of other highly resolved approaches for mapping heating and cooling
supplies might be found. The Heat Roadmap Europe atlas by (Méller et al. 2018) could be men-
tioned at this point. For district heating, which will be described in more detail in a later section,
the demand assessment itself is also comparable to the mentioned approaches in the literature,
although it is less detailed in some points compared to those focusing on this subject such as
(Pelda et al. 2021). However, the layout optimization itself in PERSEUS-gECT might be considered
as rather advanced due to the actual modelling of flows between 100m resolved variables within
a national resolved optimization problem. Concerning the validation of the demand modelling
in regions outside the focus area, a comparison with the recently published global heating and
cooling by (Staffell et al. 2023) could be interesting due to the challenge of finding valid time
series data for benchmarking. The selected approach of modelling the demand based on stand-
ard load profiles is a rather simple and widely applied approach with known strengths and draw-
backs of the single approaches as reviewed by (Peacock et al. 2021). By combining multiple ap-
proaches and a simple estimation of missing parameters, there is a special focus on a balanced
and rather complete demand modelling and not on the exact parametrization of the single pro-
cesses within a single subsector. The results of such an approach, which assumes that the tem-
perature and the date (e.g., summer, winter, workday, weekend, holiday, etc.) are the main
driver, is shown in the next figure for the daily German gas demand in 2019. Although the gas
demand is entirely modelled from generic heating and non-heating SLPs without any connection
to the simulated year and is derived partially or completely from electricity demand patterns in
many sectors, a high linear correlation and a small error is achieved by simply stacking the locally
modelled raw sectoral demands, without any further dynamization or adjustment.
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Figure 2.57:  Exemplary validation of the bottom-up demand modelling approach based on a comparison of the
modelled daily natural gas demand in Germany in 2019 with data from the gas system operators

For small gas consumers, which are not directly measured but estimated from the gas system
operators®, a linear correlation of 99.5% is observed. This is shown in the left part of the figure
and may be observed despite of the circumstance that profiles of tertiary consumers, which are
partly non-measured and included here and partially measured and included only in the right
part of the figure, are currently not further differentiated. The focus on a detailed regional mod-
elling of heating/cooling demands (over 100000 profiles) thus shows to be valid in the example,
on disregard of the actual conversion technology and fuel in the first step and a later technology
based adjustment of the conversion efficiency. The matching with the total gas demand shown
in the right part of the figure, including the large consumers, is more challenging but still shows
a correlation of over 98%. In this group the share of consumers which operate partially or com-
pletely independent of the ambient temperature is quite large. Besides of the non-energetic gas
demand of the industry, for example for producing fertilizers and specific non steam related gas
demands, this group also includes the gas demand of power plants (EOP, HOP, CHP), which com-
plicates the benchmarking as their dispatch is partially or completely determined by the power
sector. Based on the published data of the ENTSO-E on the dispatch of gas powerplants and the
share of EOP generators in this group, the potential share of the EOP is marked black in the
figure. In the results we still observe a quite good match of the simulated and reported gas de-
mand, although in summer a clear weekday/weekend pattern is observed, which might result
from a dispatch decision of CHP units running in the electricity markets. As the power plant dis-
patch is an endogenous variable in PERSEUS-gECT, a deviation at this point is however not nec-
essarily an indication of a badly modelled DH demand for example.

For electricity, the approach is validated on an hourly basis and also provides acceptable results
for the given purpose as illustrated in the next figure. In most markets a high correlation is

5 |n 2019 data of the two German gas network operators NCG and Gaspool, which later merged
to THE, are aggregated.
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already observed after stacking the regionally computed generation based on the created stand-
ard load without any further adjustment.

Stacked German load in 2019 before dynamization of non-space heating or Stacked German load in 2017 after
cooling related processes dynamization based on 2019

Hours in summer without holidays Hours in winter with holidays

Normalized load

06
Jun30 Jul03 Jul06 Jul09 Jul12 Jul1S Jul18 Jul2t Jul24 Doc09 Dec12 Dec 15 Dec 18 Dec21 Dec24 Dec27 Dec 30 Dec09 Dec12 Dec15 Dec 18 Dec2! Dec24 Dec2? Dec
2019 2019 0

France

»

3
g
g
2

bl
@

0.6° o ¢
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
2017 017 2017

—— Reference profile from ENTSO-E - == Own profile

Figure 2.58:  Exemplary validation of the bottom-up demand modelling approach based on a comparison of the
modelled hourly electricity demand in Germany, France and Norway in 2017 with ENTSO-E data

In Germany for example, already this raw profile without any further dynamization has a linear
correlation of over 95% and matches good on normal days. For holidays and bridging days how-
ever, the usual SLP pattern of weekday, Saturday and Sunday requires a further adjustment,
based on the actual date. Otherwise, the time around Christmas, New Year or Eastern leads to
large deviations. Therefore, a simple dynamization is performed based on a calibration year,
2019 in the example, and applied in all further years. Assuming that the deviation results from
errors in processes, which are not related to SH, WH or SC, a simple heuristic is applied to shift
daily dynamization factors for the remaining SLPs. As illustrated, this approach leads to accepta-
ble results, not only for Germany, where the demand pattern on the days around holidays is
consequently met, but also for countries like Norway and France, with a much stronger seasonal
pattern.

Until this point, only the modelling and calibration of processes in a historic reference year was
described. For the modelling of the further development, an external reference scenario (e.g.,
TYNDP 2022, WEOQ) with the general projections on the development of national energy de-
mands needs to be defined. In detail, national projections on the final demands for fixed pro-
cesses such as for the non-energy related conversion of transport activities on the one hand and
the useful demand of heating/cooling related processes on the other hand are needed. The re-
gional development is based on projections of the population development (national, world-
wide) and their regional distribution (NUTS3, only Europe), as well as on the projections on
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passenger cars registration on a city level (only Europe). For electric vehicles, a matching with
the considered carports and garages is taken into account, which are included in the modelling
of rooftop PV as described in a previous chapter, and the route fast charging along highways, as
described in (Slednev et al. 2021), is modelled. For the charging of electric light trucks, an ap-
proximation based on the distribution of warehouses is used to adjust the future distribution of
the demand while for electric heavy-duty trucks, the fast charging along the TENt- hubs is con-
sidered with a larger weight. For the electrical charging profiles in the transport sector multiple
sources from the literature, for example from the TYNDP and from tools developed at the Karls-
ruhe IIP and partially described in (Slednev et al. 2021) are utilized. For most subsectors and
applications however, the parameters used for the regionalization, such as freight weights and
passengers in the aviation, are kept constant and only the final demand for a fuel based on the
national scenarios is switched.

In general, a further differentiation of the considered processes with the goal of improving the
regionalization of future demand potentials is neglected. Only for the steel sector, the process
related energy demand for integrated steel plants and for an electric arc furnace is differentiated
on a unit level. If the information about planned DRI projects with hydrogen is not known, the
previously mentioned differentiation is used to distribute a scenario of defined national increase
of hydrogen in the steel sector. However, the level of detail for this processes analysis is rather
low and the values are more indicative for a regionalization.

2.4.5 Approach for the definition of the transport network

Overall, multiple systems for the transport of multiple commodities are considered in PERSEUS-
gECT and modelled with a varying degree of detail. As illustrated in the following figure, which
lists the number of currently considered edges per transport system and commodity and the
main data sources, the general approach is based on a combination of multiple sources for the
network parametrization®®.

%6 The number of nodes per transport system and commodity are listed in the fig. A.10.
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Figure 2.59:  Edges of the transport system and main data sources for all networks except district heating and
point-to-point connection of offshore units (a) and the exemplary approach for a graph definition (b)

In line with the regionalization of the supply and demand potentials, the entire approach is im-
plemented in MATLAB and open street map data are used as the main data source for the defi-
nition of multiple transport systems. Starting from the world dump of this database, a graph of
the needed transport system is extracted by reducing the geographically highly resolved node-
way annotation of a street or a power line. The goal is to define a connected graph where only
the relevant supply, demand and junction nodes remain, while the available information on the
connection, such as the number of wires and the voltage level, start and end point for a power
line for example, is retained and harmonized. Once the graph is extracted, reduced and cleaned
for either unnecessary or missing connections, missing parameters are added, either from the
literature or based on a regression from an internal or external database. In the literature, sev-
eral approaches and tools are available, that basically have the same purpose of a network ex-
traction from OSM data. Especially the methods developed within the SciGRID project (Matke
et al. 2016) for defining power networks from OSM data or the subsequent SciGRID_gas project
(Pluta et al. 2022), which focuses on the gas network, might be mentioned. Often these data are
combined with additional information from system operators or if not directly provided, the
information are extracted from a map, such as done by (Wiegmans 2016) for the ENTSO-E map.
A rather strong geographical reduction with the focus on using the resulting graph for the power
system analysis is included in PyPSA (Horsch et al. 2023) and is also used for calibrating the own
grid for regions which lie outside of the CORE region.
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Depending on the system and the model region, data generated by these approaches are utilized
within PERSEUS-gECT partially for benchmarking or calibration reasons or even directly for de-
fining the graph. Nevertheless, the own methodology for the network parametrization is applied
even if the actual data is utilized, including islands checks and reduction or inconsistency checks,
for example on the voltage information of adjacent lines. Finally, for all data, independent of
their origin and the methodology used, a time-consuming manual error handling is applied.

In the following, the resulting networks will be shortly described. In general, these networks are
modelled in a simplified way as capacitated directed graphs and are therefore characterized by
the displayed edges and nodes. Only for the electricity grid, which is modelled based on a DC-
OPF approach with quadratic loss approximation, a more detailed line parametrization is con-
sidered. For the pipeline-based operation of the oil and gas network, which is displayed in the
following, a less detailed parametrization is chosen, as pressure variables and the need for a
discrete placement of compressors is ignored. Depending on the known or assumed pipeline
diameter, pressure and flow rate, a simplified flow model following (Baufumé et al. 2013) for
gas carrying pipelines and (DeSantis et al. 2021) for liquid carrying pipelines is chosen. Thereaf-
ter, the capacity of the existing pipelines and potential replacement options or parallel addition
options is calculated for each energy carrier. For hydrogen and methane the assumed parame-
ters and calculation steps are displayed based on a definition of the real gas factor z following
(Hiller and Walther 2018) and an assumed average operating temperature of 12°C.
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Figure 2.60:  Considered gas and oil pipelines in PERSEUS-gECT and approach for defining the capacity in the gas
model
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In general, each component of the gas and liquids infrastructure, comprising the pipelines, cav-
ern & aquifer storages and the port infrastructure (liquification, regasification, storage tank
units) is modeled once for the existing operation with fossil fuels (CH4, LNG, oil). Alternatively,
the option for a replacement or parallel new construction of the components for an operation
with hydrogen (H2/LH2), ammonia, toluene (LOHC), CO2 or methanol is included while synthetic
fuel oil (SFO) or synthetic natural gas (SNG) might be directly injected in the existing infrastruc-
ture. For hydrogen an additional blending into the existing natural gas grid with up to 20% of the
pipeline gas volume is assumed. While the geographic information of the pipeline infrastructure
is largely based on data from the SciGRID_gas project (Pluta et al. 2022) and the GEM database,
the following displayed graph of the road, shipping and railway infrastructure relies on various
sources. Starting from the Trans-European Transport Network (TEN-T), which defines the main
transport corridors and multi-modal hubs in Europe, mainly open street map data and data from
the world food program logistics database (WFP-SDI-t) are used as a starting base for the defi-
nition of the illustrated transport graph.

River: Europe

Road: Central Asia

Edge Num

+ Ship:River = 493
+ Ship:Sea =765

+ Road = 3408
. Rail =1423

Rail: Europe &
Central Asia

Road: Europe

2
|1

Figure 2.61:  Considered ship, road and rail edges

Currently, the expansion of the shipping, truck or rail capacity per edge is assumed to be unre-
stricted and only depends on edge related investment into ships, trucks and rail wagons on the
one hand and node related investments into the port, road or railway turn-over infrastructure
on the other hand. In addition to the general inter-modal links at logistic hubs, of which currently
447 are considered (with 538 links within a hub), a direct delivery of commodities to large power
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plant locations is modelled at 771 locations with 1083 links. Taking into account that multiple
energy carriers are transported, the inter-modal links at logistics hubs increase to 2947.

Considering that the electricity network and the district heating network are modelled rather
specifically in PERSEUS-gECT, some aspects of these two networks should be described next.

Electricity grid

The electricity network might be considered as the backbone of the transport infrastructure in
PERSEUS-gECT, to which almost all conversion processes are connected either on the input or
output side. The majority of these consumers and generators is however not directly linked to
the transport grid which is included in PERSEUS-gECT and comprises mainly the extra high volt-
age grid level (>220 kV)*’, but indirectly through a connection to the underlying distribution grid,
which comprises the high, medium and low voltage level. In previous own work, such as (Slednev
et al. 2017b; Slednev et al. 2018), OSM data has also been used for an approximation of the
underlying 110 kV distribution grid. As illustrated in the annex (fig. A.11, fig. A.12), this data is
available in the entire model region, although the quality might vary significantly depending on
the region. In (Slednev et al. 2021), where the combined operation of the transmission and dis-
tribution grid in Germany and its neighboring countries was optimized, it has been demon-
strated that the extracted distribution grid allows a DC-OPF optimization with a reasonable load
flow approximation on the 110 kV level, at least in the central and western European countries>®.
In the scope of this work, however, only the graph information following (Slednev et al. 2017b)
is used in order to define supply areas for the electricity transmission grid. By defining Voronoi
polygons over the nodes of the high (and partially medium) voltage distribution grid and allocat-
ing these nodes to the next available substation with a transformation to the extra high voltage
transmission grid level, each existing or potential electricity consuming or generating process
might be assigned to a node of the transport system. The resulting supply areas of the transmis-
sion grid nodes, which are illustrated in the following figure, are therefore based on the under-
lying grid topology and allow a reallocation of loads and generators in case of a known substation
expansion on the transmission grid level*.

7 In some regions also parts of the 110 kV high voltage grid are considered as part of the trans-
mission grid.

8 A validation, however, has only been performed internally based on the Schleswig-Holstein
grid, which is described in Ringler et al. (2016).

> The commissioning of onshore substations at new locations or the decommissioning of old
ones is currently only considered in the UCTE grid with a focus on Germany and neighboring
countries based on the national grid expansion plans.
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Zoom on the underlying high (and partially medium)
voltage distribution grid

Supply area of the electricity transmission grid

Figure 2.62:  Definition of supply areas of the electricity transport grid

For the definition of the actual electricity transmission network, multiple sources are utilized,
including publicly non available grid models as well as publicly available data such as static grid
models or data from the national expansion project. While Germany and its neighboring coun-
tries, including the countries of the CORE CCR region®, are modelled with the highest data ac-
curacy concerning the parameters of the transmission lines and transformers, a rather generic
parametrization is chosen in the remaining region. The heterogeneity of the of the database is
however rather uncritical as the focus of PERSEUS-gECT lies on an endogenous grid expansion
planning, which includes the possibility to restructure less accurate parametrized parts of the
transmission grid. The AC transmission grid, which is displayed below and contains 13553 sub-
stations, 16998 buses, 32348 branches and 5645 transformers excluding endogenous expansion
options, thus relies in central parts on a grid which was developed and maintained at IIP by
multiple persons and published in multiple studies, such as (Ruppert et al. 2019).

0 The Core Capacity Calculation Regions comprise the “geographic areas in which a coordinated
capacity calculation is applied” (https://www.entsoe.eu/network codes/ccr-regions/) and in-
clude in addition to Germany and its neighbors further Eastern European countries.
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Figure 2.63:  Capacity of the considered AC-grid in the reference case in 2050 without endogenous expansion

For the expansion planning two alternative expansion stages per edge in addition to a reference
case, which includes only the known and therefore fixed expansion projects, are considered.
Depending on the specific parameters of the considered lines per edge, the endogenous expan-
sion with a default new 380 kV overhead line ranges from a rather inexpensive cable replace-
ment within the existing architecture to a parallel construction of a double-circuit line. Alterna-
tively, the dismantling of the existing line and replacement investment of a double-circuit line
within the existing corridor is considered. The two expansion stages are thus used for bundling
multiple useful discrete upgrading, construction and dismantling decisions into lines, control
panels and transformers.

Besides of the AC transmission grid, existing and potential DC converter stations and lines are
included in PERSEUS-gECT and shown next. In addition to the existing or planned point to point
connection realized through two-terminal DC systems (DCTT), the option to connect specific off-
shore wind parks either through a DCTT or a multi terminal system (DCMT) with independent
investment variables for the converter and transmission lines is considered. In order to model a
flexible grid connection or even island operation of offshore generators (wind, PV) or loads (elec-
trolysers, DAC, compressors of NG/H2/CO2 storages), these units are actually connected to a
virtual electricity node, which might turn out as a node of the DCMT/DCTT system or remain an
isolated node. The size of the DC grid depends largely on the modelled wind offshore system, or
more precisely, on the selection of the offshore nodes, for which alternative transmission routes
should be considered. Overall, 12981 potential offshore converter stations or isolated nodes
with the same number of direct point-to-point (DCTT) connections to the next onshore node
might be considered. Alternatively, 13855 DCMT edges for linking the offshore based on a
meshed grid might be selected. The DCTT connections of the general electricity grid, which is
largely based on existing or planned onshore and offshore projects, is much smaller and contains
just 113 edges. The following figure illustrates this DCTT and the offshore DCMT grid.
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\

Figure 2.64:  Potential and existing edges of the HVDC grid

With a focus on the North-Sea, only a sub-grid of the offshore DCMT is considered in the latter
case study. In addition to the offshore connections, this sub-grid however also includes all edges
of the onshore DCTT system and of the oil grid and is displayed in figure A.13.

Besides of a bottom-up modelling of weather dependent generation profiles (wind, solar) and
demand profiles (space heating and cooling, COP of heat pumps), a consideration of weather
dependent and therefore dynamic thermal line ratings for the AC-overhead transmission lines
(OHL) is implemented in PERSEUS-gECT. The complex dynamics of weather or climate depend-
ent parameters might be therefore considered in each step of the electricity conversion chain,
starting for example from the primary energy conversion in Central Asia or North Africa, fol-
lowed by the intercontinental transmission and ending at the final energy conversion in Western
Europe. Currently a dynamic line rating (DLR) based on the IEEE model (IEC 2021) and the CIGRE
model (Cigr WG 22.12 1992) for the calculation of AC OHL thermal limits is implemented. In the
default settings the IEEE standard, published in IEC 61597, is applied in combination with ERA5
data for a DLR calculation of multiple weather years, although both models show a similar be-
havior according to (Arroyo et al. 2015). Instead of splitting each line into the numerous actual
segments between the individual towers in order to calculate the actual wind angle for the cool-
ing, currently a simplified direct connection of nodes (substations, junctions) is assumed with a
weather cell dependent segmentation in order to reduce the computation time. Within a range
of the wind angle of +15°, the potential thermal line rating for each segment is calculated for
each hour and the lowest values of all segments of a line within the wind angle range is taken as
the thermal limit. The rating depends on the line parameters and is therefore calculated for all
existing and potential lines. Subsequently, the equivalent edge parameters of the considered
expansion stages are calculated based on the hourly single line parameters of the active parallel
lines per edge and expansion stage.
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Due to the high impact of wind induced cooling on the thermal line rating, the following dis-
played average impact of DLR is driven by the wind availability. In coastal regions, this cooling
effect at locations with good wind conditions might even offset the negative impact of higher
irradiations in the southern part of the model region (e.g., Western Sahara, or the Mistral in
Southern France).

Average impact of dynamic line rating on the transmission capacity in the considered AC grid

Average gain of dynamic vs. standard line rating

Figure 2.65:  Average impact of dynamic line rating on the transmission capacity in the considered AC grid

As illustrated in the annex (fig. A.14), the average gain of dynamic line rating compared to static
line rating follows a clear seasonal pattern and is most prominent in winter months. In this con-
text it must be noted that the average capacity weighted value of the DLR impact decreases with
a grid expansion in the range of 3 to 4 percentage points due to the spatial effect of adding more
capacity in warmer regions and also due to the better temperature performance of new over-
head lines. As indicated in these figures, both effects are in the same order of magnitude.

District heating network

In the scientific literature multiple approaches might be found for a detailed analysis of the re-
gional heating and cooling demand assessment which is or might be supplied by district heating
and cooling grid (Pelda et al. 2021). In addition, detailed and ready-to-use maps and tools, such
as the pan-European Thermal Atlas Petad (Moller et al. 2018) give valuable insights on how these
demands are distributed. The own selected approach is visualized in the following figure and
focuses on the definition of district heating supply areas. The goal is to link the supply and
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demand side of the district heating commodity, which is mainly hot water (th_I), within a pre-
defined scenario:
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Figure 2.66:  Approach of defining the layout of generic district heating networks

In general, the definition of the district heating supply areas follows a simple approach of linking
all potential demands and suppliers at a 100m resolution, followed by a graph reduction and a
subsequent national optimization for the yearly demand balancing. In detail it starts with the
step of connecting all 100 resolved pixel nodes within a certain buffer (default 200 meter). This
is done within the overlay of the electricity and gas supply areas and the weather cells. Next, the
sub-graphs are defined based on a minimum spanning tree of the interconnected heat pixel
nodes. Then, the demand sub-graphs are linked to potential heat sources, which might be exist-
ing CHPs, industrial sites with excess heat potentials and potential suppliers located at the nodes
of the electricity distribution grid (mainly high voltage and some medium voltage nodes). In the
graph reduction step, first the potential links between sub-graphs are reduced by creating a
minimum spanning tree. Thereafter, the sub-graphs themselves are internally reduced and the
heat demand and the length of the internal connections are distributed on the remaining nodes
within a sub graph. Finally, a national optimization with a yearly resolution is run. The goal is to
cover an externally defined certain residential and tertiary district heating demand on a national
or subnational level such that the distance weighted flows are minimized.

In a calibration step, the generic district heating graph is defined such that the known district
heating demands on NUTS3 level in a historic year (currently 2019) might be covered, consider-
ing the regionalized potential residential and tertiary space and water heating demand available
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for district heating and the available suppliers in that year. Afterwards, the industrial heat de-
mand, which was supplied by hot water and steam grids, is matched with the potential suppliers
in the calibration year. Based on an exogenously defined scenario for the development of the
district heating demand, a myopic expansion planning for the district heating graphs is run for
each investment period. Within this pre-analysis the extent of the district heating supply areas
is defined once for a reference case and also for a potential maximum expansion. Finally, the
resulting district heating graph is reduced and might be integrated into PERSEUS-gECT. In the
current state, distribution losses and transmission limits are ignored in PERSEUS-gECT and only
the extent of the district heating supply area is used to link potential demand processes and
heat generation processes. The resulting supply areas, that are based on a myopic optimization
from 2025 to 2050 in five years resolved periods following the distributed energy scenario of the
TYNDP 2022, are illustrated in the following figure for areas with different population densities
in Germany. While in the densely populated Rhein-Ruhr metropolitan region large areas are in-
dicated to be suitable for district heating, as shown at the left of the figure, the supply areas in
the Rhein-Neckar region are less extensive and focused on the urban areas of cities such as
Mannheim/Ludwigshafen/Heidelberg. Nevertheless, the exemplary highlighted district heating
graph in the less populated Odenwald region shows that the approach also identifies potentials
aside from large agglomerations.
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Figure 2.67:  Layout of district heating supply areas in selected German regions as a result of a generic district

heating planning

Although the linear problem itself is rather simple, the problem size in many countries already
lies in the variable range of multiple millions and is therefore non-trivial. The goal of this model-
ling approach is not the detailed parametrization of the district heating grid but to provide an
indication of potentially favorable regions for grid-based balancing of the heat demand.

The final district heating graphs which are considered in PERSEUS-gECT are illustrated in the
figure below. Analog to the previous figure, the supply areas are shown as blue points and the
links as red lines. In the reference case, an expansion unit 2050 is primarily observed in northern
Italy, France and UK compared to the start grid. Although an increasing interconnection between
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local grids might be observed, the general structure of the district heating grids remains decen-
tralized. Only in case of a maximum grid expansion, large scale district heating grids spanning
over a significant area might be observed in Eastern Europe and Eastern Germany while the
general structure in Northern and Western Europe remains rather unchanged compared to the

reference case.

Generic DH grid 2019 based on  Reference generic DH grid 2060 Maximum generic DH grid 2050
based on TYNDP 2022

Eurostat based on TYNDP 2022

Figure 2.68:  Distribution of the considered district heating grids in PERSEUS-gECT
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3 Application of the PERSEUS-gECT for
modeling the development of the
European energy system until 2050
considering energy imports from
MENA, Central Asia and Patagonia

3.1 Scenario definition and parametrization

3.1.1 Definition of the general scenario framework

In this chapter, the general functionality of the developed approach will be demonstrated. For
the analysis of a possible development path of the European Energy system, a fully parametrized
scenario framework, with the goal of achieving carbon neutrality, is chosen as a starting point.
From this scenario the projected possible development of the final energy demand is selected
for the definition of sector specific and energy carrier specific energetic and non-energetic de-
mand of possible conversion technologies. For electricity and heat generation related applica-
tions which are not utilized by final consumers with the primary goal of delivering useful energy
for the heating, boiling or cooling of a space or water, the demand is fixed on a yearly basis for
a commodity group. While the possibility for producing and utilizing an alternative fuel is main-
tained, the technology investment decision may not be endogenously adjusted for the demand.
The implications of this approach will be discussed in detail in the section of the results. Once
these base parametric assumptions are derived from the reference case, the model needs to be
parametrized regarding the techno-economics assumptions for investment options and some
basic regional exogenous restrictions concerning the development and the suitability of a tech-
nology option within a region. This calibration step includes the integration of national or sub-
national policy restrictions. As an example, in the current case, known coal phase-out decisions
were applied. The underlying case study is to be considered a proof of concept run and must not
be mistaken with an actual detailed analysis of the possible development with the goal of deriv-
ing policy recommendations. The model run could be directly started based on the already de-
scribed detailed parametrization of the existing system and the high-level base parameter as-
sumptions provided by the chosen reference case, which is the “distributed generation
scenario” of the TYNDP 2022 (ENTSO-E — ENTSOG 2022). For the analysis of the modelling re-
sults, the techno economic assumptions from a few data sources, which cover a large spectrum
of the needed parameters are considered. These will be described briefly in the next chapter.
Due to the large model size and the pure indicative purpose of the scenario, in the next step
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multiple parameters are aggregated with the goal of creating a problem instance that can be
handled by the commercial mixed integer solver Gurobi without the need for a further decom-
position. Obviously, this requires a massive reduction of the temporal dimension in order to
allow a model run on a local server?. In the initial step, some indicative tests with only a few time
steps per investment period are performed in order to get at first impression which temporal
resolution allows to capture basic system dynamics. For covering the time horizon from 2020 to
2050, seven periods with an equidistant spacing are chosen, such that each period accounts for
five years. Prior to the actual optimization, a realistic development for some basic parameters
such as the regional expansion of renewables and the potential regional distribution of loads in
the grid is computed, in order to derive some useful lower bound on the development of capac-
ities. This is done on a yearly basis with a highest possible spatial resolution and based on the
capacity development assumptions derived from the base scenario. In the next step, this infor-
mation is used for the variable aggregation. For the renewable electricity expansion, next a tech-
nology specific national lower bound is defined, which is set between 50% and 80% of the ref-
erence TYNDP scenario. Within this case study, the actual highly sectoral resolved
parametrization of application specific processes is neglected. Final demand processes are in
consequence parametrized with a local weighted average profile and averaged techno-eco-
nomic parameters. The implication of this approach is that the investment into a technology is
potentially locally biased if a specific technology, for example a fuel cell, is unattractive for the
majority of consumers while it might be attractive in a specific demand sector. In an area, which
is dominated by residential consumers, for example, a potential attractive alternative for the
minority is thus underestimated.

Finally, the necessary time steps are computed based on an iterative approach, starting with a
resolution of 15 equidistant weighted time steps, which are chosen based on the first model
runs. By placing the first investment period into a historic year, this approach is also used as a
final calibration step. The first model run, with a computation time of almost 8 days, led to a
result, which might be described as an electricity scenario. As illustrated in the annex (fig. A.15),
the general properties of the main shipping routes, the placement of hydrogen production units
and the expansion of an overlay DCMT grid corresponded to the later shown final results. The
availability of large areas with good wind conditions and the possibility to expand the electrical
grid shifted the solution to an electricity dominated scenario world. The DCMT expansion in this
context ranged over a much larger space and triggered an additional renewable expansion in
Germany (compared to the final model run). The initial plan to define the meaningful time slices
based on a clustering of the resulting final demand time series of this first model run was how-
ever omitted due to the large dominance of a geopolitical area which does not lie within the
focus of the current analysis. Nevertheless, the clustering was performed and an additional ex-
treme event for accounting of an hour with expected high residual energy demand was added.
Afterwards the new time series for the final clustering were computed without the bias of the

1 All computations are carried out on an AMD EPYC 7262 8-core processor with a 3.2 GHz and
1024 GB ram.
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first time series. The computation of the second model run required 186 hours. In the last step,
the time slices where once again adjusted. The selection of the time slices itself is based on a
binary optimization problem for the definition of m representative days and n hourly time steps
per day from n equidistant segments, considering k fixed extreme events and the goal of mini-
mizing the squared deviation on for the expected wind and solar generation, the final energy
demand (fed) and the residual fed?. The 16 time steps resulted from the consideration of one
extreme event with the hour of the expected highest residual fed and m = 5 typical days with
k = 3 time segments per day. For the scope of this proof-of-concept style case study, this ap-
proach showed to provide a sufficient approximation of the temporal characteristics of the prob-
lem. As illustrated in the following figure, which already includes the realized renewable gener-
ation after the final model run, it was possible to preserve the temporal structure of the main
drivers, which is non-trivial considering that the final renewable generation capacities, their al-
location as well as the net electricity demand could only be estimated.
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Figure 3.1: Evaluation of the temporal problem reduction based on a comparison of the sorted generation and
demand curves for 2050

In (Slednev et al. 2017a) an alternative approach based on the clustering of the expected load
flow for the electricity grid expansion planning was presented with the goal of an approximation
of the potential critical hours. However, such a procedure might be less suitable for an approach

2The total final energy demand is chosen as a reference, due to the circumstance that the energy
carrier specific fed is unknown because of the option to invest into fuel switching processes such
as heat pumps, which may replace a gas fired boiler. For the residual fed, the availability of wind
and solar power generation and hydro inflows, which are estimated based on the results of a
preceding optimization run, are subtracted from the fed.
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which might basically shift the entire energy demand from one system to another. A decompo-
sition between the different time steps with the goal of running an optimization with a full 8760
hour resolution, as described in (Ruppert et al. 2018) was tested but not utilized for the final
model runs, as this decomposition is not the primary scope of this work. Moreover, the valida-
tion of the chosen penalty parameters is also challenging, if the solution is not known. The entire
structure of the model definition and coefficient updating is however explicitly formulated to fit
in the developed decomposition-based solution approaches and should be validated in the next
steps.

In the final model run, which will be analyzed later, the first time period, which was basically
included for back testing, is omitted and a linear problem with 103M variables and 118M con-
straints and 404M nonzeros is solved by Gurobi. Probably due to the selection of more challeng-
ing time steps, the solution time also increased in the third run to 487.4 hours. In total thus
almost 36 days were spent only by the solver to compute the results of the case study, if taking
the two preceding runs for the definition of appropriate time slices into account. The computa-
tional needs for the final model solution steps however can be put into perspective when con-
sidering the total tool chain of PERSEUS-gECT, which requires multiple preprocessing and pre-
optimization steps on a local level (100 m resolution) in order to define and parametrize the
variables of the final optimization problem. Considering that already the techno-economic par-
ametrization of candidate wind-offshore turbines for the preceding farm layout problem re-
quires 5.6 e11 LCOE calculations per period, the size of the total problem becomes clear. If the
LCOE calculating relies only on one profile per weather cell for each unique power-curve-to-hub
height configuration, it already requires the simulation of a feed-in time series of 1.65e12 hours
for on investment period. Fortunately, most scenario and sensitivity analysis do not require an
application of the complete tool box, as performed in this case study.

3.1.2 Techno-economic assumptions for the parametrization of the
case study and scenario specification

Within this case study, the Distributed Energy Scenario of the TYNDP 2022 is chosen as a refer-
ence for the development of sector and application specific fixed final energy and variable useful
energy demand in Europe. Furthermore, a technology specific lower bound for the capacity de-
velopment of wind and solar conversion technologies is derived from this scenario®. The demand
development in non-European countries lies not in the focus of the following study. For a real-
istic modelling of the power sector, nevertheless, the balancing of the electrical load in these
countries is modelled assuming a static demand structure, which is only adjusted based on the
population development following the medium scenario of the 2022 World Population prospect
of the UN (United Nations 2022). For a consistent modelling of all demand and generation

3 The default lower bound values for the renewable technologies as a share of the zonal TYNDP
2022 capacities are: wind onshore: 0.5, wind offshore: 0.8, PV(-BESS): 0.8 PV (roof): 0.5, PV
(ground): 0.5, PV (offshore floating): 0, CSP: 0.5.
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profiles and in order to allow a comparison of the results with a historic year which is not af-
fected by extreme event?, all profiles are modelled based on the calendric and weather year
2019. The development and distribution of the final energy demand in the reference case is
shown in the next figure, while the development of the stacked sectoral hourly final electricity
demands for the extended European region is illustrated in figure A.16. In this context, it should
be mentioned that only a part of the shown final demand is fixed, while most heating or cooling
related demands might be switched. Therefore, this illustration should be interpreted only as a
starting point for the optimization, which illustrates on the one hand the region for which a more
or less complete energy balancing is considered (Europe including Turkey, Ukraine, Moldova and
Georgia) and the location and concentration of electricity demands outside of the extended Eu-
ropean region.
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Figure 3.2: Distribution and development of the final energy demand in the reference scenario

If not explicitly stated otherwise, all techno-economic parameters for generation, storage and
transmission technologies are derived from the technology data catalog of the Danish Energy
Agency’ and adjusted to the financial year 2020. For wind and solar energy conversion technol-
ogies the economic assumptions are further adjusted in order to align with the TYNDP2022. For
conventional electricity and heat related technologies as well as for heat only related conversion

4 Due to the demand shock which was caused by the Covid19 pandemic, the year 2020 is not
chosen as a reference basis.
> https://ens.dk/en/our-services/projections-and-models/technology-data
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technologies, assumptions of the EU reference scenario (EUref2020)® are taken and also ad-
justed to the financial year 2020. In addition, data from the “the future of hydrogen” technology
assumption annex (IEA 2019) and from the HYPAT project (Kleinschmitt et al. 2022) are taken
for the parametrization of the infrastructure for hydrogen and its derivatives. For the transport
of iron the estimations are based on (Jansen et al. 2023). In order to reduce the problem size of
this proof-of-concept case study, some technology options which could be modelled, were sim-
plified, neglected or the expansion option was turned off. In this context, solar water heating
systems (rooftop for the final demand coverage or ground mounted for district heating systems)
where excluded, while the expansion of pumped hydro storages was disabled. By neglecting the
flow modelling in the district heating grid and fixing the heat demand, this transport systems are
basically reduced to simple nodal heat demands, to which generators might be connected de-
pending on their location. For a conservative estimation of AC transmission capacities and due
to a missing consideration of branch outages (N-1) in the expansion planning, the model option
of dynamic line rating has been turned off.

In the final optimization, which will be discussed next, the model is run with the objective of
minimizing the discounted total system expenses of six investment periods from 2025 to 2050,
assuming a global interest rate of 8%. All investment periods apart of the last represent a 5-year
range, while the 2050 period represents a 20 years range in order to allow a fair comparison of
operation and investment expanses in the last period. In order to account for the effect of var-
ying CAPEX parameters depending on the technology investment region, global CAPEX parame-
ters are adjusted based on national country interest rates taken from the HYPAT project (Klein-
schmitt et al. 2022).

3.2 Results of the case study

The goal of this model run lies in the demonstration and evaluation of the general functionality
and not in the layout of a desirable or realistic future energy system. On the contrary, a high
degree of freedom for a restructuring of the energy system is deliberately chosen. Starting from
a consistent energy scenario such as the TYNDP 2022 for Europe, the goal is actually to analyze
how such a target and policy orientated energy systems changes if the system boundaries are
extended concerning the regional coverage and the granularity of the infrastructure analysis. By
fixing only one part of the final energy demand and some lower bounds on the expansion of the
renewable energies in a sub-region of the system, it is expected that the results will deviate. If
this deviation leads to a system layout which achieves carbon neutrality for lower system ex-
penses, this understanding might be as valuable as the knowledge of fundamental drivers which
hamper a desired development. In the following, the results are analyzed from different view-
points with a focus on the emission balance in 3.2.1, the electricity system related drivers in

Shttps://energy.ec.europa.eu/data-and-analysis/energy-modelling/eu-reference-scenario-
2020_en
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3.2.2 and the gas system related drivers in 3.2.3. Although the system is optimized in 5-year
period steps until 2050, with endogenous capacity additions starting in 2025, the focus will be
put on a discussion of the final system configuration in the last period.

3.2.1 Development of the energy system as a result of the emission
balance

Considering that the model is driven by the global restriction of defining an energy balance with
zero CO2 emissions until 2050 in the case study, an analysis of the CO2 balance is clearly a good
starting point for the model evaluation. A first indication how this balance is structured is given
in the following figure, which displays the net position of the national CO2 balance in 2050. In
this context a global CO2 balancing through the atmosphere is applied based on a single emis-
sion factor for the same commodity. The emissions are attributed to the actual processes which
is initially or finally responsible for the change of the atmospheric CO2 level at the location of
the processes. In case that the process is related to a flow of energy or commodities between
spatial separated nodes an adequate split is applied. These simple but far-reaching assumptions
should be taken into account for the following interpretation of the results. On the one hand
they reduce the challenge for a classification of fuels based on their production path, which is
rather complicated in a highly meshed system where commodities might cycle between multiple
sectors. On the other hand, their implications on the analysis of heterogeneously restricted sub
systems within a global optimization should be considered. In the first place they ultimately trig-
gering a direct air capture process or bioenergy-based fuel production, as these are currently
the only modelled options for reducing the atmospheric CO2 level. Without additional, but often
arbitrarily defined constraints for the national net balancing in an interconnected system, the
actual interesting question is how a heterogeneous system without such constraints would de-
velop towards the global target. The following national net positions’, which are displayed with
the cumulated electricity generation and the utilization of the electricity and hydrogen grid in
the background, are therefore quite interesting for the evaluation of the model.

7 A complete shortened National Emission balance is found in the annex in fig. A.1
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Figure 3.3: Net position of national CO2 emissions in 2050 and comparison of the CO2 balance of Germany and
UK against the background of the dispatch of all EHG units and the utilization of the electricity and
gas transmission grid.

As expected, the model run did not result in an equal distributed national balance of the emis-
sion due to missing corresponding restrictions. The analysis of the drivers is however more com-
plex. On the one hand it is not surprising that countries with a large fixed CO2 emission share,
such as Germany, are net CO2 exporters of the fixed CO2 emissions, which largely occur in the
transport sector, driven by the aviation demand. Furthermore, it is also foreseeable, that the
investment into energy intensive technologies for removing this emission is focused on favora-
ble locations, such as the windy North Sea region, which will be analyzed later. The high posi-
tioning of countries for which only the power sector is modelled in the net emission ranking,
such as Egypt on the other hand is more interesting. Without a final energy demand for heating
applications and a general excess supply due to variable weather conditions, this effect, which
also applies to Iran, Iraq and Saudi Aribia, in a later analysis turns out to be a result of a natural
gas firing in peak hours. As the only remaining fossil fuel in the power sector with a generation
share of 4% as shown later, this results however should not be over interpreted. The overall
amount of CO2 from processes for the electricity and heat generation, which might seem un-
necessary considering the large dominance of renewables, but is selected nevertheless, account
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for 23% of the overall net emissions, which are displayed in the following figure®. As expected,
these emissions occur mainly in the MENA region, although natural gas is still consumed to a
small portion in other regions.
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Figure 3.4: Structure of the total CO2 emission balance in 2050

In order to keep the analysis simple and lucid, in the following the countries are loosely grouped
referencing to the synchronized electricity system, to which they are connected. GCCIA there-
fore comprises the six gulf states (ARE, BHR, KWT, OMN, QAT, SAU). In some cases, the regions
are merged or split in order the create smaller or larger groups®.This is only done for visualizing
the results and not on the modelling scale of the networks. One interesting effect is the emission
occurring in retrofitted combined cycle plants in in order to balance temporal unavailability’s in
the hydrogen supply. In the Sankey diagram this is indicated by the hydrogen label on the out-
flows from the technology to the energy carrier. As already mentioned, one part of the emissions
is fixed and might not be altered by PERSEUS-gECT. In order to mitigate these emissions, which
mainly relate to fossil fuels but also to natural gas, direct air capture units are chosen as the
preferred option, although the theoretical option to produce SNG and to store it in tank or cav-
ern storages could be also a theoretical option for an atmospherically balancing beside of a more
logical fuels switch of NG to SNG. While for the fixed gas demand both options are not chosen,
a significant amount of synthetic fuel oil is mainly produced in Denmark. While the discussed
CO2 balance is neutral towards this production as CO2 is removed already in the preceding pro-
cess step and no labeling such as green fuel or something else is applied to incentive this pro-
duction and the actual emissions occur from a combustion, the reason lies in the utilization of

8 In the annex a table with table with the most relevant net CO2 position and their structure for
the largest and sink and sources is attached.

¥ One example of such a merge as the inclusion of Israel into SEMB or the bundling of National
Grid (UK) with EirGrid. The UCTE region in this context is split into the group of the big four
countries (DEU, FRA, ITA, ESP) and the remaining counties, which themself are further differen-
tiated into an outer group (UCTE/EUO) including TUR, UKR and MDA, a North Africa (UCTE/NA)
group with DZA, ESH, TUN and a remaining inner group UCTE/EUi. It should be noted that Den-
mark is completely included in UCTE/EUi. A complete list is found in the fig. A.1
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process-based gains. As illustrated in the following figure, both technologies, the DAC process
and the Fischer-Tropsch based hydrogen to jet production require a transport infrastructure for
the input commodities, which will be hydrogen (discussed at a later point) and infrastructure for
the output commodity CO2 or the synthetic fuel. By combing both technologies, at least the
need for expanding the CCS infrastructure, of which the cumulated shipping (blue scale) and
pipeline (yellow scale) flows are visualized, might be reduced, although for CCS also the invest-
ment of the storage and the power demand of the compressors is take into account but not
shown here. Besides of a completely model endogenous driven CO2 pipeline expansion parallel
to existing gas pipelines and mainly focused on the industrial spots in Germany, UK, Belgium and
the Netherlands, the planned shipping routes of known projects are used within the maritime
infrastructure planning. For the oil flows the visualization might be found in fig. A.18.

CO2-pipelines & shipping vs DAC
shipping
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Figure 3.5: Dispatch of direct air capture and hydrogen-to-jet units against the background of pipeline and ship-
ping-based CO2 flows

Besides of the infrastructure, a lift of heating gains is another reason while both processes (DAC,
P2L) are coupled and the P2L unit is not randomly placed somewhere in the oil grid or at the
ports. Besides of Chile, where a small DAC unit is realized as an electricity only consumption
process, the layout of the DAC as a mainly high temperature heat conversion unit is realized in
all other cases and the process heat of the FT process is used for lowering the energy demand.
The availability of a district heating grid, where the remaining low temperature heat of both
processes might be injected is a further reason for the Danish location, although the main reason
is the resource availability of wind and a strong electricity grid due to an AC expansion and a link
of multiple wind parks within a meshed DC grid for bundling the generation.

Until this point only the EHG sector and the fixed emissions and possibilities for balancing this
emission where discussed. Although the focus of PERSEUS-gECT lies on the modelling of the
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transformation sector and the energy transport infrastructure, a simplified modelling of energy
related final demand processes is nevertheless included and should be analyzed next. While
electricity generating processes are always considered within the modelling of the EHG trans-
formation sector in the developed approach?, this generally does not apply to the complete
heating system. Besides of the district heating system, which is modelled completely endoge-
nously, in the current version only the low enthalpy heating and cooling of space or water in all
sectors and the industrial steam generation is modelled in a simplified manner. Besides of a
demand side management flexibility, which is also considered for all other fixed demands, this
includes the option of endogenous replacing the predefined heating or cooling technology. Con-
sidered as an endogenous process class and displayed in the emission balance prior the X2X
processes, the investment into the corresponding conversion technology is referred to as final
demand switched (fd switch) and should be described next. The following figure gives an im-
pression how an optimization run of PERSEUS-gECT alters the initial scenario defined final de-
mand technologies. Displayed are the model endogenously chosen installed capacities of two
technologies heat pumps (HP) and combustion boilers (CB) for replacing a variable final demand.
First the development of combustion boiler (CB), which might be fueled by hydrogen or methane
and provide an alternative heat supply (ec_new) for residential, tertiary and industrial low and
high temperature heating applications!! compared to the default heat source (ec_def) are dis-
played. Below the realized heat pump installation for the switch of the heating source in low
temperature heat application in the residential and tertiary sector are displayed. The options of
investing into a fuel cell for low temperature heat or into a classical electric boiler and the unit-
ization of a biomass gasification are not chosen for this specific application®?.

10 Rooftop PV for example is modelled as part of the power system, independent of the actual
allocation on an industrial or residential building

1 The techno-economic parameters are adjusted accordingly for the specific sectors

12 While the electric boiler is applied in some remote areas, such as Hamerfest in Norway or for
a dedicated heat supply, least one biomass gasification unit which injected the excess heat into
the district grid was selected
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Figure 3.6: Development of final demand switching capacity and comparison of the allocation of heat pumps
(bule scale) and combustion boilers (red scale), which are chosen for the final demand-switch

The explanation of this investments, which lead to the previously shown decline in the emission
balance, is as follows. In the eastern border of the UCTE region (ECTE/EUo0), which basically is
dominated by Turkey and Ukraine, the structure of the industrial heating demand was not
changed but kept constant in a business-as-usual manner, which was partly due to the missing
detailed data in the reference TYNDP scenario. The resulting persisting coal consumption of the
industry at the level of the base year is therefore endogenously adjusted by a fuel switch trough
an investment into an industrial gas boiler. This coal-to-gas fuel switch is actually observed in all
regions, but declines in western Europe rapidly over the time as the TYNDP also reduces this
heat supply source. This largely explains the energy flows seen in this outer region of Europe?3.

131t should be mentioned that a direct heat extraction from a CSP is also observed in this graph.
Besides of some local impact the overall relevance might be small but it demonstrates the ability
of PERSEUS-gECT to endogenously define such links also for the high temperature scale
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The option of an oil-to-hydrogen switch for providing industrial high temperature heat on the
other hand is observed in a completely different region. In Germany (2.3 GW), UK (1.3 GW) and
France (0.7 GW), which dominate this early fuel switch of 9 GW heating capacity, the early avail-
ability of a supply and transport infrastructure for hydrogen build in PERSEUS-gECT in order to
fulfill the fixed demand!4, also triggers this additional fuel switches in the neighborhood. Thus,
an earlier emission reduction at this point is observed than in the reference case. At the end of
their technical lifetime these investments are not replaced by the model, as the demand in the
reference case already switched. For the low temperature heat, needed by residential and ter-
tiary consumers, partially the same development and partially a complete opposite develop-
ment is observed. In this case heat pump are the cheapest alternative and as in the case before,
existing oil heating in households is directly replaced at the beginning of the optimization and
analogously not reinvested at the end of lifetime. For some part of this low enthalpy heat de-
mand for which a methane and hydrogen demand was assumed by the TYNDP, the model in-
stead places heat pumps with an increasing capacity. In line with the increase of hydrogen and
at the end also in order to reduce the methane combustion, the heat pumps are primarily ex-
panded in Germany, Italy, Benelux and UK. With a cumulated capacity of around 100 GW the
total capacity of final demand switching installations is rather small compared to the total sys-
tem size, but nevertheless demonstrates the ability of PERSEUS-gECT to model structure
changes in the investment of many small consumption units along with capacity development
which takes place on much larger scale. This is of great relevance, as bridging the granularity gap
between modelling large infrastructure investments on a continental scale, which will be de-
scribed later, and small-scale investments at a local scale was one of the main goals of this ap-
proach. The structural change of this final demand switch in low-temperature heat applications
for the relevance in single regions is also shown in fig. A.19. In addition to the utilization of high
temperature excess heat (FT. process), the results of the case study indicate that a part of the
low temperature heat demand might also be covered by the excess heat of electrolysis, pyrolysis
and biomass gasification units. The realized demand coverage is however limited compared to
the more model-technical utilization of high temperature heat within low temperature applica-
tion (fig. A20).

The emission balance is completed by taking the storage- and transport network related emis-
sions and the emissions of the non EHG related transformation sector, which might be either
positive or negative, into account. As indicated in the previous figures, the emissions resulting
from the transport and storage of energy carriers have only a limited impact on the total emis-
sion balance. In the annex (fig. A.21) a differentiation for the transport related emissions is
added, which occurred during the pipeline and shipping-based transport of oil, LNG and natural
gas. Overall, the highest impact is observed in the Turkish gas pipeline system. On top of these
direct transport related emissions, the emissions of the storages (compressors run with carbon-
based fuels) and of the gasification and regasification units are included in the previously shown

14 Within this case study, these first demands are assigned to mainly pilot projects in the steel
sector.
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balance. The key for balancing of all these previously analyzed emissions from the network, EHG
and FD sector finally lies in the transformation sector for non-EHG related processes. Most pro-
cesses in this sector, such as the hydrogen to jet process, are neutral regarding the CO2 balance,
as they do not directly extract or inject CO2 into the atmosphere. However, this does not apply
to the production of “blue” hydrogen through a methane reformation with CCS or the natural
gas pyrolysis. The remaining emissions of these two technologies actually add 30 Mt CO2 to the
atmospheric CO2 balance. In order to balance all these emissions in the sense of removing the
emitted CO2 from the atmosphere, the model choses an investment into DAC units. In the final
period the processes of the OCP (PERSEUS-gECT) sector, which in this context are often referred
to as X2X processes, cause a net-reduction of 700 MtCO2, which balances the atmospheric CO2
emissions. However, it should be kept in mind that from the 730 MtCO2, which are finally ex-
tracted by DAC processes from the atmosphere, the part that is used for the production of syn-
thetic carbon-based fuels, appears on both sides of the balance®.

3.2.2 Development of the energy system as a result of mainly
electricity related drivers

While the emission balance gives a first impression of the found solution, the distribution of
installed capacities in the EHG sector for the electricity generation and their dispatch explains
the fundamental drivers of the solution. As illustrated in the following figure, a primarily wind
dominated electricity supply in 2050 is chosen with a share of renewables of 90%. The remaining
conventional part of the total generation of almost 10 PWh is dominated by nuclear power
plants, while the electricity generation from hydrogen is very small. The generation from carbon
capture and storage power plants is also irrelevant while a CHP generation related electricity
generation is basically concentrated on biomass technologies. As already mentioned, a limited
dispatch of natural gas fired power plants, mainly combined cycle processes, is observed and
focused on the MENA region. For this limited amount of natural gas in the power system, the
investments into alternatives such as hydrogen firing or CCS are basically neglected and the
emissions are balanced by DAC units as described earlier.

15 The reason is that the combustion of these fuels is modelled with a positive emission in the
FD, EHG and network sector.
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Figure 3.7: Structure of the electricity generation in 2050

Concerning the capacity, the previously observed relation between the electricity generation
from solar energy and wind is reversed with a dominance of PV concerning the overall installed
capacity. The bulk of this PV capacity, which is dominated by ground mounted installations, is
distributed within the UCTE area, although a significant share of the endogenous expansion is
allocated at the gulf states (GCCIA). In total rather negligible, but still interesting, is the realiza-
tion of a 270 MW floating photovoltaic farm in combination with an offshore wind farm south
of Sicily. As illustrated in the following figure, the installed electricity generation capacity is dou-
bled within the optimization horizon as a result of the strong increase of WECS and PV installa-
tions.
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Figure 3.8: Development of the electricity generation capacity of EHG units and their regional distribution

Simultaneously the share of combustion or fission-based electricity generation technologies rap-
idly decreases, mainly due to the phase out of coal or lignite fired steam turbines. Until 2030
this fuel switch, however, is partially compensated by an increase of gas fired combined cycle
and gas turbine power plants. The endogenous capacity investment®®, focuses on the restruc-
turing of the power system in areas which are not covered by the underlying base scenario. As
illustrated, these investments are also dominated by wind and PV and are mainly realized in the
MENA region and the eastern border of the UCTE region. In Europe, a significant additional wind
onshore capacity expansion is observed in UK and Ireland. In this context, overall small invest-
ments into hydrogen fueled gas turbines and combined cycle plants might be mentioned in ad-
dition to marginal biogas investments, which also trigger the investment into an anerobic diges-
tion plant in order to produce the biogas’. Leaving aside batteries, the additional expansion
accounts for 20% of the total EHG electricity generation capacity.

16 This refers to the capacity that is expended beyond the lower bound. Existing units or those
under contraction are thus not included.

7 The endogenous expansion of 60MW CSP is realized by a single unit with the option of ex-
tracting steam for a neighboring high temperature heat-based process. While the unit size is
rather typical for this technology, the overall relevance for the system is clearly negligible.
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Development of the endogenous electricity generation
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Figure 3.9: Development of the endogenously installed electricity generation capacity of EHG units and their

regional distribution

Without any further security of supply restrictions or any national capacity adequacy measures
in this case study, the development of the non-volatile and therefore flexibly dispatchable gen-
eration capacity is quite interesting. In the first step one might neglect that the contribution of
these units to the secured capacity units is non-zero, especially in case of a feed-in into a coupled
electricity grid which ranges from -16° to 140° on the longitude scale and 17° to 71 ° on the
latitude scale®®. In this case, the dispatchable capacity is restricted to combustion, fission and
hydro based units, as well as CSP units, which are assumed to be secured due to the modelling
with a 10-hour storage and a solar multiple of 2.4. Leaving aside batteries, this secured capacity
clearly decreases due to the phase out of coal/lignite and later on also gas-based conventional
generators. However, a stable development is observed if the battery capacity is taken into ac-
count, of which a 144 GW (576 GWh) investment into utility scale units is endogenously driven,
while 465 GW (678 GWh) are realized due to the lower bound on PV-BESS systems. Actually, this
non-volatile capacity increases by 10% until 2030 and later on drops to the 2020 level in 2045
before it is reduced to 95% of the starting level.

18 The coupling between non-synchronized grids is either realized by modelling a back-to-back
HVDC connection within a station or directly by a HVDC connection, either by a two or a multi-
terminal system. While all electrical sub-grids were connected by HVDC expansions in the first
optimization run, which was more electricity based, in the final run, which tends to be gas-
driven, GCCIA and Iceland are operated as isolated grid.
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Figure 3.10:  Development of the flexibly dispatchable electricity generation capacity of EHG units and their re-
gional distribution

Overall, it should be kept in mind that these results might be only considered as a starting point
for a subsequent generation adequacy analysis with the previously described PERSEUS-ADQ ap-
proach. With the massive reduction of the temporal resolution and without any additional con-
straints to ensure the security of supply in case of generator or transmission line outages, the
found solution will most certainly require further back-up capacities in addition to the already
applied DSM flexibilities, the installation of 1.254 TWh battery storages and a grid expansion,
which will be analyzed later. While the drawback of a reduced number of time slices results from
the computational limitations of a closed optimization within this case study and could be re-
solved by applying the developed ADMM based decomposition approach, the challenge of as-
serting the security of supply within the optimization is a structural problem due to the option
of an endogenously final electricity and net electricity demand adjustment®®. Despite all those
limitations, the contribution of the fluctuating renewables to the load coverage is nevertheless
interesting. In order to isolate this effect from the impact of final demand switching, demand
side management and an additional electricity demand of the transformation sector, which all
shift the load curve and dynamically react to the renewables availability to a certain extent, in
the following figure the initial final electricity of the underlying reference scenario is used to
evaluate the impact of fluctuating renewables on the residual load. It should be kept in mind
that this electricity demand already includes a very high level of electrification of the overall
European energy demand based on the underlying distributed energy TYNDP 2022 scenario or
compromises the complete considered energy demand in countries outside of the extended Eu-
ropean focus region®. Although the hour of the highest residual load, defined here as the initial

19 With an increasing deviation between the previously estimated and the finally realized elec-
tricity demand a preceding security of supply estimation with PERSEUS-ADQ leads to either an
over- or under-estimation of a lower bound for the addition of back-up capacities. With the high
degree of freedom within this case study to either substitute all estimated heating or cooling
related electricity demand or to define a completely electricity driven energy system, this pre-
ceding step is deliberately not chosen.

20 As illustrated in fig. A16 the hourly grid load in Europe already nearly doubles in 2050 com-
pared to 2019 due to the final demand electrification of the underlying scenario.
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final electricity demand minus the available (not realized) wind and solar generation, could not
be exactly estimated and consequently not validated in the grid model with the time step selec-
tion, the following figure already shows that the wind and solar generation has the potential for
a broad residual load reduction.
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Figure 3.11:  Development of the residual load and the contribution of intermittent renewables for the electricity
demand balancing

Compared to the 2020 starting year, which is actually calculated based on the 2019 weather
year and demand in order to avoid an artificial bias due to a Covid19 related demand reduction
pattern, a clear reduction of the residual load might be observed, even in potential critical peak
hours. This result is not the trivial cause of a general expansion of wind and solar conversion
units but results from a technology and location specific optimization. Combined with an expan-
sion of the electricity transmission, storage and conversion infrastructure, a regional distribution
is found, such that the fluctuation of the different intermittent generators might be balanced in
order to contribute to the load coverage in all hours of the year. In the underlying TYNDP 2022
scenario with the smaller regional scope and the higher concentration of fluctuating generators
in the same region, especially in Germany, this was not the case as illustrated in fig. A.22. In the
majority of the analyzed weather years, ranging from 1986 to 2020, the same maximum residual
load actually increased in the range of 150 GW, despite of the large expansion of renewables. In
contrast to this reference scenario, the found solution allows to reduce the maximum residual
load compared to the start year by 176 GW in an 8760 h evaluation prior to any DSM or storage
related generation or demand shifting and despite of the increase of this initial final demand by
2 PWh in total or 303 GW in the peak. The identified potential to reduce the need of back-up
capacities for fluctuating renewable in the range of 300 GW is quite remarkable, taking into
account that the additionally included regions account for 36 % (3 PWh) of the fed for electricity
in 2050 and need to be balanced on top of the ENTSO-E demand?!. The most interesting aspect

21 The increase in the initial final electricity demand from the starting year to 2050 is 49% for the
ENTSO-E region and 11.11% for the remaining part of the model. In the ENTSO-E region it is
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is that the expansion of the geographical scope and demand modelling did not increase the need
for a renewables expansion compared to the underlying scenario. Instead, it could be realized
by basically redistributing the capacity and technology of intermittent generators in the model-
ling region. While the overall capacity of WECS and PV remains rather unchanged, with an actual
slightly decrease from 3254 GW to 3191 GW and slight shift towards a larger share of wind en-
ergy??, the gain is mainly realized on a regional level as shown in fig. A.23, which lists all changes
for the technology capacities on a national scale. On the first glance, the comparison of the ca-
pacity development with the underlying TYNDP scenario might suggest a concentration of tech-
nologies at locations with most favorable resource conditions and a large-scale European import
of electricity or power based fuels. Especially the significant capacity decrease in countries with
less optimal weather condition (e.g., Germany: -40.1 GW for wind onshore, -3.32 GW wind off-
shore, -99.37 GW PV), in combination with a capacity increase in countries with good wind con-
ditions (e.g., Kazakhstan: +45.7 GW wind onshore) or good solar conditions (e.g., Saudi Arabia:
+97.81 GW or Qatar: +20.7 GW), might lead to this impression. This comparison is however mis-
leading as the non-European countries?® in the majority use the renewable expansion for a de-
carbonization of their own power system and in most cases also invest into technologies and
locations with less optimal capacity rates but also less correlated (ideally negatively correlated)
generation profiles (e.g., Kazakhstan: +14.2 GW PV, Saudi Arabia: +26 GW wind onshore, Qatar:
+8/+8.3 GW wind onshore/offshore). As shown later, a non-neglectable share of the renewable
generation in regions with existing or potential fossil gas resources is actually not only used for
the final demand balancing but for either running the natural gas infrastructure?* or supporting
the production of blue hydrogen from natural gas with a subsequent carbon capture and stor-
age?. Apart from that, the example of Germany shows actually that the modelling results tend
to decrease and not increase the concentration of generation capacities allocated in the more

mainly driven by a sector coupling related electrification of initially fossil driven technologies,
such as the replacement of gas fired boilers through heat pumps in the heating sector or ICEV
through BEV | the transport sector. In the remaining regions this is basically neglected and the
demand increase results from a classical economic and population related growth.

22 The capacity of wind energy increases from 1,420.26 GW to 1,434.9 GW, with a shift towards
wind onshore, which increases from 1,010.5 GW to 1,418.6 GW while offshore was reduced
from 409.7 GW to 385.3 GW. Contrary, PV is reduced from 1,833.9 GW to 1,757.4 GW.

B In this last model run the Gulf States are actually not even electrically connected to the other
grid part, as already outlined.

% The energy demand of gas compressors, liquification, regasification units etc. is modelled en-
dogenously. In all LNG exporting countries with the option of a renewables expansion, the units
are realized as completely or partially power driven processes. Only the LNG terminals in the
USA and Nigeria, of which in 2050 only the latter one is supplying LNG to Europe, are operated
with natural gas. Venezuela/ Trinidad is not part of the solution in any year.

% Although the steam reformation is currently modelled as a process which is mainly driven by
natural gas, the electricity demand of the subsequent CCS processes, which are mainly compres-
sor units at the CO2 pipeline and of the gas storage, are realized as electricity driven processes.
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or less same weather system. The comparison with the lower bounds on the capacity variables?®
shows that for all technology classes actually a small endogenous increase is observed (+500
MW wind onshore, +400 MW wind offshore, +2.26 GW PV) in order to cover a punctual demand.
With an installed intermittent capacity of 401 GW, Germany is also still the country with the
highest installation in this technology class, concentrating 13 % (previously 17%) of the total
capacity in a single country. By redistributing a part of the additional capacity, which could be
only realized in less favorable spots?’, on the AC or DC interconnected electrical neighboring
countries like Denmark (onshore: add 22.13 GW to 10.87 GW) or UK (onshore add 38.75 GW to
64.7 GW), a better balanced system might be realized while utilizing the still available potentials
with good resource conditions. The following figure, which shows the summed-up wind onshore
grid injection in the AC transmission network (bubbles) with the absolute flow on lines of the
reference grid (violet-blue scale) and the expansion grid (red-yellow scale) illustrates a further
property of the found solution. In order to balance the North Sea dominated coastal wind on-
shore cluster (UK, IE, DK, DE), which comes on top of the later shown concentration of wind
offshore in this region, a new cluster in Ukraine and Belarus is created and interconnected to
the eastern load centers (Moscow, St Petersburg) and the western load centers (Warsaw, Kra-
kow, Budapest) based on a grid expansion. As indicated in this figure, and shown in more detail
in fig. A.24, the expansion of the electricity grid is used to support the grid interaction of the
wind onshore generation not only in this cluster but also in other local hotspots such as Ireland
or the Gulf of Lyon.

% The choice was not set randomly but based on the analysis of a preceding expansion planning
to meet the TYN target.

%7 Despite of the expensive need for expending the electricity storage and transmission in order
to avoid the already existing problem of congestion management, the previously discussed re-
sults, which were basically driven by the German capacity expansion, also showed that adding
further 143 GW into the same weather cluster only marginally contributed to secure the supply
in critical hours.

141



3 Application of the PERSEUS-gECT for modeling the development of the European energy system until 2050
considering energy imports from MENA, Central Asia and Patagonia

@ Wind onshore
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Figure 3.12:  Cumulated wind onshore injection into the AC grid and the utilization of the AC grid in 2050

Combined with the expansion of utility scaled battery energy storages, which is shown in fig 3.16
and discussed later, a system is build which allows to utilize almost all available generation. The
total curtailment of wind energy, comprising the onshore and offshore generation which is ei-
ther grid connected or operated in an isolated mode in non-electricity grid balanced onshore
systems (Patagonia) or offshore at gas nodes for a hydrogen production (partially in the North
Sea) is 3.2 %, as illustrated in fig. A.25. For offshore wind parks, which are discussed next, the
grid connection and subsequent grid integration is the most crucial part considering the high
concentration of correlated generation in a small focus region in the North Sea. From the capac-
ity density point of view, which is illustrated next, this point is not directly obvious as not only
the installed wind onshore, but especially the PV capacity in the triangle of the Benelux States
and the western part of Germany (especially the rooftop PV capacity in the German population
centers in the Rhein Ruhr metropole region), shifts the focus from the North Sea to the coastal
region. From the viewpoint of the total electricity generation from intermittent renewables, il-
lustrated in the left figure (fig. 3.13), the high offshore concentration in the North Sea and the
challenge to integrate this generation, becomes however clear. Only the additionally observable
counterbalancing wind onshore generation in the Ukraine, Belarus cluster, for which its grid in-
tegration was discussed earlier, shows a comparable density.
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Figure 3.13:  WECS and PV electricity generation density (left) and capacity density (right)

For offshore wind parks with the option to decide between a direct point-to-point grid connec-
tion (yellow scale) or the connection to a multi terminal HVDC system (blue scale), the realized
DC flows are therefore displayed besides of the HVDC flows of the general interconnected elec-
tricity grid. While a direct connection to the next onshore substation is chosen in most cases, it
is interesting to observe that an overlay DCMT system is built between UK, DK, NL, DE, BE and
FR which connects the largest wind parks and increases the cross-border exchange between
these countries. In some cases it is actually clear, that the combination of point-to-point based
direct wind offshore connection systems and meshed overlay HVDC systems is built to increase
the general transmission capacity between these countries. The better grid connection of the
offshore generation in these cases is thus rater a positive side effect and not the main reason
for the grid expansion?®. The allocation of electrolyzes and batteries in this focus region, which
will be analyzed later, in combination with the expansion of the hydrogen grid, explains how
these very low values for a generation curtailment could be achieved.

2 The meshed overlay HVDC grid, which is built in Germany basically parallel to the existing or
planned HVDC north/south corridors and is extended in the North Sea in a way that even load
centers in Scotland are connected, in consequence also serves for a distribution of the PV gen-
eration from southern Germany. The offshore grid connection is thus not only used for unidirec-
tional flows from the Sea to the Land, or north to south from a German perspective, but may
also be operated with a reversed flow direction in hours with low wind feed and high PV pene-
tration. Even offshore electrolysers are in consequence run with onshore PV generation during
these hours.
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Figure 3.14:  Cumulated wind offshore generation and the utilization of the HVDC system in 2050

For the integration of the intermittent PV feed-in with its high daily fluctuation, the expansion
of the electricity transmission grid is not the most relevant factor as the expansion of each trans-
mission system seems to follow the rule of being dimensioned with respect to a rather steady
operation. In case the PV generation is plotted with the back ground of the AC grid utilization,
in consequence an opposite pattern to the previously observed wind onshore case occurred.
Areas with a high flow on expended transmission lines, for example in the Ukraine, Belarus wind
cluster or the Irish wind cluster, show only a few PV injections. Only in selected regions, such as
Turkey or Israel, a significant grid expansion next to spots of the main PV injection might be
observed. For Israel, which includes the largest single PV park which is connected to one node
with a capacity of 12.5 GW, the initial island operation is actually switched. The main connection
to the UCTE dominated power grid is realized by realizing a HVDC connection to Cyprus (which
is expanded to Greece via Creta)?. In most cases, however, the PV generation is fed in next to
load centers, either due to the expansion of rooftop PV, where this is at least partially true at
least for the residential part, or by selecting the location on ground mounted PV with respect of
minimizing the distance to consumers. This later pattern is often observed in the MENA region,
especially in Egypt.

2 Relevant flows to neighboring countries include only one connection to Jordan. The flows are
however basically just transit flows to the mentioned endogenously expanded Israel- Greece
corridor.
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Figure 3.15:  Cumulated PV injection into the AC grid and the utilization of the AC grid in 2050

The general observation of a rather local PV utilization is supported by the fact that basically all
available projects which focused on a direct HVDC connection from North Africa to Europe with
the goal of utilizing the mainly solar dominated generation potential for the demand balancing
in Europe are not realized. Although the project sites in Africa showed to be well suited for the
energy production and the generation expansion is realized, the connection to Europe through
the electricity system and despite of Algeria also through the gas system, is largely omitted.
Instead of realizing connections like Xlink (Morocco-UK), TuNur (Tunisia-Italy) or GREGY/EuroAf-
rica Interconnector (Egypt, Greece), the PV dominated generation expansion is used to decar-
bonize the local power sector and cover the demand of a growing population.

The most crucial part for the integration of PV, which shows a curtailment of 2.1 % of the total
generation (Annex) and is therefore almost completely integrated, has the dimensioning and
allocation of battery energy systems in combination with the load of existing or potential con-
version processes of the final demand or transformation sector. As illustrated next, the endog-
enous expansion of utility scaled battery systems at the first glance seems to be concentrated
at the same spots as the endogenous PV expansion in the MENA region, Turkey or Central Asia.
For Turkey and especially Israel, where the largest BESS unit is connected to the same node as

145



3 Application of the PERSEUS-gECT for modeling the development of the European energy system until 2050
considering energy imports from MENA, Central Asia and Patagonia

the largest PV unit in the model, this is true and clearly coincides with the observed electricity
grid expansion.
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Figure 3.16:  Comparison of the allocation of rooftop PV-BESS units and ground-mounted utility scale BESS unis

For the Gulf States and Egypt, this observation is however only correct for locations next to cen-
tral ports. Although these locations are also load centers, they additionally often benefit from a
base power supply in order to operate a mainly LNG orientated transport infrastructure. A com-
parison of the PV location and battery location along the Nile illustrates this effect well. Only in
the Nile delta, where in addition to the load centers also the demand of the CCS infrastructure3®
needs to be balanced, batteries are installed. As a consequence of this direct PV utilization in
North Africa, the capacities are dimensioned in a way that the power might be locally consumed
or distributed with only a moderate need for an expansion of the electricity transmission infra-
structure. In peak demand hours during the evening the additional moderate wind onshore ex-
pansion (EGY: +5.19, DZA: +7.33, MAR: +4.96, ESH: +1.67 GW) thus might be not sufficient to
balance the demand if the wind feed-in is additionally moderate. This is especially the case in
Egypt but also applies to most Gulf States and explains the investment and dispatch of natural

30 Electricity used to capture and store the CO2 from the natural gas reformation. Hydrogen is
afterwards injected into the new Egypt-Cyprus-Greece interconnector, which will be described
later.
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gas fired turbines in this region. This explains the initially irritating result, that countries with
attractive solar potentials outside of Europe. which only need to decarbonize their power sector,
are ranked relatively high in the net emission balance. Considering that the overall net CO2 emis-
sions, which need to be removed from the atmosphere, are nevertheless quite low, explains the
economic attractiveness of this solution. Large scale investments into the storage, transmission
and distribution infrastructure are consequently omitted. In Europe, on the other hand, the
availability of rooftop PV based battery storages systems (PV-BESS), which are mainly installed
in single family or two-family buildings, are the main driver that supported the grid integration
of the PV generation, despite of a certain DSM shift, especially from the controlled home charg-
ing of battery electric vehicles (BEVs).

Due to the comparably high expanses for such systems, PERSEUS-gECT however does not chose
to expand the capacity beyond the scenario defined lower bound. Instead, mainly ground-
mounted PV installations are chosen as endogenous decisions without the option of placing a
utility scaled battery at the same or neighboring electricity node. In Europe, this technology
combination is mainly observed in Turkey and partially in the south of Spain to a significant ex-
tant. Besides of these two regions, batteries are mainly placed in the coastal regions or directly
offshore in order to support the grid integration of the wind offshore generation in the North-
Sea hub. The high expanses for hydrogen liquification, which mainly takes place in Chile and
favors a steady operation, additionally triggers a battery expansion in order to support the hy-
drogen infrastructure in this region from the intermittent wind onshore generation. This eco-
nomic dimensioning problem between an off-grid wind-onshore generation in a remote area
and the investment and operation of electrolysers, hydrogen tanks, liquefication, LH2 tanks, port
infrastructure and ship investment on the export site explains the later observed parallel invest-
ment into an LH2 (expansive, lower losses) and LOHC (cheaper, higher losses) infrastructure in
Chile3™.,

The sum of these complex interactions between the allocation of intermittent renewables, elec-
tricity grid expansion and electricity storage expansion explains how the previously observed
potential residual load, which was the initial final demand minus the available WECS and PV
generation, could be actually realized in the model. This means, how the WECS and PV units
could actually be dispatched without the need of a massive grid or storage expansion or curtail-
ment. The key factor to decrease the maximum residual load and thus the need for dispatchable
generators while increasing the regional scope and the final electricity demand of the model,
compared to the underlying reference TYNDP scenario, was the technology specific reginal allo-
cation planning. This allowed to balance the intermittent generation while actually lowering the
installed renewables capacity. The defined final electricity demand in the initial scenario is how-
ever non-static. Besides of the possibility of a temporal shift due to DSM processes, the invest-
ment into final demand switching processes, which increases the final demand needs to be taken
into account for an analysis of the contribution of renewable to the load coverage. In the previ-
ous ceteris paribus analysis this effect was deliberately neglected in order to compare the found

31 In this context an additional 110 MW ground mounted PV farm was installed next to the cho-
sen export terminal in Chile.
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solution with the TYNDP scenario from the capacity adequacy point of view. Taking into account
the complete energy system and not just the power system, the question changes regarding the
contribution of the intermittent renewables to the total power generation and the contribution
of the power sector to the total energy balance. The following figure, which ignores the impact
of DSM processes, gives a conservative impression on the suitability of renewables to cover the
net demand. In contrast to the previous illustration in fig 3.17 the following figure shows the
dispatched of power generating units in chronological temporal order and the impact of addi-
tional electricity demands®2.
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Figure 3.17:  Stacked electricity generation of EHG units, differenced by main conversion class in 2050

As expected, the model’s choice to invest mainly into heat pumps in addition to the TYNDP sce-
nario defined capacities increases the final electricity demand. For the whole year this resulted
in an additional final electricity demand of 233 TWh which is used to mainly lower the natural
gas demand in 2050%. The impact on the total hourly load in single hours however is rather
small. In the peak load hour, which is exactly estimated and calculated in the first time slice, the

32 A comparison between the total electricity generation in the System and in Germany in pro-
vided in fig. A.26.

33 As discussed previously, the investment into heat pumps in earlier periods is mainly reducing
the oil demand in the residential heating sector. In 2050 this impact is however rather irrelevant
as the investments reach the end of their technical lifetime and most oil is phased out in the
underlying scenario anyway.
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final electricity demand is increased by 45.6 GW. In the peak residual load hour, which lies in a
rather wind calm summer evening (ts 11), a small increase of 4.7 GW, mainly for water heating
applications, is observed®. Taking the demand of electrolyzes into account, which are mainly
realized by an investment into AEL units, an additional load of 783 TWh and 156 GW peak de-
mand is included, which adds 43.5 GW in the peak load hour and 20,4 GW in the peak residual
load hour. The previous figure consequently illustrates the significant contribution for a demand
coverage in peak load and peak residual load hours which might be provided by intermittent
renewable if their allocation and technology shares are locally optimized. Even without DSM the
maximum residual load remains quite low and a comfortable margin between the realized net
generation and this hypothetical load remains for covering the electricity demand of other pro-
cesses of the transformation sector and the losses of the electricity transmission and storage.
With the right mix of generation profiles and a more balanced distribution in the transmission
grid it is possible to balance the already in the TYNDP scenario included demand increase of
processes from coupled sectors such as the transport sector (BEV) or heat sector (HP) without
an increase of the maximum residual load. The model decision to cover the additional demand
of the non-European region while slightly decreasing the capacity or renewables, however, has
the drawback that electricity for a large-scale hydrogen production from power is missing. Over-
all PEREUS-gECT choses to produce only 519 TWh of hydrogen from electrolysers in the case
study. Partially this might be explained by an overall lower hydrogen consumption compared to
the TYNDP scenario, as this fuel is basically irrelevant in the power sector in the case study.
Furthermore, the expansion of heat pumps for the production of low temperature heat was not
only targeting at lowering the natural gas demand in the heating sector, but also at lowering the
hydrogen demand, when possible®. In order to cover the remaining hydrogen demand, which
results either from fixed processes or the replacement of fossil fueled boiler through a hydrogen
combustion in the industry®, an additional production of 1.1 PWh H2 from natural gas is real-
ized. To a certain degree, the process chain for the production of this “blue” hydrogen is a driver
of the electricity demand and covered by the installed intermittent renewables. In this case the
renewables are either used directly in the conversion phase for the natural gas pyrolysis, which
accounts for 10% of the blue hydrogen production while the majority is based on a steam refor-
mation with CCS, or in the subsequent or preceding processes chain. As already outlined, this
includes the electricity demand of compression, cooling and heating processes of the NG, LNG
and CO2 production, transmission (mainly pipeline or shipping) and storage (tank, cavern) in
addition to the same process chains for the H2 handling. Besides of losses and the demand of

34 Such a max residual load case is quite easy to handle in a wind dominated system, with this
large geographical scope, as it occurs during the low wind periods in summer nights, where the
batteries, either from PV-BESS system or the standalone utility size BESS, might be charged.

% With an average COP above 3.5 for heat pumps and efficiency below 1 for gas boilers the
additional 233 TWh electricity demand replaces a multiple of the natural gas and hydrogen de-
mand if the processes are switched.

3% As high temperature heat pumps are not considered it is possible that some part of this hy-
drogen demand might be also mitigated by an alternative electrification route.
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DAC processes this natural gas related electricity demand partially explains the observed margin
between the electricity net generation and the sum of final and electrolysis related demand
processes. While the gas flows will be analyzed at a later point, the allocation and dispatch of
electrolyzes in the electricity grid is displayed next.
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Figure 3.18:  Cumulated electricity demand of electrolysers in the AC grid and comparison with the wind offshore
generation in 2050

In comparison with the previously shown allocation and dispatch of wind onshore, offshore and
PV, the technology choice, dimensioning and dispatch of electrolysers might be explained. The
general observation is that the expansion of electrolysers is focused on large scale alkaline units
which are allocated in the neighborhood of renewable generation clusters which are located
apart from load centers. As shown later, this development is accompanied by investments into
the hydrogen transport and storage infrastructure (pipeline, shipping), which is expanded for
this task. For the system integration of fluctuating renewables which are located apart from load
centers, an indirect conversion route is chosen which reduces the expansion of the electricity
grid. With respect to electricity storages the impact of electrolysers is less clear. On the one
hand, an investment into BESS is observed at insolated regions (Patagonia, Siberia) with the goal
of increasing the capacity factor of electrolysers or facilitating the grid integration of wind-off-
shore in the North-Sea. In the second case BESS units are either allocated offshore at the same
node as the wind park and the AEL unit or onshore at the landing points along with AEL units.
For wind onshore such an effect is however not observed while for PV the effect tends to be
reverted. In Spain and Greece the demand of electrolysers, which are dimensioned rather and
small and distributed, actually seams to reduce the need for a large scale BESS expansion,
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especially when comparing with the centralized PV and BESS expansion in Turkey and lIsrael,
where this demand is missing. Overall, multiple clusters might be identified. Form a technologi-
cal point of view, the allocation of large scale AEL units, which do not require a desalination
process is favored and dominates the installations in northern European countries. For offshore
applications or in dry regions, the units are realized with an additional desalination process. As
these units are also more often allocated at remote areas (Chile/Patagonia) or supplied by PV,
which shows a higher fluctuation than wind, the full load hour of this second class of AEL units
is a little bit lower than of the first class, as visualized in the table in the previous figure. Finally,
also medium scaled AEL units with a desalination are realized on a smaller scale than in Algeria
or Siberia and dimensioned in a way that they might be operated with higher full load hours
(6954 vs. 3902 (AEL _I) or 3419 (AEL_|_desalin)) in order to compensate the higher investment
expenses. This is also the main criteria for the dimensioning of SOEC units, which produce just 1
TWh of hydrogen. The few realized units are all allocated at the landing point of offshore HVDC
connections and are basically operated in base load mode due to the overall small H2 production
capacity compared to the capacity of the HVDC converter unit. While in most cases the attribu-
tion of the renewable power source to the electrolysis based hydrogen production is clear, such
as wind onshore in Patagonia or Ireland or for PV in Spain, the situation in countries with nuclear
energy production is ambiguous. For Hinkley Point, Sizewell C (UK) and Flammenville (France)
the relation between the dispatch and allocation of nuclear power plant, wind offshore and on-
shore generators and electrolysers is illustrated in the Annex for 2050. The last two mentioned
units are dispatched in a direct neighborhood to the onshore grid connection of offshore wind
farms, where also rather smaller scaled electrolysis units are operated. Considering the rela-
tively small hydrogen production it might be assumed that the utilization of nuclear power at
this point was not the main motivation for electrolysis allocation. At the Belarus-Lithuanian bor-
der region, the situation is however not that clear and the question whether the nuclear power
plant fleet plays a significant role for the hydrogen production or not might play a much more
significant role. Next to already described onshore wind cluster in this region the largest hydro-
gen production from power is observed as shown in the next figure. In a relatively small area an
installed electrical electrolysis capacity of 21.9 GW is concentrated, which is quite large, consid-
ering that this is comparable to the 21.19 GW offshore units (21.1 GW onshore) units in UK.
Additionally, a nuclear power plant is dispatched in the neighborhood. Although the highest
power flows are observed from the wind cluster to the electrolysis units, the additionally ob-
served significant flows from the nuclear power plant, reinforce the assumption that the elec-
trolysers are partially operated with generation from the nearby nuclear power plant (2.4 GW)
in addition to the available renewables (e.g., from the 30.4 GW Belarus wind onshore cluster)®.

37 1t is observed that the electricity from the Belarus cluster tends to flow in the east direction
(Russia) while electricity from the Ukrainian cluster shows a clear flow direction towards west.
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Figure 3.19:  Comparison of the dispatch of electrolysers (left), wind onshore units (middle) and nuclear power
plants (right) with respect to the utilization of the hydrogen and AC grid in Eastern Europe in 2050

Overall, this example illustrates how the expansion of intermittent renewables and electrolysers
is affected by the structure of the existing gas and electricity infrastructure. The existing natural
gas pipeline infrastructure, which is retrofitted to a hydrogen transport at this region as shown
later and the availability of a CO2 free dispatchable nuclear generation capacity, which guaran-
tees a certain minimum utilization of the electrolysers during calm wind hours, might have been
drivers why this wind onshore cluster was realized, besides of the good wind conditions. Basi-
cally, the same conditions (high wind potentials, existing gas grid, existing nuclear power plant
fleet) are also available in the Ukraine cluster, but in this case the retrofit of the natural gas grid
is used for a transit of “blue” hydrogen produced in the Caspian region. Before analyzing the
results with a focus on the gas grid, in the following the electricity grid expansion is briefly sum-
marized.

Although the need for an electricity grid expansion is reduced due to the placement decision of
electrolysers, some expansion is still needed and illustrated below. In the AC grid a net expansion
of 2.2 TW (absolute 3.31 TW) or 11.8% compared to the reference case is observed. However, it
should be mentioned that this reference grid already includes some fixed expansion projects, in
specific regions such as Germany. Although the capacity addition is rather moderate, it should
be considered that the average utilization of expanded lines is 53% compared to 18% in the
remaining grid. This effect underspins the general observation that the energy system is dimen-
sioned in a way such that each component might be operated with high full load hours.
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Figure 3.20:  Comparison of AC line flows on edges of the reference grid and the expansion grid in 2050

As expected, the AC grid expansion is focused on regions with a high wind onshore expansion
and on strengthening the grid in the coastal regions where the offshore generation has to be
integrated. Besides of stronger grid expansion along the Baltic coastline, it is interesting to ob-
serve that there is basically no significant grid expansion which increases the East-West transit
capacity in Eastern European countries like Poland, the Czech Republic or Austria and that Spain,
Italy and the Balkan also face just minor expansions. Therefore, on the AC side no backbone grid
is built which substantially increases the transport capacity between Africa and Europe or Cen-
tral Asia and Europe or even between the North Sea based wind cluster and the Eastern Euro-
pean wind cluster. As shown in the next figure, such an electricity grid expansion is also not
realized in the HVDC grid. From the point of view of a large-scale coupling of remote parts of the
power system, only the Israel-Cyprus-Creta-Greece-Italy corridor might be mentioned?®. Overall,
the expansion of the HVDC grid is driven by the expansion of the wind offshore generation or
related to this task. From a structural point of view, it increases the interconnection of littoral
states of the Baltic Sea and the Nordic Sea as well as the north-south transmission capacity in
Germany. On top of the direct connection of offshore wind farms, nevertheless, the expansion
of a meshed DCMT overlay grid for the interconnection of offshore wind farm is chosen and the
decision is driven by the structure of the underlying gas grid and linked by the investment into
offshore electrolysis.

38 However, only the Israel-Cyprus section was an actual endogenous decision
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Figure 3.21:  Comparison of the dispatch of the HVDC transmission system (left) and the HVDC expansion (right)
in 2050

In line with this mainly renewable driven grid expansion for interconnecting wind farms, the
interconnection between coastal regions and the grid connection of islands is improved. For
example, a maximum expansion of 2x2GW transmission capacity is chosen in order to tighten
the ring from Italy, Sardinia and Corsica. This is done in order to integrate the observed wind
offshore expansion around these islands. Also, the connection between Aegean islands is im-
proved in the attempt to optimize the grid connection of offshore wind farms in this region. In
the Baltic region an additional overlay grid starting from linking the windfarms around Bornholm
is realized with the goal of strengthening the transmission capacity between Germany, Norway
and Sweden. Overall, the focus of the expansion however lies in the North Sea with the goal of
increasing the interconnection between Germany, UK, Denmark Belgium and the Netherlands.
The basis for these expansions are the existing offshore converter stations in the German North
sea and their point-to-point connections. On top of this capacity, an additional 4 GW layout is
added which is basically parallel to the existing lines and branches out offshore. Finally, this leads
to the following displayed line flows, which illustrates the utilization of the AC grid on the yellow
scale and the HVDC grid on the blue scale. Besides of the already described pattern, which led
to mainly wind onshore and nuclear driven large line flows in states of the former Soviet Union*®,
it is interesting to observe which corridors are highly utilized in Northwestern Europe and the
Baltic states®. As expected, high flows are observed on the corridor from Norway to southern
Germany and on a smaller scale also from Sweden to southern Germany, where the linking of
offshore wind farm around Bornholm is used in order to create a new cross border exchange.

3 In this context two hotspots are identified, one in the European part of this former Soviet
Union grid, which is driven by wind onshore in Belarus, Ukraine and nuclear in Russia and one in
the central Asian part, which is dominated by hydro in Russia and wind onshore in Kazakhstan.
40 An illustration of the main electricity transport corridors in Germany is provided in fig. A.28.
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The longest direct path, which was realized based on the topology of potential offshore wind-
farms is the link between Scotland and northern Germany, which is actually extended further
south. The utilization of the meshed offshore grid between UK, NL, DE and DK is also quite high.

low _HVDCflow .

Figure 3.22:  Cumulated flows on lines of the electricity transmission system and identification of main transport
corridors in the North Sea and Baltic Sea in 2050

For a direct comparison of the main drivers, the generation of wind onshore and PV is displayed
once again below.

Wind Onshore Generation PV Generation

3.65 PWh

2.51 PWh

Figure 3.23:  Comparison of the wind onshore and PV generation in the AC grid in 2050
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3.2.3 Development of the energy system as a result of mainly gas
related drivers

Complementary to the power system, which was previously shown to be designed with a focus
on a regional balancing of supply and demand, the gas system is used for a long-distance
transport of energy from renewable or fossil sources. From the set of available transport options
and energy carriers, the pipeline based transport of hydrogen and methane and the maritime
shipping of LNG, LH2 and LOHC are chosen as the main options for the intercontinental transport
of energy carriers and should be analyzed next. The previously shown pipeline or river shipping-
based transport of oil from the European border to hubs in the hinterland, should not be part of
the analysis as it is more or less predetermined through the remaining demand of the final de-
mand sector (mainly transport) and plays only a minor role for the system integration of renew-
ables. Also, the CO2 transport is already described and is not part of the following analysis. With-
out any constraints for the use of carbon-based energy carriers besides of a quantity limit on the
conversion process based net emission of CO2 into the atmosphere within this case study, the
guestion remains if the gas system supports the expansion and integration of renewables or
maintains the existing carbon-based structure in combinations with CCS. Overall, the results of
this case study are ambiguous in this context as already outlined in the previous chapter with a
focus on the electricity based production of hydrogen. From the viewpoint of the gas transport
infrastructure, the following figure provides a compact overview of the conversion process chain
of hydrogen and its relevance for the final energy demand balancing compared to other energy
carriers with a transport modelling. Compared to the underlying TYNDP scenario, the already
discussed expansion of heat pumps led to a slight shift in the final demand from gaseous energy
carriers like methane and hydrogen to electricity. Although this shift in Western Europe was
partially compensated by the coal-to-natural gas fuel switch of industrial final energy conversion
processes in Turkey and Ukraine, which were additionally modelled with a complete energy bal-
ancing compared to the TYNDP scenario, the following figure supports the impression that hy-
drogen- or methane-based energy carriers play only a minor but complementary role for the
overall electricity dominated system.
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Figure 3.24:  Structure of the hydrogen production and transport

In order to balance the chosen final energy demand level of 1,581 TWh for hydrogen in Europe,
which lies above the lower bound of 1,394 TWh*, as well as some minor demands of the trans-
formation sector®?, a tight processes conversion chain is chosen, which mainly relies on natural
gas. As long as good renewable power resource conditions (wind, solar) and/or the availability
of alternative dispatchable low carbon generators (hydro, nuclear) allows a dispatch of

41 The structure of the final hydrogen demand is shifted towards high temperature heat pro-
cesses in the industry while most low temperature heat demands in the residential sector are
covered by heat pumps. The final demand lies 204 TWh below the reference level but 187 TWh
above the lower bound.

42 The production of 25 TWh Fischer Trofsch fuels from 33.3 TWh H2 corresponds to only 2.5%
of the oil demand and is only realized due to processes optimization with preceding (heat
source) and succeeding conversion and transmission processes, as described earlier.
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electrolysers with high full load hour and reduces the need for an electricity transmission grid
expansion, the model selects the electrolysis process for the hydrogen production. As shown in
the next figure based on the Zoom on the North Sea region, the allocation and dispatch of re-
newable generators (wind-onshore and offshore units), the electricity transmission system
(HVDC and AC), the gas transmission system (pipeline, shipping) and the hydrogen production
units (electrolysis, NG-to-H2) interacts and support each other.
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Figure 3.25:  Interdependency between components of the hydrogen and electricity system in the North Sea.
Right part: hydrogen production and hydrogen pipeline and shipping flows, upper left corner: wind
onshore and flows in the AC grid and hydrogen pipelines, lower left: Wind offshore and flows in
HVDC lines

With a focus on the hydrogen production and transport on the right side and a comparison of
the wind onshore generation (upper left corner) and the wind offshore generation (lower left
corner), several dimensioning decisions might be observed. On the one hand, it can be observed
that processes for the power-to-hydrogen and methane-to-hydrogen process are allocated in
different but neighboring parts of the gas pipeline system, which is later shown to be largely
retrofitted for the hydrogen transport in this region. As the methane-to-hydrogen process is
basically operated in base load mode (as show in fig 4.18), this combination allows a high utili-
zation of the new hydrogen pipeline system without the risk of a temporal pipeline congestion
and the need for a further expansive parallel expansion. Instead, this combination improves the
economic perspective of converting a larger part of the natural gas system to hydrogen. The
previously discussed power-to-hydrogen based grid integration of large wind onshore and off-
shore clusters is furthermore clearly visible in the hydrogen pipeline flows, which indicates that
the electricity grid expansion is actually reduced in this context. The allocation of large
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electrolysers in the northern electricity grid of Denmark-West at the converter stations of the
interconnectors to Norway and Sweden is a further indication that the ability of the Nordic hydro
power for a flexible dispatch is not only used in the electricity grid but also to increase the full
load hours of electrolyzes. The most interesting interaction between transmission systems in
this region is however observed around Shetland. Instead of increasing the electricity transmis-
sion capacity from the most northern part of Scotland towards the south or choosing an expan-
sion of the pipeline system, the wind onshore and offshore injection around and north of Inver-
ness is bundled and directed north to Shetland. In combination with an onshore wind expansion
in Shetland, this island is chosen for creating a hub for the hydrogen production and liquification.
As already mentioned, this conversion route is quite expansive and requires high full load hours
in order to be economically attractive. If electricity is however not scarce but can be provided at
low cost with a flat profile, the electricity demand of the liquification becomes irrelevant and
the option economically attractive. This effect explains why the hydrogen demand of liquifica-
tion units and the hydrogen production of regasification units shows just a small gap in fig 4.24,
as most energy demands in the conversion and reconversion phase are balanced with electricity.
Contrary to Chile, where the largest liquification unit with a production of 7.1 TWh in a real
island mode is realized and requires an expansion of expensive batteries, the Shetland Island
with a production of 4.4 TWh is actually grid connected such that the investment into batteries
is omitted. Analogous to the described dimensioning task in Chile, a parallel LOHC production is
allocated at the same site with the goal of dispatching a cheaper unit with higher losses and a
more volatile profile. Due to the grid connection, the dimensioning proportions are however
reverted, as the more volatile site in Chile produces 16.9 TWh LOHC and the Shetland site 1.12
TWh. Additionally, the Shetland energy island provides power for small scale offshore electro-
lyzes in Norway which blend their hydrogen production into the existing natural gas system. At
this point it should be mentioned that this is actually the only real energy island which the model
choses, as comparable sites in the Faroe Islands or Bornholm are not developed in the same
way. The meshed DCMT grid which is built in and around the Doggerbank basically fulfils the
same function like an energy island, but shows a more decentralized structure and is therefore
less comparable. While the hydrogen liquification and shipping is concentrated on the previously
mentioned countries, it is interesting to observe where the remaining LOHC is injected and
which countries are the importers. Besides of Argentina, which was already mentioned and
which produces 5.4 TWh LOHC, the remaining production focuses on Ireland (1.9 TWh), Western
Sahara (1.4 TWh), Lithuania (2.4 TWh) and Estonia (1.5 TWh). In Ireland, it is interesting to ob-
serve in the previous figure, that the LOHC production is located at the southern corner of the
wind onshore cluster and next to an HVDC connection to France and provides an alternative
transport option for the energy conversion in this region to the pipeline grid transport and AC
or DC grid. Western Sahara on the other hand lies on the route from Southern America to Eu-
rope, as illustrated next, and the transport option starts next to the point where the model could
alternatively invest into an HVDC cable for linking this region with UK (Xlinks). On a smaller scale,
this Morocco-UK project is thus actually realized in the sense that energy is transported from
Africa to Europe, although only a smaller fraction of the realized power generation is sent north
and is consumed in the Nordic countries Norway (7.1 TWh), Sweden (7.5 TWh) and Finland (8.5
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TWh) and to a minor extend in Denmark (2.6 TWh) and Sardinia (1.8 TWh). The focus on the
import Nordic import countries, where no hydrogen pipeline grid is built, also explains the pro-
duction in Lithuania and Estonia. Compared to the 1.62 PWh hydrogen production which is al-
most entirely transported through pipelines, and which should be analyzed next, the shipping
however plays only a minor role.
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Figure 3.26:  Comparison of the cumulate hydrogen pipeline flows with the shipping of LH2 and LOHC

With the model choice to rely on natural gas as the main energy source for the hydrogen pro-
duction and to electrify only the auxiliary direct processes in the case of the methane pyrolysis
or the subsequent CCS processes, the overall need for a low carbon or renewable electricity
production is significantly reduced. As the majority of the CO2 emissions is directly stored
(NGR_w_CCS) or used (combination with Fischer Tropsch) or does not even occur (NG_pyroly-
sis), only the electricity demand of auxiliary processes and for the preceding natural gas conver-
sion chain or the final direct air capture units remain. Despite of the open question if such a
conversion route is useful or publicly accepted, the question remains where the conversion
takes place (at the natural gas producing countries or the importing countries), and how the
methane transport systems will change in this context. Although the conversion chain for the
hydrogen transport is expensive and requires additional investments, the already observed find-
ing that some part of the hydrogen production is nevertheless allocated in the production coun-
tries is interesting. Although this could be partially explained with the availability of suitable CO2
storages in depleted gas fields for the subsequent CCS processes after the natural gas refor-
mation, which is by far the most dominant conversion technology in this case study, the actual
allocation of the units and the already observed investment into CO2 grids in northwestern
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Europe indicate that this is just a minor point. Overall, several drivers, which depend on the
location and technology of the potential methane-to-hydrogen prosses might be identified. A
comparison in the following figure, which shows the cumulated dispatch of steam reformation
and pyrolysis units and the hydrogen flows on the left and the natural gas flows on the right,
reveals that natural gas-based hydrogen conversion processes are either focused in existing
pipeline-connected natural gas production countries in North Africa or in the coastal riparian
regions of the North Sea. Furthermore, it is observed that the choice of the preferred energy
carrier for the transport varies between LNG or pipeline connected producer countries. Despite
of Quatar, which complements its LNG exports with a small LH2 production of 4.6 TWh, all LNG
producer regions basically stick to the LNG export or quit the production (Russian LNG) by 2050.

H2 flows and CH4 based H2 production LNG and pipeline based NG flow

low LH2ZILOHC pigh |6y H2 high low __LNG high low CH4 high

Figure 3.27:  Comparison between the cumulated hydrogen pipeline and shipping flows (left) and the natural gas
pipeline and shipping flows (right)

The renewable power generation at LNG exporting locations is consequently only used for aux-
iliary processes of the natural gas conversion chain despite of the coverage of the local load.
Considering the high energy demand for the hydrogen liquification or the production of deri-
vates, this outcome is less surprising than the partially observed switch to hydrogen production
and pipeline-based export in North Africa (Algeria, Egypt) and the Caspian Sea. One possible
explanation might lie in the trade-off between the emission reduction at an early state of the
supply chain, which reduces transport and storage related CO2 emissions in cases where the
transport fuel is used for the compressor operation®® and the investment expenditure for

% n the current case study, the simplification of modelling all compressors for the pipeline op-
eration based on a loss factor, corresponds to the assumption that only gas driven compressors
are utilized. For existing storages on the other hand electricity driven compressors were
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converting long distance pipelines to hydrogen transport in cases where the transport demand
excesses the assumed blending potential of 20%vol. Another explanation might lie in the already
discussed interdependency between availability of attractive renewable power resources (wind
and solar irradiation) and the auxiliary power demand of the methane conversion and possible
subsequent CCS processes. In the following figure this question is analyzed by comparing the
allocation of pyrolysis and steam reformation units on the one hand in the large left figure and
the CCS conversion chain of pipeline transport/ shipping and storage on the other hand in the
smaller figures on the right. At least for the MENA region and Central Asia the illustration shows
a clear preference of an investment into natural gas steam reformation units at natural gas pro-
duction sites with a direct injection at deleted fields in the same region. Taking the previously
shown distribution of renewables into account and the correlation with battery storages in PV
dominated MENA region, the illustration gives a good indication that the allocation and dimen-
sioning of CH4-to-H2 processes follows at least to some extent the same logic as discussed for
electrolysers. As most energy is however taken from the natural gas itself, the needed renewa-
ble energy for the observed base load operation of the conversion is significantly lower, com-
pared to the power-to-gas process.

assumed if the grid connection was possible. For investments both options are available. The
results show that the electricity connection is chosen whenever possible.
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Figure 3.28:  Cumulated dispatch of methane based hydrogen production processes and comparison of the unit
placement with the placement of possible CO2 sinks

At the end of the optimization horizon the production of blue hydrogen is increasingly directly
coupled to the renewables availability with an increasing investment into plasma assisted me-
thane pyrolysis. Backed-up by a BESS, the largest unit is realized in Algeria at the source of a
main hydrogen supply corridor with a production of 27.37 TWh and a direct electricity demand
of 6.99 TWh in 2050. For the transport of the produced hydrogen from the MENA and Central
Asian region a focus on four main corridors is observed. Compared to the existing and still uti-
lized natural gas-based pipeline system, the transport from these regions seems rather focused
on the main south-north (1: Algeria-(Morocco)-Spain-France, 2: Algeria-Tunisia-Italy), and east-
west pipelines (3: Turkey via TurkStream and TANAP, 4: Kazakhstan-Slovakia via the Soyuz pipe-
line and Ukraine). To a smaller extent, also the East-Med-pipeline, which is linked to Egypt via
the Aphrodite gas field south of Cyprus delivers hydrogen to Europe. Although the binary condi-
tion on the variables for modelling the replacement or parallel addition of pipelines was relaxed
in this case study and the results should be taken with caution, the following illustrated analysis
of the respective pipeline flows supports the impression of a concentrated hydrogen flow along
the main transport routes. As the blending capacity in the main corridors is not sufficient, a
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partial replacement is often chosen in this linear approximation. An even more expansive paral-
lel addition is however mainly restricted in the previously described Ireland, UK, ARA corridors®,
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Figure 3.29:  Comparison between the cumulate hydrogen pipeline flows in 2050 in blended or replacement NG
pipelines (left) and blended (NG) or parallel new H2 pipelines (right)

Unlike to the previously described methane-based hydrogen production outside of Europe, the
analysis of the reason for producing this so called “blue” hydrogen in Europe is more complex.
Analog to the discussion in the context of the CO2-balance analysis and the relation between
DAC and P2L processes, the potential to couple processes and realize efficiency gains showed to
be a main driver for the observed allocation. Additionally, it could be observed that the temporal
dimension of the ramp of the hydrogen infrastructure, which goes along with the question which
sector (transformation e.g., power and/or heat generation or final demand e.g., industry or
transport), is supplied first and where the transformation of the hydrogen to natural gas infra-
structure is realized first, had a significant impact on the solution. Nevertheless, some global
trends might be observed. In line with the observed trend in natural gas producing countries,
the bulk of the hydrogen production in importing countries is focused on the production in the

4 Due to the large capacities on major pipelines, the logarithmic scale, the different scales be-
tween new/replaced and blended flows and the possibility to realize a replacement only par-
tially, the false impression may occur that a replacement decision has no impact on the existing
flows. Technically this is partially true as the blending comes for free and a small-scale partial
replacement offers the option of adding high capacities without significantly reducing the old
flows, due to the larger capacity of the replaced pipeline. Contrary to the AC-modelling, where
an equivalent edge is modelled, parallel pipelines in the gas grid are modeled individually. If only
one pipeline is replaced and the pipeline capacity is large thus high flows on both pipelines on
the same edge (replaced and old) are shown.
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neighborhood of potential CO2 storages in depleted gas fields or at least in the coastal region,
where the pipeline or shipping distance to the next potential storage is minimized. In conse-
qguence, large capacities are realized next to the existing LNG import terminals in the ARA region,
the German North Sea cost and UK. In combination with the large-scale electrolysis-based hy-
drogen production in UK, Ireland and the North-Sea offshore hotspot, which reaches the conti-
nental European North Sea shore and some smaller scale cavern storage, investments with a
focus on UK and Ireland for balancing the intermittent renewables on the hydrogen site (fig.
A.29) are implemented. The base load hydrogen production allows a high and steady energy
dispatch of the hydrogen transmission infrastructure in Western Europe. As the North-South
and East-West divide in the hydrogen transmission system basically mirrors the structure of the
power system and is established in an early phase of the optimization, following the distribution
of renewables and the flow directions of the existing natural gas system, the main transmission
corridors are already established when the methane pyrolysis becomes economically attractive
in 2050%. With the much higher energy transmission capacity of the hydrogen system per edge
compared to the power system and the already realized investment which established a clear
flow direction, this new hydrogen production units are similarly placed at the source nodes of
the hydrogen transmission system in Europe where a steady supply with methane and electricity
is guaranteed.

Besides of this global trend, the analysis on a local scale reveals how the model tries to optimize
synergies by coupling processes and how the path dependency and interaction with the power
system impacts the single allocation decision. Based on some examples, illustrated in the fol-
lowing figure, for the coupling of Fischer Tropsch based hydrogen-to-liquid (H2tL) processes and
the natural gas steam reformation with other processes in Germany, Benelux and Italy, the in-
terdependency between single technology allocation and dimensioning decision should be ex-
plained next. Analog to the already described H2tL -DAC coupling at the same location, where
the process heat of the Fischer Tropsch process is used to reduce the energy demand of the DAC
process and might utilize the CO2, the coupling between LOHC unloading (also utilizes high tem-
perature heat) and the H2tL processes observed in Demark (upper right corner) follows the same
goal of coupling process inputs and outputs on the same site. In this case heat and hydrogen are
exchanged. The carbo capture after the steam reformation offers an alternative CO2 source for
the H2tL process and reduces the need for a CO2 storage or a DAC unit or their size. While the
first case might be basically observed in all CO2 grids, the second case is also not uncommon, as
indicated here in Groningen (NL). While in most cases the layout of the CO2 grid follows the goal
of minimizing the distance between the source (NGR_w_CCS, DAC) and the sink (H2tL unit, CO2
storage, port for CO2 liquification and shipping), in some cases a ring flow is observed which
results in the misuse of the pipeline as a temporal storage (IT). In cases where the NGR units are

4 Besides of the improved techno-economic parameters, the effort to remove the remaining
CO2 emission sources from system increases with reduced emission limits. In the last period, in
which no net emission into the atmosphere is allowed, the missing alternative to produce hy-
drogen cheaply promotes the investment into this technology.
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not directly placed next to a CO2-storage or H2tL unit, the structure of the power grid and the
demand of the chemical industry for hydrogen and/or high temperature heat showed to be a
main driver. SOEC units, for example, where only realized at locations, where the grid connec-
tion allowed a base operation. Besides of the location at the former nuclear power plant site
Emsland (currently a CCGT site), which showed to a have a favorable position in the electricity
grid, all units were realized directly at large wind offshore landing nodes. Of the two processes
options, either with an electricity only input or with external high temperature heat supply of
round about 20%, only the second option was selected. In order to avoid an additional energy
conversion, all units where dimensioned in a way that the process heat after the Fischer Tropsch
conversion, which was built at the same site, was sufficient to provide the additional energy to
the major electricity driven process. While the CO2 for the H2tL processes was taken from the
NGR units, these processes where only allocated in Emsland at the same spot. For other units
the trade-off between the optimal allocation in the hydrogen, natural gas, CO2 and electricity
grid was balanced.

Coupling between the H,tL (Fischer Tropsch) and NG steam reformation (NGR_w_CCS)
processes chain and other processes

2. DAC coupling
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Figure 3.30:  Process coupling examples involving Fischer Tropsch and steam reformation processes

The trade-off between an external or onside generation of hydrogen and heat and the place-
ment of NGR and H2tL units might be further shown based on the example of the chemical sites
in Dormagen (Bayer) and Ludwigshafen (BASF). With the currently high natural gas demand at
the BASF location, which is partially used to produce steam for processes and the future high
hydrogen demand, the model decides already in an early phase to link this site to the main north-
south (and also partially east-west) hydrogen corridors. By integrating an additional Fischer
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Tropsch (FT) process at the site, the utilization of the remaining process heat allows the model
to reduce the natural gas demand. The needed hydrogen for the FT process, in this context, is
just a fraction of the fixed hydrogen demand at this site which is needed to cover other non-
energetic conversion processes. For the chemical plant site in Dormagen, which does not lie on
the main hydrogen corridor, mainly a local hydrogen production from NGR units with additional
supply from the Emsland site is chosen. Instead of directing the complete CO2 from the CCS
process at this site to the storages and the ports in the ARA region, the CO2 flows to the BASF
location and is used for producing synthetic fuels there. At the end of the optimization horizon
and with a doubling of the hydrogen production capacity by installing pyrolysis units, the Dorma-
gen node turns from a hydrogen sink to a source. A further interesting finding is the retrofit of
natural gas fired power plants to a hydrogen firing next to chemical site location (e.g., Infraserv
Hochst, Knapsack, Haiming). In the medium term, this units benefit from the early available hy-
drogen at the location sites. As the operation of retrofitted gas turbines with methane was how-
ever not forbidden and hydrogen is the scarce resource in the last period (high demand of the
industry for decarbonizing the remaining processes) while electricity from renewables domi-
nates the system, it is observed that these units switch back to a methane firing in the few hours
when they are dispatched. This degree of freedom is consequently used for reducing the spatial
and temporal coupling of the energy system. The option to balance these avoidable CO2 emis-
sions in any time slice of the period by any DAC process has the same effect like a flexible global
load for the integration of fluctuating renewables, which otherwise would require additional
investments (actual DSM, storage and grid expansion).
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4 Conclusion and limitations

4.1 General approach

Within the scope of this work an approach was developed in order to provide a profound deci-
sion support for energy system planners, based on a spatial and temporal highly resolved anal-
ysis of the fundamental drivers of the energy system. The main goal of this approach was to
develop a method, which bridges the granularity gap in energy system models between invest-
ment decisions on a local level and overall infrastructure changes on a continental level. Driven
by the need to cover a useful energy demand of heating, cooling and electricity appliances as
well as the final energy demand of other conversion processes for the main energy carriers (oil,
methane, coal, biomass besides of heat and electricity) on the one hand and the varying spatial
and temporal availability of primary energy sources on the other hand, an optimal conversion
path for the balancing of energy supply and demand has been found. In this context a particular
focus is laid on a detailed and consistent modelling of the impact of varying weather conditions
on all processes for the conversion, storage and transmission of energy carriers and a balancing
of the resulting CO2 emissions.

The developed approach starts from a common regional basis for the analysis of energy demand
and primary energy supply potentials with a resolution of 100 meter. In many cases this requires
the computation of hourly weather dependent generation and demand profiles!, which are
modelled based on ERAS reanalysis data for multiple weather years (often 1985-2022) for each
cell of the weather database. For the balancing of this regional highly resolved supply and de-
mand potentials based on conversion, storage and transmission of energy carriers, an aggrega-
tion approach is developed which allows a flexible definition of variables depending on the to-
pology of existing or potential transmission networks. In this context the multimodal transport
of liquid?, gaseous® and solid* commodities by pipelines, ships (river, maritime), trucks and

! Weather dependent conversion processes include the electricity or heat generation from wind
(onshore, offshore) and solar (PV, CSP, RTSWH). On the demand site, the electricity-to-heat con-
version of heat pumps and in general the low enthalpy space heating and cooling demand in the
residential, tertiary and industry sector might be mentioned. Hydro inflows are a spatial case
and if not taken from an external source currently only the inflow into run-of-river plants might
be modelled bottom up.

2 Considered liquid or liquified commodities: Oil/SFO, MeOH, LOHC, LH2, LNG, NH3, LCO2. As
Ammonia is liquid already at relatively low pressure and ambient temperature it is modelled as
a liquid fuel in this model

3 Considered gaseous commodities: CH4 (NG, SNG, biomethane), H2, CO2. Compresses gaseous
commodities: CNG, CH2

4 Reactive metals (Fe).
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railways, in combination with the AC or HVDC® based electricity transmission, is considered. The
aggregation of decentral conversion processes in a system with a high degree of sector coupling
and non-overlapping transmission system topologies, however, might rapidly increase the prob-
lem size as generation or demand processes might be balanced by multiple competing systems.
The developed aggregation approach resolves this problem by defining variables in a way such
that each potential supply or demand might flexibly switch the transmission system.

With the target of minimizing all system expenses, the developed model PERSEUS-gECT allows
a multi-commodity, multi-period co-optimization of the dispatch and expansion planning of the
energy conversion, transmission and storage. Taking into account the path dependency and the
impact of existing or planned assets of the energy systems, especially of the power system, the
focus is primarily laid on a detailed parametrization of the existing electricity generation and
transmission system. For a modelling of flows in the AC grid, therefore, a DC-OPF approach with
a quadratic line loss approximation is chosen, while a simplified capacitated directed flow mod-
elling approach with transmission losses approximates the transport problem of all other com-
modities.

In order to test the developed approach, the transformation of the energy system, which cov-
ered significant parts of the Eurasian continent, North Africa and Patagonia, was optimized with
the goal of a decarbonization until 2050. Disregarding of the different scales of final demand
investments in an kW range and energy balancing in transmission systems on a PWh range, a
validation of reasonable dispatch and investment decisions could be provided. The overall target
of covering the energy demand while reducing the overall emissions to net zero was validated
based on an analysis of the emission balance and the development of the power and gas system.

4.2 Mathematic problem formulation

Starting from the general approach of a directed energy graph, which models all energy flows
from the source to the sink and is driven by nodal demand outflows to the sink and supply in-
flows from the source, an own approach is developed that introduced the concept of a generic
conversion process, which might be limited by a generic unit. This generic process combines the
properties of a process, which converts energy carriers at one producer node with the properties
of an edge, which links between nodes and the properties of a storage, which establishes a flow
of energy along the temporal dimension. Doing so, decentral generation and demand potentials
might be attached to virtual producer nodes and flexibility redistributed between nodes of dif-
ferent transmission systems without the need of defining additional balancing nodes and flows.
Thus, the general advantage of energy flow graphs, which allow a complex coupling of conver-
sion processes in one node, was preserved. In real transmission systems with non-overlapping
topologies, where most consumers and producers are not directly linked to a transmission node

> Includes the DC point-to-point connections (DCTT) and meshed grids (DCMT).
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but indirectly through a distribution grid, therefore supply switching decision might be easily
modelled. Based on the concept of an abstract process, where the same process variable might
have multiple functions, an energy system model is defined, which starts from 100 m resolved
sectoral demand and supply conversion processes, aggregates these processes with a minimum
loss of information and optimizes their balancing. In a multi period optimization, which mini-
mizes the system cost for a load coverage, the unit capacities, which limit the activity level of
processes, are adjusted.

Within the case study, the general function of the combined conversion, storage and transmis-
sion network, dispatch and expansion planning model PERSEUS-gECT was demonstrated based
on a closed linear optimization with 6 and 7 time periods (each representing five full years) and
a time resolution of 16 time slices per period. As PERSEUS-gECT is actually formulated as a mixed
integer linear problem (MILP), this was done by relaxing the integrality constraints on the unit
variables. Also, the included option to run PERSEUS-gECT with minimal-uptime/downtime unit
commitment constraints was turned off. In order to optimize the problem with a full temporal
resolution of 8760 hours, which is the clearly next goal, or for switching from an LP to a MILP
problem class, a decomposition of the problem is needed. Although first decomposition tests
with an ADMM based approach, with a separation between the single time steps, showed some
promising results, the size of the sub-problems was still too large for a fast convergence. As
already seen in the closed optimization, the large dimensional differences between the different
energy systems remain numerically challenging - even if the problem size is reduced. Therefore,
further research is needed, especially with a focus on defining adequate subsystems for the de-
composition. A decoupling between the gas, electricity and heating system might be a good
starting point.

4.3 Data model

A spatial and temporal highly resolved analysis of final and primary energy conversion potentials
and profiles in combination with a detailed parametrization of the existing and planned genera-
tion, transmission and storage capacities is the basis for a data driven definition of a reference
energy system. With a focus on the power system, where most generators are parametrized on
a single unit base (e.g., existing or potential single wind turbines) or at least with a spatial and
sectoral resolution of 100 m (e.g., RTPV on SFB, TFB, MFB®), a variable aggregation scheme with
respect to the modelling of alternative conversion and supply paths is developed. Driven largely
by the need to balance a heating or cooling demand or the potential to exploit renewable energy
potentials at remote sites with a high resource availability, the data structure is defined in a way
that a switching of energy carriers and transport systems is taken into account. Through an over-
lay of electricity and gas supply areas with the weather cells of a meteorological database, for
example, an aggregation basis is defined which allows to model multiple conversion paths for

® E.g., rooftop PV (RTPV) an single-, two-, and multifamily builds (SFB,TFB,MFB)
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covering a decentral space heating demand, ranging from an electricity grid balancing’ or gas
grid balancing® to a local balancing®. Contrary to the previous example, which is determined by
the parametrization of the existing energy infrastructure®, modelled with a high level of detail
in PERSEUS-gECT, the developed approach also offers the possibility to define the layout of an
energy conversion and transmission infrastructure from the scratch in remote areas. Starting for
example from a placement of single offshore wind turbines and clustering into wind farms dur-
ing a preprocessing step, the model afterwards may endogenously find a path to suitable nodes
of the existing logistic onshore or offshore infrastructure (e.g., port, gas node, railway station)
based on interconnection to neighboring wind farms and the built of a potential meshed multi
terminal DC (DCMT) network or through a point-to-point connection (DCTT). Alternatively, to a
complete balancing within the electricity system, PERSEUS-gECT thus allows to evaluate alter-
native conversion paths, with the option to endogenously define complex conversion chains at
any point of the system, which are often referred to as energy islands.

For the definition of the input data of PERSEUS-gECT, many preprocessing and also preoptimi-
zation steps are needed. The reason lies in limitation of large-scale energy system models to
adequate approximate decentral decisions, such as an optimal techno-economic configuration
of single wind turbines within a windfarm or the district heating layout-optimization at single
building level. In both examples an elaborate preprocessing is performed. For defining the wind
offshore farm layout, for example, a discrete turbine placement in multiple investment years
with respect to wind-ellipse based distance restrictions is performed, taking into account the
techno-economic parameters of 16 investment options at 5 hub-heights (120, 140, 160, 180,
200) and the site topography!. Also, for the layout of the districting heating networks a spatial
resolution of 100 m is chosen and the balancing of potential demand and supply is pre-optimized
on a national level with respect to potential flows between the various demand nodes.

Besides of the computation of the generation profiles of renewable energies, which is performed
on a global scale with a high spatial resolution for a large set of existing and potential technology
configurations (e.g., individual hub-height, over 800 power curves for existing wind turbines)
and validated against data of the transmission system operators, the modelling of highly re-
solved sectoral demand profiles for the considered energy carrier is included in PERSEUS-gECT.
By focusing on a detailed bottom-up modeling of heating and cooling related profiles and

7 E.g., by heat pumps (HP) or electro boilers (EB)

8 E.g., by fuels cells (FC) or combustion boilers (CB) which are fueled by hydrogen or methane

9 E.g., by combining PV-BESS, HP, demand side management (DSM) and thermal energy storages
(TES)

10°E.g., by the layout of the electricity distribution grid (110 kV) or the parameters of existing PV
units (capacity, age, azimuth, slope)

1 This includes for example the water-depth, distance to next port, distance to next potential
substation, gas node, etc. An evaluation of the investment options requires 5.6 e11 LCOE calcu-
lations per period. For only one profile per weather cell, 78667 weather cells, 16 turbines, 5 hub
height and 30 weather years and 8760h this already included a time series of 1.65e12 hours.
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combining this approach with a top-down modelling of the remaining loads, it could be shown
that even without a further calibration the staking of modelled profiles showed a high accuracy
compared to gas or electricity grid operator data on a national level.

4.4 Case study

Based on the TYNDP2022 “decentral energy” scenario, which serves as a starting point for the
projection of a demand development??, and for the definition of lower bounds on the expansion
of renewable energies, the general functionality of PERSEUS-gECT was demonstrated. With the
target of achieving net-zero emission for all processes which convert, store or transport energy
carriers, the development of the energy system was modelled for a case where the additional
electricity demand in neighboring regions in Eurasia (continental Europe and rest of Russia, Cen-
tral Asia) and North Africa, as well as their primary energy potentials and the RES-E potentials in
Patagonia are considered. With the goal to test the general performance of the model, a high
degree of freedom for the restructuring of the energy system was chosen.

Despite of the rather high degree of freedom, which offers the model the possibility to reduce
the number of conversion technologies and to concentrate the primary energy conversion on
favorable sites, the results show a trend for a balanced solution. By combining multiple conver-
sion and transmission paths aligned with an optimized allocation of renewables, the resulting
system layout shows a trend towards maximizing the utilization of components. The most aston-
ishing results, which draws a light on the impact of a harmonized renewables allocation plan-
ning, is the finding that an overall slight reallocation of intermittent renewables (WECS, PV)!3
capacities and technologies, compared to the TYNDP 2022 scenario, allowed an unexpected
good balancing of the final electricity demand. Although the results should be taken with cau-
tion, as only a limited number of load situation was calculated in the grid model, the hourly
(8760h) analysis of the residual load, nevertheless, indicates a significant decrease in peak hours,
compared to the reference case. This finding comes despite of the circumstance that additional
demand regions are included while the intermittent renewables capacity in the complete system
is overall slightly lower compared to Europe alone. Even prior to any demand side management
flexibilities, the maximum electricity residual load in 2050 decreases compared to the start year
(2019). With the same load curve in Europe alone but with a more concentrated renewables
allocation in Germany, the opposite is the case. A better balancing of profiles becomes possible
by reducing the massive WECS and PV capacity concentration in Germany!* and a reallocation
in neighboring countries (UK, DK) and partially in Eastern Europe (UA, BY). Nevertheless,

12 For heating and cooling related conversion processes only the useful energy demand was
fixed. A significant part of the final energy demand for energy carriers is therefore variable. The
demand and production of energy carriers in the transformation sector is modeled completely
endogenously without any restrictions.

13 WECS: Wind Energy Conversion System, PV: Photovoltaics

4 From 544 GW to 401 GW
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Germany still remains the country with the most renewables capacity (what indicates that the
massive expansion is useful). Despite of the capacity reallocation, the general trend of high
north-south power flows in Northwestern Europe and an expansion of the HVDC corridors in
this direction, did not deviate from the underlying TYNDP scenario®.

From a sector coupling point of view, the interaction between the gas and electricity system
reveals some interesting dynamics. Besides of the global dimensioning trend (i0) that each
added conversion or transmission capacity is operated with high full load hours, three general
trends, from the point of view of the RES-E system integration, might be identified:

(i) In case of an RES-E expansion, the electricity is typically first used to cover a local final
electricity demand (in case of the possibility to increase this demand by heat pumps,
they are expanded).

(i)  Incase of a medium scale RES-E supply imbalance and (ii1) the possibility of a regional or
temporal balancing, an AC grid expansion for wind onshore and BESS expansion for PV
(partially in combination with an electrolysis) is chosen. If not possible (ii2), auxiliary
energy for conversion processes of the transformation sector (e.g., CCS after steam
reformation) and for the transport of energy carriers (e.g., compressors, liquefication)
is provided.

(iii)  In case of a large-scale RES-E supply imbalance, if possible (iii1) an electricity grid expan-
sion (AC: wind onshore, DCMT and DCTT for wind offshore) is chosen for a regional but
not intercontinental transport of a part of the generation. For the remaining part, or if
an expansion is not possible, an alternative conversion route is chosen. This might be
(iii2) the production (AEL) and transport (pipeline, ship) of hydrogen or derived energy
carriers (2/3 LOHC, 1/3 LH2), or (iii3) a direct are capture with a subsequent CO2
transport and storage (iii3a) or production of synthetic fuel oil (iii3b). In all cases (iii2,
iii3), the conversion units are either placed in the direct neighborhood of the renewables
hotspot or partly offshore and at the first landing node at the shore.

While the first point (i) is quite obvious in densely populated areas with limited high quality
resource potential (like Germany), this also might be the main reason why no large scale direct
(electricity) or indirect (“green” hydrogen and derivates) renewable energy imports from the
MENA region or Central Asia are observed. In the first place, the renewable generation in these
countries is used for a decarbonization of the own power system and the balance of an increas-
ing power demand due to a population growth. The circumstance that these often PV dominated
countries (with less developed electricity transmission systems as a start base) do not end the
firing of natural gas in the power system, is a further indication for the observed development.

15 By doubling the electricity transmission capacity on most German North-South HVDC corridors
and increasing the cross-border transmission capacities to Nordic countries, the results actually
strengthen the findings of the transmission system operators.
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As the precondition (i0) is not given, these countries switch to providing auxiliary energy for
reducing the emissions of the natural gas-based energy conversion chain (ii2). Although PV also
plays a significant role in the Spanish or Greece system, the placement of electrolysers capacities
next to large PV capacities in these countries (ii1) and their relatively high utilization rate?, in-
dicates that the electricity grid might improve the integration of renewables even if they are not
producing. Potentially due to their placement within the highly interconnected UCTE grid, the
electrolysers in Spain in Greece continued their operation during night hours. With higher full
load hours, the economical properties of an PV-AEL system increased, while a large-scale expan-
sion of the electricity transmission or storage system for an integration of the peak generation
could be avoided. In the North-Sea and the bordering coastal regions (iii), finally the largest con-
centration of wind onshore and offshore units is observed. In order to integrate this generation
into the system, the model uses a combination of multiple conversion and transmission paths.
One important element is the AC expansion in the coastal grid for integrating the feed-in from
onshore units and strengthening the grid around offshore landings, which are realized through
an expansion of the HVDC connections and may reach to the load centers in the inland (Ger-
many, partially France). In this context a combination of direct point-to-point HVDC connections,
to connect the offshore wind farms to the onshore grid, with a meshed DCMT overlay grid, for
linking the offshore wind farms and increasing the cross-border exchange capacity, is observed.
In order to avoid an over dimensioning of the electricity system, the RES-E expansion is accom-
panied by a nearby expansion of the hydrogen conversion chain. Being directly located next to
generation hotspots (onshore and offshore) or directly at the first landing point for wind off-
shore at the shore, the power-to-gas units reduce the need for an electricity grid expansion by
injecting the generation into a hydrogen transmission grid, which is built. The example of Shet-
land, which is a hub (energy island) for the hydrogen production, liquification and shipping and
bundles the generation off the most northern part of Scotland, further demonstrates that the
choice of a transmission system and transport energy carrier is not only optimized within the
technology class (e.g., LH2 vs. LOHC shipping in Chile) but across. In this case the AC and HVDC
expansion is weighted against the pipeline (H2 replaces CH4) and shipping (LH2 vs LOHC) expan-
sion. The possibility to identify and expand complex conversion chains from the scratch leads
also to the interesting finding that the meshed DCMT offshore grid basically fulfills the function
of a virtual energy island by bundling the generation from multiple offshore windfarms. This
bundling facilitates the steady dispatch of offshore eletrolysers, such that the expansion of off-
shore BESS units, which are also observed in this constellation, might be reduced.

While the current conclusion focused on the analysis of the electricity system, which clearly
dominates the whole energy system, it should be mentioned that the majority of the hydrogen
production is chosen from a natural gas steam reformation. In this context the renewable gen-
eration is just as an auxiliary energy for decarbonizing the preceding natural gas conversion
chain (production, storage, compression liquification, etc.), the process itself (electricity demand

16 These units are dispatched in PV dominated systems with only little lower full load hours,
compared to wind dominated systems in the north.
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of pyrolysis units) and for the subsequent emission reduction (CCS after NGR, DAC and storage,
DAC and H2tol). In this context it could be mentioned that the general structure and the flow
directions of the natural gas or “blue hydrogen” transmission systems remains quite stable.
While LNG exporting countries like the Gulf States continue the LNG supply to Europe, where
the blue hydrogen production is concentrated next to import terminals in the North Sea region
(e.g., ARA, Wilhelmshaven, Hamburg), a part of the natural gas production around the Caspian
Sea, and in Algeria (and on a smaller scale Egypt) switches to the hydrogen production. The pro-
duced hydrogen in the latter case is exported via pipelines to Europe.

Although the results of the case study should not be overinterpreted, they demonstrate the
ability of the approach for a cross-sectoral balance of conversion and storage processes on a
local scale in combination with a cross-energy carrier balancing of transmission systems on an
intercontinental scale. Based on the example of the allocation decision for Fischer-Tropsch pro-
cesses and its local and transmission network spanning coupling with preceding and succeeding
conversion processes of the transformation sector (EHG, X2X) and the final demand sector
(chemical industry) it was demonstrated how the optimization of local energy and material flows
(e.g., BASF in Ludwigshafen) interacts with the global layout of the energy system.

4.5 Limitations and Outlook

The developed tool chain for an integrated analysis of the energy system relies on multiple
techno-economic parameter assumption for the modelling of existing and future energy conver-
sion, storage and transmission processes. While the parameters of the existing energy system
are partially unknown due to their proprietary nature and may only be approximated, the un-
certainty about the future technological development is an additional challenge. For technolo-
gies in the early development state a broad range of parameter estimations may be found in the
literature. In the course of the case study, the sensitivity against this parameter uncertainty was
not tested. As a consequence, multiple technologies which are currently at an early state of their
development, such as the fusion, where not included. Form a methodological point of view it
should be mentioned, that the choice of an optimization with perfect foresight, is also less suit-
able for addressing this kind of uncertainty, compared to other approaches such a stochastic or
robust optimization. Besides of neglecting the parametrization uncertainty, the current ap-
proach also does not take the impact of the stochastic nature of weather-related generating and
demand profiles (and of transmission capacities in case of an DLR of power lines) into account.
Only in a preprocessing step this impact is considered for deriving valid bounds for the dispatch
of PV-BESS units’.

17 In an SDP based dispatch optimization, the sectoral demand and PV generation stochastic is
considered based on a recombining tree with 8760 stages and 9 realizations. For Europe this
results in solving 420000 optimization problems for one investment period and weather year
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The general choice for a mono-criterial minimization of the total system expenses under the
assumption of complete information and perfect competition has also some far-reaching impli-
cations and limitations. With respect to the public acceptance of certain technology options in
certain regions and the trade-off between certain model outcomes, a combination with ap-
proaches of the multi-criteria decision analysis (MCDA) or even a multi-criteria optimization
might be more suited. Within the case study, this aspect was rudimentary addressed in the pre-
computation phase for an estimation of the regional demand and renewables development. For
the regionalization of lower bound for the technology specific renewables expansion or the sec-
toral market penetration of PV-BESS systems or EVs, a multi criteria approach was chose. In an
earlier work (Slednev et al. 2014), the combination of a preceding version of PERSEUS-gECT (PER-
SEUS-NET) with the multi attribute value theory (MAVT) based toolbox Simada (Bertsch and Ficht-
ner 2016) was demonstrated and could be also applied to the described energy system model.
Considering the large problem size, the switch to a multi-objective optimization however seems
less promising in the short-to-medium term. Concerning the suitability of the assumption of a
perfect competition, the answer is unclear and will probably depend on the question if a deep
sector coupling is actually realized or not. In general, it should be stressed that the results of
energy system models like PERSEUS-gECT should not be interpreted as market results but from
a normative point of view perspective. Depending of the type of competition in a market, this
normative perspective is however, more or less related to the observed developments. From
the power sector point of view in the integrated European market, the inherent assumption of
perfect competition in PERSEUS-gECT, seems to be less critical, considering that a use of market
power on a large scale could not be observed despite of the high concentration of the generation
capacity. For the gas sector on the other hand, and especially for the LNG sector, the modelling
of a Cournot or Stackelberg oligopoly could be more appropriate, but would require to switch
from a LP/MILP problem formulation to a MCP (mixed complementary problem), which is non-
linear. In case the energy system is largely dominated by electricity for covering the demand of
the final energy and transformation sector (high sector coupling), it might be assumed that the
perfect competition assumption might be less critical in future. However, also the opposite
might be the case.

A further critical point is the consideration of security of supply in PERSEUS-gECT with respect
to the generation and transmission capacity adequacy. This aspect was neglected within the
case study, as only one part of the developed tool chain (PERSEUS-gECT) was demonstrated. In
an iterative approach the developed sub-module PERSEUS-ADQ could be applied to evaluate the
capacity adequacy in the power sector considering generator outages and the hourly residual
load for a long range of weather years. An integrated consideration of the outage or failure of
transmission lines (electricity), pipes (gas) or transport routes (waterway, rail, road) or of con-
version capacities in the transformation sector (EHG, OCP), however, remains a challenge, and
might be part of future research. Also, the consideration of outages of the transmission and
transport infrastructure, which were previously (Hartel et al. 2019) considered only for the N-1
case of the electricity grid based on an ADMM decomposition and a rolling horizon approach in
a smaller region, remains challenging and should be addressed in future work.
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Finally, the increase of the spatial coverage (remaining world) and of the sectoral coverage
(global complete energy balance everywhere, not only in Europe) should be part of future work.
In this context, especially the modelling of sector specific demand profiles (industry!), apart of
low enthalpy heating and cooling related applications, remains a challenge. The tool-chain for
the other component models (transport\transmission, renewable potentials and heating pro-
files, generator database) however already allows a global coverage.
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Annex

€02 Emission in 2050 in kT INPUT:: fix_CO2_Emmission INPUT:: var_CO2_Emmission Output
1502 1503 CNTR_Name Cluster Coal Gas oil Coal Gas oil fix ocp EHG STOR TST
AlLB Albania UCTE/EUI 0,00 89,74 1.172,09 877,23 1,75 161,90 1.261,83 516,04 6,05 931
ARE United Arab GCCIA - - = - - = - 0,22 242234 - 135,88
ARG Argentina  CHL+ARG - - - - -
ARM Armenia IRN+IRQ - - - - - - 719,23 - 166,20
AUT Austria UCTE/EUI - 4.268,92 231120 810,37 6.580,12 0,07 14431 187,81 166,87
AZE Azerbaljan  IPS/UPS - - - - e - - 1.240.33 0,50 S 155,85
BEL Belgium UCTE/EUI 0,05 2.855,88 4.749,50 231 1.428,70 7.605,43 - 1.426,26 51821 1.016,92
BGR Bulgaria UCTE/EUI = 879,85 937,64 296,97 52,19 1.817,48 = 179,27 2,92 75,05
BHR Bahrain GCCIA - - - - - - - 0,70 1231
BIH Bosnia and k UCTE/EUI = 103,16 1.457,92 118,66 81,45 1.561,08 = = 3312 6,68
BLR Belarus 1PS/UPS . . . . s . 0,23 56,08 235 44,69
CHE Switzerland UCTE/EUI = 1.857,93 6.731,90 2,251,57 1.103,90 8.585,83 = 1,03 117332 33,08
CHL Chile CHL+ARG - - - - - - - - -
Cyp Cyprus UCTE/EUI = 50,80 421,54 - 10,70 = 472,34 = - 4,50 86,34
czE Czech Repub UCTE/EUi - 3.094,80  2.356,89 - 1.528,45 5.451,69 . 428,79 518,15 38,35
DEU Germany  UCTE/Bigd 021 2545482 3417824 86,70 9.698,39 - 59.633,27 412595 7.687,62 2.911,16 1.123,40
DNK Denmark  UCTE/EUi 042 174571  3.399,02 15,83 342,26 5.145,16 - 10,01 7797 111,70
DZA Algeria UCTE/NA = - = - - - 3.015,81 5.150,25 - 555,31
EGY Egypt SEMB4ISR - - 562,08 19.892,00 1.151,16
ESH Western Sah UCTE/NA - - s - - - - - - - 29,19
ESP Spain UCTE/Bigd 022 13.72972 15.930,96 1131 3.006,72 . 29.660,90 . 77,24 102490  1.034,31
EST Estonia UCTE/EUI 0,03 190,35 259,23 5,00 72,70 - 445,61 503,78 312 829 41,40
FIN Finland NORDEL 0,20 69604  3.387,95 7,78 3,87 : 4.085,09 . 17,56 0,80 24,99
FRA France UCTE/Big4 012 15.02061  27.560,17 276,18 10.561,13 21,30 42.580,90 = 170,38 3.389,75 2.015,26
GBR United Kingd NG+EirGrid - 24.696,69 30.286,53 K 5.908,47 . 54.98323 252074  1.03391 547,07 644,36
GEO Georgia I1PS/uUPS = 1.793,83 1.366,33 947,68 144433 2891 3.160,16 3.45542 2.051,37 482,41 209,71
Gi8 United Kingd NG+EirGrid - - - - - - - - - - -
GNQ Equatorial Gi- - - - - - - - - - - -
GRC Greece UCTE/EUI 011 128040  4.463,49 108,81 253,61 - 5.744,01 2.254,68 7451 139131
HRV Croatia UCTE/EVI 0,00 1.327,00 2.146,22 498,10 33449 = 3.473,22 = 445,11 62,66 108,91
HUN Hungary  UCTE/EUi - 234457  1.549,75 - 1.480,00 3.894,32 0,12 27397 177,35 63,21
IRL Ireland NG+EirGrid = 1.103,95 2.231,19 3,55 589,00 3 333514 = 247,66 67,89 71,62
IRN Iran IRN+IRQ - - - - - 38.788,80 - 228,02
1RQ Iraq IRN+IRQ - - - - - - - - 11.177,78 - 154,33
IsL Iceland NORDEL - - 1.169,35 42538 10,13 1.169,35 - 431,43 -
ISR Israel SEMB+ISR - - = - S 3 = - 3.305,60 - 129,09
ITA Italy UCTE/Bigd 022 1061070 16.271,71 33787  9.769,72 - 26.882,62  2.591,09  3.76547 162881  1.174,19
JOR Jordan SEMB+ISR - - - - - - - - 1.325,62 - 76,60
KAZ Kazakhstan IPS/UPS - 401195  1.131,30 - 94,07
KGZ Kyrgyzstan  IPS/UPS - - - - - - - - 379,14 - -
KwWT Kuwait GCCIA - 0,09 0,16 = 121
LBN Lebanon SEMB+ISR - - - - - - - - 0,23 - 25,16
LBY Libya SEMB+ISR - - - - - 18,19 - 80,70
LTu Lithuania UCTE/EUI = 1.377,82 479,32 = 93,20 1.857,14 29,40 093 30,17
LUX Grand Duchy UCTE/EUI - 125,53 - 193,96 125,53 0,14 78,01 6,16
LVA Latvia UCTE/EUI = 200,64 34784 - 94,18 A 548,49 0,06 2,05 21,55
MAR Morocco UCTE/EUI - - - - - - - 127,64 - 0,09
MDA Moldova  UCTE/EUo 0,00 = 956,94 268,05 - 31,74 656,54 153,81 12,05 2419
MKD Macedonia UCTE/EUi - 4694 191228 - 20,65 11347 1.959,22 0,28 10,84 4,26
MLT Malta UCTE/EUI = 888 211,69 = 6,22 = 220,57 = 6,58 99,11
MNE Croatia UCTE/EUI - - 674,99 534,70 . 26,07 674,99 314,03 2441 -
NGA Nigeria - - - - - - - - - - - -
NLD Netherlands UCTE/EUi 0,06 6.352,69 12.274,42 1.967,33 3.792,68 - 18.627,16 7.300,59 1.311,78 777,69 444,65
NOR Norway NORDEL 0,17 870394 1142540 2,133,68 215,55 817,59 20.128,51 - 657,85 1.264,54 1.046,64
OMN Oman GCCIA - - - - - - - - 2.347,22 - 343,54
POL Poland UCTE/EUI 0,15 10.056,65 8.633,69 768,76 3.37423 e 18.690,53 504,59 222389 466,14 31834
PRT Portugal  UCTE/EUI - 108058  2.889,40 0,30 104,27 3.960,08 - 23,73 854 197,02
PSE Palestine  SEMB+ISR = = = = = = - = 1.598,32 = 25,74
QAT Qatar GCCIA - - - - - - 76,75  5.854,71 - -
ROU Romania  UCTE/EUI 0,00 2.783,44 4.35434 533,85 1.188,53 - 7.137,78 0,22 806,18 13531 69,37
RUS Russia IPS/UPS - - - - - - 0,39 9.750,02 0,17 849,75
sau Saudi Arabla GCCIA = - = C = = = 2 18.125,79 - =
SRB Serbia UCTE/EUI - 1.068,96 3.283,69 824,43 233,58 4.352,64 37,49 256,50 30,16
SVK Slovakia UCTE/EUI - 1.649,91 1.263,00 = 720,50 - 2.912,91 0,46 115,90 30,14
SVN Slovenia UCTE/EUI - 233,74 308,78 104,60 542,52 176,25 2534 69,17
SWE Sweden NORDEL = 1.842,72 33372 = 571,49 = 5.175,44 0,69 12633 57,78
SYR Syria SEMB+ISR . - s . 2.836,60 . 150,01
TIK Tajikistan  IPS/UPS - - % = g E - ~ s 2 0,91
TKM Turkmenista IRN+IRQ - - - - 012  1.03869 218,02
1o Trinidad and - - - - - - - - - - - -
TUN Tunisia UCTE/NA - - - - - - - 0,70 279,53 - 379,25
TUR Turkey UCTE/EUo 0,01 13.48256 40.83574 | 3533844 30.017,88 2.693,08 54.318,31 > 26.095,18  26.430,61 5.377,44
UKR Ukraine UCTE/EUo 0,00 10.137,59 10.84524 | 16.94621 10.090,11 202,78 20.982,83 242 1023529 3.541,96 906,21
usa United State:- = - = C = 3 = = = - =
UZB Uzbekistan IPS/UPS 0,20 3.573,42 84,58
Figure A.1: Country info and complete CO2 emission balance in 2050
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Figure A.2:
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Default parameters for the definition of the land cover based suitability

Figure A.3:



Annex

LC based regionalization of the Regionalization of the S2BIOM dataset (Europe, UA,TR
estimated biogas potential following @NUTS3) on the dry mass and road side cost based on
Scarlat et al. 2018 from the global Corine landcover date
FAO livestock dataset (@ 5arc min)
]
-]
= Esk
£% 2
3gd
o=z
388
e FHH
86oa
G 383%
=== g
G on
83e
Biomass -%' = §
a & g 23
Waste 5
@100m @
Regionalization
of the Hotmaps
dataset (EU27 @
NUTS3) based on

LC and Pop data

S2BIOM : Elbersen, B. (Creator), de Groot, H. (Creator), Staritsky, I. (Creator),
Dees, M. (Creator), Datta, P. (Creator), Leduc, 5. (Creator] (2016). S2BIOM

Sustainable Energy Reviews, 94, 915-930, DATA. Wageningen University & Research.
https://www.sciencedirect.com/science/article/pii/51364032118304714 Hotmaps: Scaramuzzino C, Garegnani G, Zambelli P, 2019. Integrated

Scarlat N, Fahl F, Dallemand J-F, Monforti F, Motola V, 2018. A spatial
analysis of biogas potential from manure in Europe. Renewable and

approach for the identification of spatial patterns related to renewable
energy potential in European territories. Renewable and Sustainable Energy
Reviews, 101, 1-13,
https://www.sciencedirect.com/science/article/pii/51364032118307275

FAO 2010: Gilbert. M. et al. Global distribution data for cattle, buffaloes,
horses, sheep, goats, pigs, chickens and ducks in 2010, Sci. Data.
5:180227 doi: 10.1038/sdata.2018.227 (2018).

Figure A.4: Considered main resource classes for the assessment of the biomass potential and their data
sources
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LHV CO2_fact Biogas yield from AD
categorie subcategorie short_name [kWh/kg]  [kgCO2/kWh] lm‘u..n/wnn'(u) Default EC Class CAT_long
Final felings from nonconifer trees 5.278 0.310 0
. rom finag |22 63 from conifer rees 5.361 0.305 0
Thinnings from nonconifer trees 5.278 0.310 0|
Production from fellings & thinnings m
i Thinnings from conifer trees 5.333 0.307 o s & | oduition
trees 5.333 0.307 0
o o aaty. | E4 g rom nonconie trees 5.278 0.310 0
Forest thinnings | Early thinnings from condfer trees 5.333 0.307 0
Logging tesidues from final fellings fr trees 5.194 0.315 0
‘“f‘w'k":::” sing residues f n§s from conlfes trees 5.333 0.307 0
Primary residues thinnings Logging residu from trees 5.194 0.315 o Wood_Chips primal
from forests 85ing residues fro 65 from trees 5.333 0.307 0 - rasichia
Stumps from final gy, mp, ngs fr trees 5.167 0.317 0|
fellings & and
thinnings | Stumps from i g trom trees 5.167 0.317 0
Méscanthus 4.994 0.310 244.5
Energy grasses, | Switchgrass 4.622 0.335 244.5
annual & perennial | Giant reed 4.828 0.321 244.5) Pellets
":"""““"“’" crops cardoon 4.325 0.366 244.5 primal
biomass crops Reed Canary Grass. 4.583 0.346 244.5) production
SRC Wisow 5.111 0.303 0
e {sacPoplr 511 0.303 0] Wood_Chips
Agricult Other SRC 5.028 0.315 0
on arable Rice straw 4.019 0.385 244.5)
land & grass Ceveals straw 4.431 0.349 244.5
land S O seed rape straw 4.908 0.315 2445/ S ks
Maize stover 4.733 0.327 244.5
PROSSR— Sugarbeet leaves 4.611 0.336 237.6
Sunflower straw 5.611 0.276 244.5 primal
4.861 0.326 0 residue
Woody prunning & |Residues from frult tree plantations 4.778 0.332 0
orchards residues trom okves 4.778 0.332 0| Wood_Chips
from citru 4.639 0.342 0
Other land |Grassland Grassland Unused grassland cuttings 5.194 0.298 495 Straw._Bales
use Other land use Biomass from 10ad sidd Road side verges (grassy) 5.194 0.298 495 =
5.214 0.297 0 Gthar
- Sawdust i 5.214 0.314 0
Other residues (conifers) 4.992 0.328 0
Secondary residues Other residues (nonconifers) 4.992 0.328 0
Prod from wood Other wood o based 5.106 0.321 0 Wood_Chips
based on residues ™ . 5.106 0.321 0 secondary
lignocellulosi Secondary residues |gark 5.333 0.307 0 residue
¢ biomass from pulp and paper
industry Black bquor 3.194 0.512 0 Other
productsand |OIvestones 5.650 0.281 0
:""“"’"u'f:‘“"’ o bom feod. RO 5.094 0.311 0
4 and frult processing | pressed grapes dregs 5.411 0.293 0,
B dUStY | coreal bean 5.792 0.274 0
Biodegradable 3.000 0.484 144 municipal
Tertiary Munkdpalwaste | muniipal waste 1.194 0.484 144 Othiar waste
residues R - oo 3.944 0.415 0 waste
4.444 0.415 0 wood
Figure A.5: Properties of the main considered biomass resource classes
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Match between CLC classes and biomass resource classes

Figure A.6:
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Annex

German run of river and poundage inflow based on

Simulated national data for the ERAA 2022 analysis ENTSOE data

Historical zonal
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Figure A.8: Comparison of the ERAA and ENTSOE run-of-river time series for Germany
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Figure A.9:

Considered PHES Potential
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Annex

Node included in PERSEUS-gECT
system sub-system  ec no y b-syst ec no yst b-syst ec no
bulk ship:sea oil 660! el el_grid el 14656 storage bat el 2558
bulk ship:sea co2 118 el el_grid th_h 1527 storage cavern_exist CH4 270
bulk ship:sea Fe 660! el el_grid th_| 1903 storage cavern_exist H2 270|
bulk ship:sea H2 252 el el_DCMT grid el 3740, storage Ing_exist LH2 116
bulk ship:sea LH2 660! el el_iso_off el 136 storage Ing_exist LNG 116
bulk ship:sea LNG 660 el el_iso_gas el 99, storage field_exist  CO2 453]
bulk ship:sea LNH3 660! el el_iso_gas th_h 97 storage field_exist  CH4 533]
bulk ship:sea LOHC 660, el el_iso_road el 245 storage g2l LH2 594
bulk ship:sea MeOH 660 el el_iso_road th_h 242 storage 12g LH2 194
bulk ship:sea th_h 112 el el_iso_rail el 43 storage ccus_stor co2 26
bulk hard_coal 197 el el_iso_rail th_h 43 storage dsm el 2535
bulk oil 410 el el_iso_ship el 22 storage dsm th_h 11012
bulk Fe 410 el el_iso_ship  th_h 22 storage dsm th_| 12531
bulk LH2 410 el - - 22775 storage pv-bess el 5795
bulk LNG 410 gas gas el 1123 storage csp th_h 3015
bulk LNH3 410 gas gas co2 4780 storage hydro el 2485
bulk LOHC 410 gas gas CH4 4784 storage tank H2 1941
bulk MeOH 410 as gas H2 4784 storage - - 44344
bulk oil 1135 as - - 15471
bulk co2 180 oil oil oil 134
bulk CH2 1135 oil oil LNH3 134
bulk Fe 1135 oil oil LOHC 134
bulk H2 190 oil oil MeOH 134
bulk LH2 1135 oil 536
bulk LNH3 1135/ C02 air co2 82
bulk LOHC 1135 district_heat district_heat th_h 2164/
bulk MeOH 1135/ district_heat district_heat th_| 2164
bulk th_h 9 district_heat 4328
bulk oil 954 plant conv_plant co2 415
bulk co2 329, plant conv_plant CH4 709!
bulk CH2 954 plant conv_plant Fe 289
bulk H2 336, plant conv_plant H2 722
bulk LH2 954 plant conv_plant LNH3 519
bulk LNH3 954 plant conv_plant  LOHC 519
bulk LOHC 954/ plant - - 3173
bulk MeOH 954
bulk th_h 7]
bulk - - 22889
Figure A.10:  Considered nodes per system in PERSEUS-gECT
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Annex

Parametrized Extra High Voltage AC-Grid from OSM
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Figure A.11:  Extract of the OSM based extra high voltage transmission grid in PERSEUS-gECT for Eurasia and Af-
rica

200



Annex

Parametrized High Voltage AC-Grid from OSM

RIGC. E4e, HERE Gaomin | |

Figure A.12:  Extract of the OSM based high voltage grid in PERSEUS-gECT for Eurasia and Africa
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Annex

Selected DCMT Selected DCTT
sub-grid direct wind
offshore

connection

Figure A.13:  Selected potential DCMT and DCTT (direct offshore grid connection) HVDC sub-grid in the case study
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Figure A.14:  Hourly timeseries of the DLR impact in the transmission grid in weather year 2019
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Annex

Exemplary results (2050) of the first model run of PERSEUS-gECT

{500 m

® NG_SMR_CCS @ NG_Pyrolysis
—— LNG

pipe:gas
cable:elPCMT

Figure A.15:  Exemplary results of the transport system in 2050 of the first model run in the case study

Historic European electricity load in 2019 based on own Projected European electricity load in 2050 in the TYNDP 2022
simulation (DE scenario) based on own simulation with the weather year 2019
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Figure A.16:  Comparison of the simulated hourly time series of the reference electricity final demand in Europe
of 2019 and 2050
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Annex

MT CO2 FD (fix) FD (var) Netto

Country Gas Oil Coal Gas Oil EHG TraStor VarRem X2X Position

TUR 13,5 40,8 353 30,0 2.7 26,1 5,5 263 - 0,0 112,2
DEU 25,5 34,2 0,1 9,7 - 7,7 14 257 39 75,3
FRA 15,0 27,6 0,3 10,6 0,0 0,2 2,0 34 - 0,0 48,2
IRN - - - - - 38,8 0,2 - - 0,0 39,0
ITA 10,6 16,3 0,3 9,8 - 3,8 1,2 1,6 2,6 36,0
UKR 10,1 10,8 169 10,1 0,2 10,2 0,9 3,5 0,0 35,7
ESP 13,7 15,9 0,0 3,0 - 0,1 1,0 10 - 0,0 31,8
NOR 8,7 11,4 2,1 0,2 0,8 0,7 1,0 13 - 0,0 231
POL 10,1 8,6 0,8 3,4 - 2:2 0,3 0,5 0,5 22,2
EGY - - - - - 19,9 1,2 - 0,6 21,6
NLD 6,4 12,3 2,0 3,8 - 13 0,4 0,8 0,3 215
SAU - - - - - 18,1 - - - 0,0 18,1
IRQ = ~ - - - 11,2 0,2 - - 113
RUS - - - - - 9,8 0,8 - - 0,0 10,6
BEL 2,9 4,7 0,0 14 - 14 1,0 0,5 - 0,0 10,6
CHL - - - - - - - - - 0,2 - 0,2
IRL 11 2,2 0,0 0,6 - 0,2 0,1 01 - 11,2 - 159
GBR 24,7 30,3 - 5,9 - 1,0 0,6 05 - 693 - 12,1
SWE 1,8 3,3 - 0,6 - 0,0 0,1 01 - 593 - 53,9
DNK 1,7 3,4 0,0 0,3 - 0,0 0,2 0,0 - 584,0 - 578,7

Figure A.17:  Zoom on the CO2-emission balance of the largest positive and negative net-emission countries in

2050
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Annex

QOil flow

RJGC, Esri, HERE, Garmin, USGS

Figure A.18:  Oil flows in 2050
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Annex

566.2 [TWh] IPS/UPS —
NG+EirGrid |
CH4 283.2
NORDEL =
fd switch
el*
UCTE/Big4
H2 267.8
el dh UCTE/EUi
oil ==
UCTE/EUo

Figure A.19:  Structure of the final demand switching for low temperature heat in 2050
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UCTE/EUo

Figure A.20:  Structure of the low temperature supply from non-primarily EHG related processes in 2050
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/CO2 Emissions from the transport of commodities in kTCO2
Region LNG Gas Pipe oil pipe
|CHL+ARG |

|GeeIA .

GNa .

|IPS/UPS |

ING+EirGrid |
IN6A
[NORDEL

\UCTE/EVI |
lucTe/Euo
[UCTE/NA

USA

sum

Figure A.21:  Distribution of transport related CO2 emissions excluding ports and storages
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Zoom on critical hours

Annex

Sorted European residual load curve based on the TYNDP 2022

(distributed energy scenario) for the weather years 1986-2020
Residual
load 2019
By increase 400 | .
600 S
200 | ' .
500 ol _
‘ 200} .
400 | 2050
-400 4
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200 | et | |
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Figure A.22:  Analysis of the residual load development in the reference TYNDP 2022 Distributed Energy Scenario

for multiple weather years
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Annex

wind onshore [GW] wind offshore [GW] photovoltaic [GW]
Country Final Cap Add toLB TYNDP Delta Final Cap Addto LB TYNDP Delta Final Cap Addto LB TYNDP Delta
ARE 0.01 0.00 - 0.01 0.00 0.00 - 0.00 [ 3587 [ |31.33 - 35.87
ARM - - - - - - - - | 496 | 458 - 4.96
AUT | 14.35 0.00 || 25.31 - 10.96 - - - - Il 37.58 | 220 [| 56.75 - 19.17
AZE | 1.06 | 0.68 - 1.06 0.20 0.00 - 0.20 | 3.67 | 3.40 - 3.67
BEL Il 6.50 0.00 [ 1044 - 3.94 I 7.96 000 | 6.8 1.10 [l 31.64 0.00 [| 46.86 - 15.22
BGR I 6.92 0.00 [ 1264 - 5.73 0.11 0.00 0.13 - 0.03 [ 17.43 047 [| 27.45 - 10.03
BHR 0.00 0.00 - 0.00 0.00 0.00 - 0.00 | 1.53 | 1.52 - 1.53
BLR | 30.38 [ 30.29 - 30.38 - - - - 0.20 0.00 - 0.20
CHE | 1.65 0.00 | 3.03 - 1.37 - - - - | 6.63 0.37 | 9.88 - 3.26
CZE 0 7.87 0.00 || 15.15 - 7.28 - - - - [ 21.76 0.23 [| 36.06 - 14.30
DEU [7111.47 | 0.50 15157 |- 40.11 [ 5991 | 0.40 [163:23 - 3.32 |[1230.05 2.26 [1329.42 |- 99.37
DNK [F]31.99 ] 15.22 | 10.82 21.17 | 3256 ] 3.01 [ 83.75 - 120 [| 25.51 0.00 [ 46.60 -  21.09
DZA | 7.33 | 2.29 - 7.33 0.00 0.00 - 0.00 [l 19.00 [| 13.60 - 19.00
EGY | 5.19 | 1.92 - 5.19 0.00 0.00 - 0.00 I 46.42 | 43.87 - 46.42
ESP | 3.25 pE15.95 - 2213 | 3.16 0.00 | 355 - 039 [134.75 0.04 [F204,74 -  70.00
FIN I 12.64 0.00 U 69.16 - 26.52 [ 7.37 000 790 - 053 | 14.47 0.00 | 20.98 - 6.51
FRA 189.02 | ]18.60 - 3042 | 46.92 | 0.11 [F'52.37 - 544 15500 | 3.38 22457 -  69.57
GBR  (I7103.53| 59.66 I 64.78 38.75 0.02 J107.45|- 11.90 | [88.58 0.01 [F118.21 - 29.63
GEO 0.32 0.06 - 0.32 - - - - 0.08 0.08 - 0.08
GRC [I]33.59 |  0.80 ] 27.99 560 | 244 0.00 | 2.08 036 || 5459 | 1.07 || 48.57 6.02
HRV Il 5.38 0.00 || 10.31 - 4.93 0.00 0.00 - 0.00 | 5.46 0.17 | 7.40 - 1.93
HUN I 8.17 0.00 [ 15.74 - 7.56 - - - - I 19.56 0.00 [ 32.78 - 13.22
IRL ] 25.42 [ ] 14.01 [] 16.83 8.59 I 20.37 0.00 []23.79 - 3.42 | 3.14 0.00 | 495 - 181
IRN | 0.88 0.00 - 0.88 0.00 0.00 - 0.00 [ 15.00 [] 14.55 - 15.00
IRQ 0.00 0.00 - 0.00 0.00 0.00 - 0.00 [ 1323 1173 - 13.23
ISR 0.06 0.03 - 0.06 - - - - [l 25.27 [] 22.95 - 25.27
ITA ]132.08| 0.89 4455 - 1247 [] 12.21 0.00 [] 14.00 - 179 [I166.00 [| 12.40 [249.62 - 83.62
JOR || 513 446 - 5.13 - - - - [ 1830 [] 16.19 - 18.30
KAz |0 #5.71 I 44.23 - 45.71 0.00 0.00 - 0.00 [ 14.42[ 11.49 - 14.42
KWT | 11.33 [ 11.31 - 11.33 0.00 0.00 - 0.00 [l 22.62 [| 19.58 - 22.62
LBN - - - - - - - - 0.08 0.00 - 0.08
LBY | 0.85 | 0.85 - 0.85 0.00 0.00 - 0.00 0.61 0.00 - 0.61
LTU | 2.66 0.00| 517 - 251 | 181 0.00 | 173 0.08 | 1.98 0.00 | 3.93 - 1.95
LVA | 242 | 1.06 | 228 0.14 | 1.05 0.00| 126 - 021 1.12 0.00 | 191 - 0.79
MAR | 4.96 | 2.28 - 4.96 0.00 0.00 - 0.00 | 14.13 0.00 - 14.13
MKD | 0.60 0.00 0.61 - 0.00 - - - - | 6.77 0.00 | 11.62 - 4.85
NLD | 10.26 0.00 [| 20.00 - 974 [EI55.91 | 2.44 62,00 - 6.09 || 65.40 0.00 1119.47 -  54.07
NOR | 18.44 | 4.42 || 16.82 1.63 | 1.45 0.01 | 145 - 0.00 0.34 0.00 0.33 0.01
OMN 0.05 0.00 - 0.05 0.00 0.00 - 0.00 | 15.68 | 0.74 - 15.68
POL | 36.88 | 1.91 1 63.19 - 2631 [ 1582  0.31 [] 15.65 017 [] 3031| 172 [ 4123 - 1092
PRT ] 17.90 0.01 [] 27.95 - 10.05 | 0.56 000 | 0.67 - 0.10 [ 2176 0.00 [| 36.97 - 15.20
PSE 0.00 0.00 - 0.00 - - - - 0.48 0.29 - 0.48
QAT || 835 835 - 835 [ 8.2 - 8.02 [ 20.72 [] 19.90 - 20.72
ROU ] 23.15 0.00 [ ]40.63 - 17.48 0.09 0.00 0.11 - 0.02 [l 25.85 0.00 [ 43.23 - 17.38
RUS | 4.00 | 1.69 - 4.00 0.06 0.00 - 0.06 | 1.94 0.00 - 1.94
SAU (7] 26.00 [ 25.59 - 26.00 0.00 0.00 - 0.00 [ 97.81 - 97.81
SRB | 4,21 0.00 - 4.21 - - - - | 1.31 0.00 - 1.31
SVK 0.26 0.00 0.66 - 0.40 - - - - | 1.92 0.07 | 2.39 - 0.47
SWE [0 %6.77 ] 13.75 [ |43.03 3.74 [ 1051 0.03 [ 1058 - 0.08 [ 21.23 0.11 [ 32.87 - 11.65
SYR 0.01 0.01 - 0.01 - - - - 0.49 0.00 - 0.49
TKM 0.00 0.00 - 0.00 0.00 0.00 - 0.00 | 1.35 | 135 - 1.35
TUN || 757 717 - 7.57 0.00 0.00 - 0.00 | 410 | 3.09 - 4.10
TUR |I@ 46.03 [| 13.49 || 52.49 - 6.46 0.00 0.00 - 0.00 [145,94 I17-33 [ 48.00 97.94
UKR  |B |37.15 I 33.66 - 37.15 0.00 0.00 - 000 | 807 0.00 - 8.07
Uze | 315| 0.64 - 3.15 - - - - | 13.58 | 12.15 - 13.58
CYP | 0.68 0.00 | 1.12 - 0.43 0.00 0.00 - 0.00 | 3.74 | 1.78 | 3.35 0.40
MDA 0.06 0.00 - 0.06 - - - - 0.01 0.00 - 0.01
MLT 0.01 - 0.94 - 0.93 0.14 0.00 0.17 - 0.03 0.71 0.07 0.89 - 0.18
SVN 0.31 0.00 0.53 - 0.21 - - 0.06 - 0.06 | 6.33 0.21 | 9.19 - 2.85
EST | 2.92 0.00 | 4.74 - 1.83 | 112 0.00 | 0.97 0.15 | 1.65 0.00 | 2.51 - 0.87
ALB | 0.83 0.00 | 1.65 - 0.82 0.00 0.00 - 0.00 | 1.53 0.25 1.65 - 0.12
LUX 0.41 0.00 0.56 - 0.15 - - - - 0.61 0.00 0.80 - 0.19
TIK - - - - - - - - 0.12 0.12 - 0.12
KGZ - - - - - - - - 1.02 | 1.02 - 1.02
BIH | 7.63 0.00 || 13.22 - 5.59 - - - - | 2.53 0.06 | 3.24 - 0.71
MNE | 0.70 0.00 | 1.21 - 0.51 0.00 0.00 - 0.00 | 3.26 0.32 | 5.51 - 2.26
ISL | 1.93 | 1.91 - 1.93 0.01 0.01 - 0.01 0.01 0.00 - 0.01
ARG | 3.50 0.00 - 3.50 0.00 0.00 - 0.00 - - - -
CHL | 4.47 | 0.66 - 4.47 0.00 0.00 - 0.00 0.11 - - 0.11
ESH | 1.67 0.00 - 1.67 0.00 0.00 - 0.00 0.11 0.00 - 0.11
Figure A.23: Installed wind onshore, wind offshore and photovoltaic capacity per country in 2050
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AC flow new

AC flow exist

@® Wind onshore

Figure A.24:  Cumulated wind onshore generation and flows in the AC grid in 2050-focus on Europe

GW
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1.000 electricity conversion vs realized generation 200 electricity conversion vs realized generation
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Figure A.25:  Comparison of the potential and realized power generation from sola and wind based energy con-
version systems (including PV-BESS)
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GW Total electricity generation in 2050
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Figure A.26:  Comparison of the dispatch of electricity generation units in the complete energy system (top) and
in Germany (bottom) in 2050 per time slice
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Nuclear PP Dispatch
Wind Offshore Dispatch
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Figure A.27:  Comparison of the cumulated dispatch of electrolysers (bottom right)., wind offshore units (top,
right), wind onshore units (bottom left) and nuclear power plants (top left) in the English Channel
region in 2050
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Annex

HVDC flow
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Figure A.29:  Volume of hydrogen storages and cumulated hydrogen flows in the gas grid in 2050
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