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Abstract

For a wide variety of sectors, including energy, retail, and mobility, time series data is increasingly
gaining importance. Within these sectors, critical applications include dispatch management
in energy systems, warehouse storage optimisation in the retail sector, and traffic congestion
management within the mobility sector. However, for such applications to be successful, they
require reliable and trustworthy forecasts of the relevant time series. Unfortunately, any forecast
of the future contains an inherent component of uncertainty. Therefore, to ensure these forecasts
are trustworthy, they should quantify this uncertainty, i.e., probabilistic forecasts. However,
quantifying this uncertainty through a probabilistic forecast may not sufficiently increase the
trust in the forecast. The quantified uncertainty should also be interpreted in a manner that is
useful for the considered application.

Therefore, the present dissertation takes a holistic approach by considering both quantifying
and interpreting uncertainty in time series forecasts. To quantify uncertainty, we first investigate
whether the meteorological uncertainty affecting many time series can be linked to the uncertainty
in the forecast time series. We show that this link can be established, but post-processing is
required to generate calibrated probabilistic forecasts. Second, we consider if the unknown data
distribution of a time series can be used to include uncertainty in a forecast. Thereby, we present
a novel approach for generating probabilistic forecasts from arbitrary point forecasts using a
conditional invertible neural network and show how our approach outperforms benchmark
probabilistic forecasts on common evaluation metrics. Third, we extend this approach using
automated hyperparameter optimisation to generate probabilistic forecasts whose properties
can be customised depending on the loss metric considered. This customisation occurs without
retraining the underlying forecasting model and can further increase trust in the forecast by
providing probabilistic forecasts tailored to specific requirements.

To interpret the uncertainty, we first introduce an approach that explains the origins of uncertainty
in a probabilistic forecast using existing methods from explainable artificial intelligence. Our
method is applicable to a wide range of probabilistic forecasting models, and we show that the
resulting explanations deliver valuable insights. Second, we investigate regions of uncertainty
that are particularly critical for mobility applications. We further propose various representations
of this quantified uncertainty, which highlight these critical regions and can be particularly useful
to the considered mobility application.

Overall, by considering multiple approaches to quantify and interpret uncertainty, this dissertation
introduces multiple contributions that can be applied to increase trust in time series forecasts.
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Part I

Introduction





Motivation & Contribution 1
In our data-driven society, time series data is recorded at an increasing rate. These recorded
time series often contain patterns, such as trends, seasonality, or irregular cycles. Furthermore,
many of these time series are influenced by exogenous factors, such as weather conditions,
natural disasters, technological advancements, or advertising campaigns [20]. For example, the
electricity generated from a photovoltaic panel exhibits a clear daily pattern, fluctuates regularly
due to local cloud cover, contains a yearly pattern due to changing seasons, and may be adversely
affected by dust build-up or technological degradation. Furthermore, the sales of summer clothes
exhibit a clear yearly seasonality but can also noticeably spike, perhaps due to the success of a
new advertising campaign.

Due to these patterns and the influence of exogenous variables, almost all time series exhibit a
certain degree of predictability [21], [22]. Once anomalies in the time series have been accounted
for [23], this predictability can be used to generate time series forecasts, which are often crucial
for many downstream applications [24]. For example, electricity demand forecasts are crucial for
successful dispatch planning, maintaining grid stability and mitigating congestion [17]. Similarly,
traffic congestion predictions can enable efficient route planning and assist decision-makers with
long-term design choices regarding infrastructure development. Due to their importance, such
forecasts must be trustworthy, i.e. they must deliver reliable and accurate predictions regarding
the future [25], [26].

However, any forecast contains an inherent component of uncertainty due to, for example,
the component of randomness contained within any time series, uncertainty in the exogenous
variables that influence the time series, or uncertainty regarding the accuracy of the forecasting
model [20]. Ignoring this uncertainty may lead to misleading and inaccurate forecasts since
a forecast may contain so much uncertainty that the single realisation is little better than a
random guess. As a result, a trustworthy forecast should quantify this uncertainty [26], [27].
Furthermore, the uncertainty should be quantified by considering known sources of uncertainty.
For example, many time series are affected by meteorological uncertainty [28] and, therefore, this
meteorological uncertainty should be considered in the uncertainty quantification. Alternatively,
every time series can be considered as a realisation of a probabilistic distribution [20], and
this underlying distribution of the data could also be useful in quantifying the uncertainty.
Unfortunately, this underlying distribution is unknown, and therefore, it cannot be directly
used to quantify the uncertainty. Furthermore, the probabilistic forecast resulting from the
uncertainty quantification should demonstrate properties desired by the end user. If, for example,
the user requires a conservative forecast that will definitely include worse-case scenarios and
thus overestimates the uncertainty, then the uncertainty quantification should be flexible and
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Figure 1.1.: The challenges associated with quantifying and interpreting uncertainty

designed to fulfil these requirements. As a result, the first step to increasing trust in a forecast is
quantifying the associated uncertainty, ideally in a customised and flexible manner.

However, merely quantifying this uncertainty does not guarantee a trustworthy forecast since the
resulting uncertainty must also be interpreted. Such a quantification of the uncertainty provides
information regarding the amount of uncertainty present but fails to explain the origins of this
uncertainty and why it occurs [29]. Without this explanation, it is impossible to determine
when a forecast is erroneous or when it is accurately reacting to anomalous events in the data.
Therefore, to further increase trust in a forecast, it should not only quantify the uncertainty but
also explain the origins of this uncertainty [25], [29]. Furthermore, the uncertainty information
should be presented in a manner that is useful for downstream applications making use of the
forecast. In many applications, it is not the entire range of uncertainty that plays a critical role
but rather certain critical regions of uncertainty [27]. For example, extreme temperatures play
a critical role in crop farming, so the uncertainty regarding such extreme temperatures is most
important. Therefore, the quantified uncertainty must be represented in a way that highlights the
risk surrounding extreme temperatures. Similarly, energy systems models designed to determine
viable future energy systems are affected by extreme weather scenarios, and, therefore, the
representation of the quantified uncertainty should specifically focus on such events. Therefore,
forecasts can only be trustworthy if a representation of the uncertainty quantification is created
that is particularly useful for the considered application [27].

These two key steps in dealing with uncertainty, i.e. quantifying and interpreting uncertainty,
along with the key challenges for each step are highlighted in Figure 1.1. Although quantifying
uncertainty in general has been the focus of much research for many years, there has been no
work specifically looking at linking meteorological uncertainty, using the unknown time series
distribution, or customising the properties of probabilistic forecasts. Additionally, hardly any
research focuses on interpreting uncertainty, specifically on explaining the origins of uncertainty
or developing representations of this uncertainty that are useful for a considered application.
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Table 1.1.: An overview of existing literature dealing with quantifying and interpreting uncertainty in
time series. Whilst multiple papers consider two of the three aspects, none of the existing
literature simultaneously considers quantifying, explaining and representing uncertainty.

Paper Quantifying Uncertainty Interpreting Uncertainty
Explaining Representing

Abdar et al. [30] 3 7 7

Ghahramani [31] 3 7 7

Gneiting and Katzfuss [32] 3 7 7

Kabir et al. [33] 3 7 7

Lim and Zohren [34] 3 7 7

Martino [35] 3 7 7

Nowotarski and Weron [36] 3 7 7

Zhang et al. [37] 3 7 7

Li et al. [38] 3 (3) 7

Kono et al. [39] 3 3 7

Lim et al. [40] 3 3 7

Petropoulos et al. [41] 3 3 7

Wickstrøm et al. [42] 3 3 7

Zhao et al. [43] 3 7 3

Leffrang and Müller [44] 7 7 3

Furthermore, no work considers both of these steps together. Therefore, the present dissertation
takes a holistic view by quantifying and interpreting uncertainty in time series forecasts, aiming
to increase trust in forecasts. In the remainder of this first chapter, we highlight the identified
research gap in Section 1.1 by considering a high-level overview of existing work. In Section 1.2,
we present our research questions and contributions before outlining the structure of the present
dissertation in Section 1.3.

1.1 Research Gap

This section considers existing work that deals with quantifying and representing uncertainty in
time series forecasts.1 We present an overview of the identified related work in Table 1.1 and
describe each of the considered aspects of uncertainty in more detail in the following. Based on
the existing literature, we also highlight the research gap the present dissertation addresses.

Quantifying Uncertainty By far, the most commonly considered aspect of uncertainty is the
quantification of uncertainty. Simple attempts to quantify uncertainty have existed for many
years [35], and today, consensus surrounding the fundamental principles of such probabilistic
forecasts exists in the literature [32]. Specifically, probabilistic forecasts come in different forms,
including distribution forecasts, prediction interval forecasts, quantile forecasts and scenario
forecasts [45]. Furthermore, these forecasts may assume a parametric probability distribution
or be non-parametric, focusing on elements of the empirical distribution [32].2 Based on these

1This section only presents an overarching overview of existing literature. We explicitly consider in-depth related
work for each topic in individual chapters of the present dissertation.

2These principles of probabilistic forecasting are introduced in more detail in Section 2.3.
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underlying principles and forms of probabilistic forecasts, Zhang et al. [37] and Nowotarski and
Weron [36] provide an overview of different probabilistic forecasting methods in the context
of renewable energy forecasting, focusing on differentiating between classical approaches and
machine learning approaches, and categorising these approaches. However, with the recent trend
towards machine learning methods, most current research regarding uncertainty quantification
also focuses on such methods. Focusing not only on time series forecasting, Kabir et al. [33]
survey neural network-based methods for uncertainty quantification, Ghahramani [31] provides
an overview of probabilistic machine learning methods, and Abdar et al. [30] compare deep
learning approaches for uncertainty quantification. Lim and Zohren [34] focus on deep learning
for time series forecasting and survey multiple approaches to quantifying the uncertainty in such
forecasts.

Interpreting Uncertainty With regards to explaining uncertainty, explainable machine learning
methods such as Shapley values [46], Grad-Cam [47], and layerwise relevance propagation [48]
are increasingly incorporated in computer vision and natural language processing tasks. However,
such explainable methods have, up until now, only been sparingly applied to time series analysis,
focusing almost exclusively on time series point forecasts [49]. However, Seuss [29] argues that
explaining uncertainty could increase trust in a probabilistic forecast. Despite this argument,
only a few papers have explicitly attempted to explain uncertainty in time series forecasting.
Petropoulos et al. [41] attempt to differentiate between model, data, and parameter uncertainty
to determine which source accounts for the most uncertainty in the resulting prediction. While
promising, this explanation is still broad and not necessarily useful for increasing trust [41].
Kono et al. [39] attempt to explain uncertainty in time series forecasts by interpreting the time
series forecast as a multi-class classification problem and assuming a multi-peaked predictive
distribution. The continuous time series variables are discretised into multiple bins where
the correct class is the bin to which the true value belongs [39]. Given this setting, Kono et
al. [39] can apply explainable methods from the image analysis domain, namely Generative
Contributive Mapping. Although interesting, this approach is based on a complex transformation
of a forecasting task to a classification task and fails to natively consider time series forecasts
and explain the uncertainty explicitly for this task. Similarly, Wickstrøm et al. [42] attempt to
combine uncertainty and explainability by training an ensemble of deep neural networks that
each generates a point forecast and outputs a relevance score for each time step. Time steps with
high relevance scores from multiple models in the ensemble are used to explain the output, whilst
the standard deviation between the ensembles is considered a measure of uncertainty [42]. This
approach, however, does not explicitly explain uncertainty but merely combines explainability
and uncertainty with an ensemble. Li et al. [38] integrate an automatic relevance determination
network into a deep state space model to generate probabilistic forecasts. However, whilst this
automatic relevance network provides explanations regarding the importance of each input
feature for the forecast, it does not explicitly explain the uncertainty [38]. Only Lim et al. [40]
directly consider how explanations generated by attention maps affect the uncertainty of the
resulting forecasts as a brief side note in their evaluation. However, the explanations generated
by Lim et al. [40], as well the explanations from all other methods identified here, are generated
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for a single probabilistic forecasting model and rely on the characteristics of this model, e.g. the
attention mechanism. Therefore, such methods cannot be easily applied to existing machine
learning models that generate probabilistic forecasts.

Regarding representing uncertainty, only limited research focuses on how uncertainty can be
represented in a way that benefits downstream applications. Although Joslyn and LeClerc [27]
observe that the representation of uncertainty must fit the given task and the user’s expertise, this
aspect of uncertainty has been mostly disregarded in the ensuing years. Leffrang and Müller [44]
compare different visualisations of uncertainty and the effect that these various visualisations
have on the user’s trust in the forecast. Zhao et al. [43] focus on creating customised cost-
orientated representations of probabilistic forecasts designed to minimise the operation cost
of downstream applications specifically. However, their approach is limited to a single type
or probabilistic forecast, namely a prediction interval [43]. Although different approaches for
representing uncertainty are considered in other applications, such as medical image synthesis
[50], we identify no further work focusing on the representation of uncertainty in probabilistic
time series forecasting.

Identified Research Gap Although we identify work focusing on both quantifying and interpret-
ing uncertainty individually, to the best our knowledge, no existing research focuses on these
aspects in a holistic manner whilst considering trustworthiness. Furthermore, the identified
work on quantifying uncertainty does not explicitly consider meteorological uncertainty, the
underlying distribution of the data, or the generation of probabilistic forecasts with customised
properties. Additionally, we identify a few papers that consider quantifying and interpreting
uncertainty. However, regarding interpreting uncertainty, we do not identify any papers that
attempt to explain the origins of uncertainty in probabilistic forecasts and create representations
that are useful for downstream applications. Furthermore, none of the identified papers considers
quantifying, explaining, and representing uncertainty simultaneously. Finally, most existing
literature fails to address the question of trustworthiness and how this is related to quantifying
and interpreting uncertainty in a probabilistic forecast.

1.2 Research Questions & Contributions

In the present dissertation, we aim to take a holistic view by quantifying and interpreting
uncertainty in time series forecasts to generate trustworthy forecasts. We address these aspects
of uncertainty in time series forecasts by answering five research questions. In the following
we present these research questions and highlight how the present dissertation contributes to
answering them.

Research Question 1: Can we use the meteorological uncertainty from weather forecasts to
generate probabilistic forecasts for time series affected by meteorological conditions?
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Meteorological variables, often in the form of weather forecasts, are one set of exogenous variables
that affect many time series. Such time series include, for example, wind power production,
which is closely linked to wind speed and direction, electricity demand, which is influenced
by temperature, traffic congestion, which often increases with poor visibility and snow, and
retail sales for products that are weather dependent. However, these meteorological time series
are representatives of a complex and uncertain meteorological system. Therefore, any weather
forecast itself is characterised by uncertainty. Unfortunately, existing probabilistic forecasting
methods that only consider point weather forecasts as inputs fail to link this meteorological
uncertainty with the uncertainty in the resulting forecast. Therefore, to address this challenge,
we investigate methods for explicitly linking the uncertainty from meteorological time series to
the uncertainty in the resulting probabilistic forecast. Therefore, one contribution of the present
dissertation is the proposition and evaluation of multiple post-processing strategies to enable the
linkage of meteorological uncertainty explicitly.

Research Question 2: Can the uncertainty information contained in the unknown distribution
of time series data be used to generate probabilistic forecasts?

Many time series contain patterns such as trends, seasonality, or cycles. The information regarding
these patterns and their associated uncertainty is implicitly contained in the underlying data
distribution of the time series. Unfortunately, this data distribution is unknown and cannot be
directly used to generate probabilistic forecasts. Therefore, to address this challenge, we propose
a novel approach that maps the unknown distribution to a known and tractable distribution,
which can be used to generate probabilistic forecasts from arbitrary point forecasts. This approach
forms another contribution of the present dissertation.

Research Question 3: Is it possible to customise the properties of a probabilistic forecast,
without retraining or developing an alternative forecasting model?

Probabilistic forecasts are almost always generated for use in a certain application, and these
applications often require specific forecast properties. Unfortunately, existing probabilistic
forecasting methods can only generate probabilistic forecasts with customised properties if they
are retrained with different loss functions or if alternative models are developed. Therefore, we
propose extending our probabilistic forecasting method that uses the underlying distribution of
the data with automated hyperparameter optimisation. This extension enables the generation of
probabilistic forecasts whose properties can be customised according to a given probabilistic loss
function without retraining the underlying forecasting model.

Research Question 4: Can existing Explainable Artificial Intelligence (XAI) methods be
applied to explain the origins of uncertainty in a probabilistic forecast?

The fourth research question deals with whether the origins of uncertainty in a probabilistic
forecast can be determined and explained. Although a probabilistic forecast quantifies the
associated uncertainty, it does not explain the origins of this uncertainty or identify factors
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Figure 1.2.: A graphical overview of the content of the present dissertation.

leading to this uncertainty. Without these explanations, trusting the resulting forecast may
still be difficult. For example, if the forecast fails to provide a plausible reason for the present
uncertainty, it is impossible to determine whether unusual forecasts are erroneous or actually due
to underlying factors that may not be easy to observe. Therefore, we present an approach that
uses existing XAI methods to explain the origins of uncertainty in probabilistic forecasts. This
approach, along with an evaluation on multiple data sets, is a further contribution of the present
dissertation.

Research Question 5: How can we represent the quantified uncertainty in a way that is
beneficial for downstream applications?

The final research question focuses on how to make probabilistic forecasts trustworthy for
downstream applications. Many of these downstream applications struggle with probabilistic
forecasts because certain regions of uncertainty are more critical than others for the application,
and the probabilistic forecast does not explicitly highlight these regions. Therefore, with a focus
on mobility applications, we aim to identify representations of these critical regions of uncertainty
that are helpful for the downstream application. As a result, the final contribution of the
present dissertation is the presentation and comparison of multiple representations of uncertainty,
designed to highlight critical regions of uncertainty for mobility applications specifically.

1.3 Outline

In this chapter, we motivated the importance of uncertainty for increasing trust in forecasts,
provided an overview of existing work, and introduced our research questions and contributions.
In the following chapter, which concludes Part I, we introduce the theoretical background for
the present thesis including the foundations for time series, uncertainty in time series, and
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probabilistic forecasting. The rest of the dissertation is structured into two main parts illustrated
in Figure 1.2 to address the five research questions related to quantifying and interpreting
uncertainty. In Part II, we address quantifying uncertainty and answer RQ1-RQ3. We continue in
Part III, focusing on interpreting uncertainty and thereby addressing RQ4 and RQ5. In the final
part of the present dissertation, Part IV, we discuss the dissertation as a whole and how each of
our contributions contributes to increasing trust in forecasts. Finally, we summarise our results
and contributions and provide an outlook for future work.
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Foundations 2
This dissertation deals with uncertainty in time series forecasting. Therefore, in this chapter,
we first present some background information on time series in Section 2.1 before discussing
uncertainty in time series forecasting in Section 2.2. Furthermore, we provide theoretical
background for probabilistic time series forecasting in Section 2.3.

2.1 Time Series

Time series are the fundamental building block for the present dissertation. Therefore, in this
section, we define time series and introduce the notation we use for the remainder of the
dissertation before briefly highlighting some key time series characteristics.

2.1.1 Definition and Notation

A time series is an ordered sequence of observations, where this order is determined by time
[51]. Formally, we define a time series (Yt)t∈T = (y1, y2, . . . , yT ) as a realisation of the stochastic
process {Yt}t∈T [52]. Hereby, we consider a stochastic process as a collection of random variables
on a common probability space and indexed by a given mathematical set T [53]–[55]. In the
present dissertation, we focus on stochastic processes with real-valued realisations and consider
the index set T as a set of time values measured at discrete intervals [56]. For such a stochastic
process, each of the random variables Yt is distributed according to a Probability Density Function
(PDF) f(Yt) with the associated Cumulative Distribution Function (CDF) F (Yt) [52]. We use
∼ to denote distributed according to, and therefore represent a random variable distributed
according to f(Yt) as Yt ∼ f(Yt). Given this definition, a time series (Yt)t∈T can be considered as
a realisation of a T -dimensional random variable [57], i.e. a realisation of

(Y1, Y2, . . . , YT ) ∼ f(Y1, Y2, . . . , YT ), (2.1)

which is distributed according to the T -dimensional PDF f(Y1, Y2, . . . , YT ), and associated CDF
F (Y1, Y2, . . . , YT ) [55], [57].

In the present dissertation, we use vector notation to simplify expressions. Therefore, we define a
time series via

y = (Yt)t∈T = (y1, y2, . . . , yT ), (2.2)
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with the default length T . Hereby, the time series y is a realisation of a T -dimensional random
variable

Y ∼ fY(Y), (2.3)

with Y = (Y1, Y2, . . . , YT ) the T -dimensional random variable distributed with the PDF fY(Y)
and associated CDF FY(Y). Furthermore, we often consider a subsection of a time series, i.e.

yt+H = (yt+1, yt+2, . . . , yt+H), (2.4)

which refers to the next H values of the time series from point t or

yt−P = (yt−P +1, yt−P +2, . . . , yt−1, yt), (2.5)

which refers to the previous P values of the time series up until the current point in time t. This
notation serves as the basis for the present dissertation, and further notation specific to each
contribution is introduced in the corresponding chapter.

2.1.2 Time Series Characteristics

Many time series exhibit characteristics such as trend, seasonality, and cyclic behaviour [20].
These characteristics are shown in Figure 2.1, and following the definitions from Hyndman and
Athanasopoulos [20], we briefly describe them in the following.

First, a trend occurs when there is a noticeable long-term upward or downward tendency to the
time series. Such trends may not necessarily be linear and can also change direction at some
point in time. Trends are typically observed in many different types of time series, for example,
economic indicators such as gross domestic product time series, population growth time series,
and temperature time series, especially due to the effects of global warming.

Second, seasonality occurs in a time series when this time series is affected by calendar informa-
tion. Seasonality can involve daily patterns, weekly patterns, or, most commonly, yearly patterns.
Importantly, seasonalities are always of a fixed and known frequency. Many time series, such
as product sales and electricity consumption, exhibit seasonalities. In this case, product sales
often contain a clear seasonal pattern due to holidays and festive seasons. Meanwhile, electricity
consumption exhibits a daily, weekly, and yearly seasonality due to weather conditions affecting
heating and cooling demand.

Often confused with seasonality, cyclic behaviour occurs when a time series contains a pattern or
rises and falls that is not fixed or regular. More specifically, the rises and falls must be visible,
however, they are not of a fixed frequency and cannot be explained by seasonal factors. The
so-called business cycle is the most common example of cyclic behaviour in time series. These
business cycles consist of alternating periods of expansion (economic growth) and contraction
(recession) and typically span several years.
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Figure 2.1.: A time series with varying characteristics. The time series contains an upward trend and
regular seasonality. Furthermore, the time series seems to contain a cycle, however, this is
difficult to confirm without further observations. As expected, the residual of the time series
cannot be easily explained by a trend or seasonal pattern, and exhibits the characteristics of
random noise.

When analysing time series, it is possible to perform a time series decomposition to isolate the
trend and seasonal components of the time series [20]. This decomposition may be useful, since
it can highlight aspects of the time series that are difficult to predict and assist with model
development. More specifically, to perform a time series decomposition, the original time series
(Yt)t∈T , can be written as:

(Yt)t∈T = (Tt)t∈T � (St)t∈T � (Ct)t∈T � (Rt)t∈T , (2.6)

where (Tt)t∈T is the trend component, (St)t∈T the season component, (Ct)t∈T the cyclic compo-
nent, and � the operator used for the decomposition. Most commonly we consider an additive
decomposition (i.e., � = +), however a multiplicative decomposition (i.e.� = ·) is also possible.
After performing the time series decomposition, the remaining component (Rt)t∈T is the so-called
residual. This is the component that cannot be easily explained by a trend, cycle, or seasonal
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patterns, and is often little more than random noise. Therefore, the residual is usually the most
unpredictable component of the time series.

2.2 Uncertainty in Time Series Forecasting

A time series forecast contains, per definition, an inherent component of uncertainty [52]. This is
because each time series is simply a single realisation of a stochastic process [55], and therefore,
predicting any future realisations involves dealing with the stochastic uncertainty of this process.
However, other factors besides this stochastic uncertainty also increase the uncertainty in any time
series forecast. Therefore, in this section, we briefly define the main types of uncertainty relevant
to time series forecasting before describing some further possible sources of uncertainty.

2.2.1 Types of Uncertainty

Uncertainty exists in many domains and is broadly defined as a state of limited knowledge, where
it is impossible to exactly describe future outcomes [58]. Given this broad definition, many
attempts have been made to classify types of uncertainty, including classification according to
effect and probability and data, component, and structure [59], or by deriving taxonomies of
uncertainty [60]. However, in terms of time series forecasting, two types of uncertainty are
commonly considered: aleatoric uncertainty and epistemic uncertainty [61]–[63]. In the following,
based on the description from Guo et al. [61], we introduce both types of uncertainty.

Aleatoric uncertainty refers to the inherent randomness of the data that cannot be explained away.
As a result, regardless of the knowledge available, aleatoric uncertainty cannot be reduced. As a
result, the only way to cope with aleatoric uncertainty is to factor it in when making decisions.
Commonly, the aleatoric uncertainty is assumed to be either homoscedastic, i.e. constant, or
heteroscedastic, i.e. variable. Typical examples of Aleatoric uncertainty include noisy data and
underlying complex and highly stochastic processes, such as our meteorological system, which
are inherently uncertain.

Unlike aleatoric uncertainty, epistemic uncertainty is a subjective uncertainty that results from a
lack of knowledge. This lack of knowledge may be, for example, due to incomplete information,
such as missing or ignored exogenous inputs to a model, an insufficient amount of data to prove
a hypothesis, or limitations in our understanding of a model or system. Epistemic uncertainty
can typically be reduced. To reduce such uncertainty, our knowledge must increase. Typically, we
increase our knowledge by, for example, expanding the data available for training our models,
including additional input variables, carrying out further research to better understand the
underlying system, refining our models to reflect system behaviour more accurately, or taking
advantage of new technologies.
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Importantly, even with advanced technologies capable of reducing epistemic uncertainty, a
component of aleatoric uncertainty will always remain. Therefore, forecasts that quantify this
uncertainty will always be important, even if the epistemic component can be reduced.

2.2.2 Sources of Uncertainty

There are many sources of uncertainty in time series analysis. However, for the present disserta-
tion, we summarise some main sources of uncertainty identified by Guo et al. [61], Linkov and
Burmistrov [64], Walker et al. [65], Brugnach et al. [66], Bauer et al. [67] and Zimmermann
[68] in the following.

Chaotic System A system may display chaotic and unpredictable behaviour over time. Addition-
ally, a time series with a clear underlying pattern could contain large amounts of statistical
noise, which is random and unpredictable, per definition. Therefore, uncertainty may be
present in a forecast simply because the underlying system is chaotic and does not follow a
set pattern.

Data Collection Uncertainty may be caused by the data collection process. This may be, for
example, because not enough data is available to understand the time series to be forecast
accurately. On the other hand, this may be because the collected data does not represent
all aspects of the underlying process. If all data was collected within a small time interval,
for example, then this data doesn’t provide any information on the behaviour or the time
series outside this time interval. Therefore, uncertainty increases for all periods outside the
considered interval.

Model Development Any model used to forecast a time series is an abstraction of reality. In the
development of this model, assumptions regarding the underlying process are made, and
a certain structure for the model is developed. Due to this abstraction of reality and the
associated assumptions, uncertainty is automatically included in the forecast.

Parameter Estimation After a model structure is determined, the model’s parameters are esti-
mated. This process, however, also includes uncertainty since this estimation is based on
a training process that may be stochastic by nature, which may lead to different locally
optimal parameters being identified in each training run [69], [70]. Therefore, in addition
to uncertainty from the model structure, uncertainty is also included during the parameter
estimation process.

Uncertain Exogenous Factors Many time series are affected by exogenous factors such as
weather conditions. These exogenous factors are in themselves often characterised by
uncertain or unpredictable behaviour. As a result, the uncertainty within these exogenous
factors also contributes to the uncertainty in the time series they influence.

Human Behaviour For many time series, especially in domains such as economics and mobility,
human behaviour can be a major source of uncertainty. Human behaviour, since not always
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rational, is notoriously difficult to predict, and therefore, whenever humans influence a
time series, they automatically include uncertainty in this time series.

2.3 Probabilistic Forecasting

Probabilistic forecasts are designed to quantify the above-mentioned uncertainty in time series
forecasts. Before we explicitly consider probabilistic forecasts, it is worth looking at the definition
of a point forecast. Such a point forecast can be considered as the conditional expectation of the
future course of the time series given all available information [45], i.e.

ŷt+H = E[Yt+H | g, Θ̂, ◦], (2.7)

where ŷt+H is point H-step forecast, Yt+H a H-dimensional random variable modelling a
stochastic process over the period of the forecast horizon, g an arbitrary prediction model with
estimated parameters Θ̂, and ◦ are further features considered for the forecast. Thereby, ◦
could include exogenous features for the forecast horizon t + H or historical values t − P from
observations before the forecast origin. Furthermore, these features may be point features, such
as a single weather forecast or probabilistic, such as a weather ensemble forecast. Although the
resulting point forecast ŷt+H is an expected value that implicitly indicates the presence of variance
and uncertainty, point forecasts fail to quantify this uncertainty. Therefore, probabilistic forecasts
are designed to quantify the underlying uncertainty actively. In this section, we introduce some
key properties of probabilistic forecasts, present the general forms of probabilistic forecasts, and
introduce some strategies for evaluating probabilistic forecasts.

2.3.1 Properties of Probabilistic Forecasts

It is relatively simple to understand what characterises a good point forecast, i.e. the forecast
value should be as close to the actual observation as possible. However, when considering
probabilistic forecasts, determining desirable properties is not such a trivial task. As a result,
much literature exists analysing the properties of probabilistic forecasts, namely Gneiting et
al. [71], Gneiting and Katzfuss [32], and Pinson et al. [72]. Focusing predominantly on the
definitions from Gneiting et al. [71] and Gneiting and Katzfuss [32], we briefly discuss three key
properties of probabilistic forecasts in the following: calibration, dispersion, and sharpness.

The first key property of a probabilistic forecast is calibration. Statistical calibration can be
considered as a measure of statistical compatibility between the observations and the forecasts.
Ideally, it should not be possible to distinguish the observations from random draws of the
predictive distributions, i.e. a well-calibrated forecast implies that the predicted probabilities
match the observed frequencies of events over a large number of forecasts. For example, if
a probabilistic forecast always suggests there is 70% chance of rain, then over a reasonable
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observation period containing sufficient forecasts and observations, it should actually rain
approximately 70% of the time.

The second property of a probabilistic forecast is dispersion. Dispersion refers to the spread
or variability of the predicted probabilities assigned to different outcomes and is thus a joint
property of forecasts and observations. A forecast with high dispersion implies a wide range
of probabilities assigned to potential outcomes, indicating uncertainty or lack of confidence in
the prediction. Conversely, low dispersion indicates a narrow range of probabilities, suggesting
higher confidence in the forecast. It is important to note that calibration and dispersion are
closely related and essentially measure the same aspect of a probabilistic forecast from different
perspectives [32]. Whilst calibration focuses on the predicted probabilities matching the observed
probabilities, dispersion focuses on the variation between these properties. Considering the rain
example above, if the forecast is repeated for multiple days with different rain probabilities being
forecasted each day, the forecast can be considered well-dispersed if this range of probabilities
accurately reflects the true outcome. In this case, the forecast is automatically well-calibrated.

The final property considered here is sharpness, which considers the concentration or narrowness
of the predicted probability distribution around the observed outcome. A sharp forecast implies
that the assigned probabilities are concentrated near the observed outcome, reflecting higher
confidence and precision. On the other hand, a less sharp forecast exhibits a broader probability
distribution, indicating greater uncertainty and less precision in predicting the outcome.

Whilst calibration, dispersion and sharpness are all important properties in a probabilistic forecast,
Gneiting and Katzfuss [32] argue that probabilistic forecasts should aim to maximise the sharpness
of the predictive distribution, subject to calibration. This approach ensures that the resulting
probabilistic forecast provides enough information to be useful whilst remaining calibrated. To
illustrate this idea, we consider the example of forecasting the chance of rain. If the forecast solely
focused on calibration, the probability of rain occurring would almost always be perfectly forecast.
However, to ensure that extreme probabilities, such as 1%, are also accurately forecasted, the
resulting probabilistic forecast would have wide prediction intervals. Making decisions based on
such probabilistic forecasts would be difficult since they would almost always predict rain. If we
were to only focus on sharpness, however, the resulting forecast would be overly concentrated
and often underestimate the probability of rain. Making decisions based on these concentrated
forecasts would also be difficult since it often rains when unexpected. Therefore, a trade-off
is necessary where some calibration accuracy is sacrificed in order to generate a probabilistic
forecast that is sharp enough to be still useful.

2.3.2 Forms of Probabilistic Forecasts

Many methods and models exist to create probabilistic forecasts [32]. However, four main forms
of probabilistic forecasts are commonly applied across domains in the literature: distribution
forecasts, quantile forecasts, prediction interval forecasts, and scenario forecasts, also known as
ensemble forecasts [45]. These different forms of probabilistic forecasts are sketched in Figure 2.2
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Figure 2.2.: An overview of the main forms of probabilistic forecasts. In a distribution forecast, a full CDF
is forecast for each time step. Individual quantiles are combined to quantify the uncertainty
in a quantile forecast. In a prediction interval forecast, a range of potential values for the
ground truth is forecast. Finally, a scenario forecast generates multiple point predictions that,
when combined, quantify the uncertainty in the forecast.

and in the remainder of this section, we introduce and explain each of these forms of probabilistic
forecasts.

Distribution Forecast A distribution forecast predicts the full PDF or CDF for the forecast
horizon, conditional on the information available. Therefore, a distributional forecast results in a
H-dimensional predicted PDF f̂(yt+H) or CDF F̂ (yt+H). Hereby, the predicted distribution may
be parametric, i.e. it follows a known parametric distribution such as a Gaussian or Logarithmic
distribution. In this case, the probabilistic forecast predicts the parameters of the parametric
distribution. However, the predicted distribution may also be non-parametric if estimated
based, for example, on Bernstein polynomials or histogram networks Schulz and Lerch [73].
A distribution forecast is the most general form of a probabilistic forecast, and it is possible
to extract other forms, e.g., quantile forecasts or prediction interval forecasts, from the full
distribution.

Quantile Forecast A quantile forecast ŷ(α)
t+H , with nominal level α, is a point forecast with the

probability α that the observation yt+H is smaller than the quantile forecast ŷ(α)
t+H [45], i.e.

P[yt+H ≤ ŷ(α)
t+H | g, Θ̂, ◦] = α. (2.8)

For example, with α = 0.5, the probability of the observation being smaller than the quantile
forecast is 50%, equivalent to forecasting the median. Whilst a quantile forecast by itself is a
type of biased point forecast [15], we can forecast multiple quantiles and use this information to
quantify the uncertainty. The quantification can be performed by generating prediction intervals
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based on multiple quantiles or combining a large number of quantile predictions to convey
information on the resulting PDF or CDF.

Prediction Interval Forecast A prediction interval forecast Î
(β)
t+H , with nominal coverage rate

1 − β, is a range of potential values with the probability 1 − β of the observation yt+H being
contained in this range [45], i.e.

P[yt+H ∈ Î
(β)
t+H | g, Θ̂, ◦] = 1 − β. (2.9)

Usually, these prediction intervals are formed by considering the range between two quantile
forecasts, i.e.

Î
(β)
t+H = [ŷ(

¯
α)

t+H , ŷ(ᾱ)
t+H ], where ᾱ −

¯
α = 1 − β, (2.10)

where
¯
α is the lower quantile, and ᾱ the upper quantile. To ensure the prediction interval is

centred on the PDF, we select symmetrical quantiles around the median, i.e.,

¯
α = 1 − ᾱ = β/2. (2.11)

As a result of this definition, ideal prediction intervals include (1 − β)% of the observations.

Scenario and Ensemble Forecasts An alternative method of including uncertainty in probabilis-
tic forecasts is a scenario or ensemble forecast [45], [74]. Such forecasts are based on different
trajectories, where multiple options for the future are considered. These trajectories may be
constructed based on different expectations for the future [45] or as a result of an ensemble of
forecasting methods that represents the uncertainty in the forecast [74]. Although not governed
by the same mathematical requirements as the other forms of probabilistic forecasts, scenarios or
ensemble forecasts are an intuitive and simple way of quantifying the uncertainty in a time series
forecast [74].

2.3.3 Evaluating Probabilistic Forecasts

Due to the properties of probabilistic forecasts described above, evaluating such forecasts is also
challenging. As a result, much literature exists that addresses the evaluation question, including
an information theory perspective from Roulston and Smith [75] and a theory specifically for
ensembles from Anderson [76]. However, by far, the most comprehensive overview is provided by
Tilmann Gneiting, with multiple works focusing on probabilistic forecasts, in general, [32], [71]
and recently an additional paper solely focused on quantile forecasts [15]. Gneiting introduces
multiple tools to evaluate probabilistic forecast properties, such as sharpness and calibration.
Furthermore, a major contribution is so-called proper scoring rules, which provide summary
measures of the predictive performance that allow for the joint assessment of calibration and
sharpness in a probabilistic forecast [32]. These proper scoring rules are the foundation for most
evaluations of probabilistic forecasts and have been implemented as a software package [77]. It
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Table 2.1.: An overview of the evaluation metrics for probabilistic forecasts considered in the present
dissertation. Some metrics are novel and introduced explicitly to cope with specific challenges
considered in this dissertation. Note that metrics that evaluate calibration also automatically
evaluate dispersion due to the close relationship of these two quantities.

Evaluation Metric Calibration (Dispersion) Sharpness Novel

Continuous Ranked Probability Score [71], [78] 3 3 7

Pinball Loss [15] 3 7 7

Winkler Score [20], [79] (3) 3 7

Normalised Prediction Interval Width [20] 7 3 7

Quantile Deviation [15] 3 7 7

Coverage Rate Error [4] 3 7 3

Extreme Quantile Deviation 3 7 3

Upper Quantile Deviation 3 7 3

is important to note that due to the close relationship between dispersion and calibration, proper
scoring rules do not measure dispersion specifically, instead using calibration as a proxy.

Due to the thorough literature covering the evaluation of probabilistic forecasts and proper
scoring rules, we refrain from a formal description in the present dissertation and refer to [15],
[32], [71] for further information. Throughout the present dissertation, we consider multiple
evaluation metrics for probabilistic forecasts. We present an overview of these metrics in Table 2.1
and introduce them briefly in the following.

Continuous Ranked Probability Score The Continuous Ranked Probability Score (CRPS) is a
proper scoring rule that measures the calibration and sharpness of a predictive cumulative
distribution function F [71], [78]. The CRPS is given by

CRPS(F, y) =
∫
R

(F (y) − 1{y ≤ z})2 dz, (2.12)

with the indicator function 1{y ≤ z} that is one if y ≤ z and otherwise zero. Furthermore, in the
present dissertation, we always consider the average CRPS over all time steps t = 1, . . . , N in the
test set

CRPS = 1
N

N∑
t=1

CRPS(Ft, yt). (2.13)

Pinball Loss The Pinball Loss (PL) is a α-quantile consistent scoring rule that measures the
error of each α−quantile forecast by interpreting each of these forecasts as a point forecast [15].1

Therefore, for a given quantile α the PL is given as

Lpinball,α,i =

(yi − ŷ
(α)
i ) · α if yi ≥ ŷ

(α)
i

(ŷ(α)
i − yi) · (1 − α) if yi < ŷ

(α)
i ,

(2.14)

1Note that the PL is not a proper scoring rule since it only considers an individual quantile and not the entire
distribution. Therefore, it is not possible to evaluate calibration with the evaluation of a single quantile. However,
evaluating multiple quantiles with the PL creates a discrete approximation of the CRPS, which is a proper scoring
rule [15], [32].
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where yi is the observed value and ŷ
(α)
i ) is the quantile forecast for the quantile α. In the present

dissertation, we often consider the mean PL across all quantiles and values in a test data set. This
mean PL is thus defined as

MPL = 1
N | Q |

∑
α∈Q

N∑
i=1

Lpinball,α,i, (2.15)

for a set of given quantiles α ∈ Q, and N observations in the test data set.

Winkler Score The third evaluation metric considered in the present dissertation is the Winkler
score [79]. The Winkler score is designed to measure the quality of prediction intervals and
is, therefore, unsuitable to evaluate a distribution or single quantile. As defined by [20], if the
100 · (1 − α)% prediction interval for observation i is given as [`α,i, uα,i], then the Winkler score
for the α-quantile is defined as

Wα,i =


(uα,i − `α,i) + 2

α(`α,i − yi) if yi < `α,i

(uα,i − `α,i) if `α,i ≤ yi ≤ uα,i

(uα,i − `α,i) + 2
α(yi − uα,i) if yi > uα,i,

(2.16)

where yi is the true value. Therefore, a Winkler score without any violations is simply the width
of the prediction interval, whilst true values falling outside the prediction interval are penalised.
Therefore, low Winkler scores suggest narrow but reasonably calibrated prediction intervals. We
often consider the Mean Winkler (MW) score across all considered quantiles α ∈ Q, defined as

MW = 1
n | Q |

∑
α∈Q

n∑
i=1

Wα,i . (2.17)

Normalised Prediction Interval Width The fourth evaluation metric considered is designed to
evaluate the sharpness of the generated probabilistic forecasts. One way of measuring sharpness
is the width of the prediction interval associated with a probabilistic forecast. However, since this
width varies depending on the scale of the data set, it is important to normalise these widths.
Therefore, to measure the sharpness of the probabilistic forecasts, we consider the normalised
Mean β-PI Width (nMPI(β)), defined as

nMPI(β) = 1
ȳ

(
1
n

n∑
i=1

∣∣∣ŷ(ᾱ)
i − ŷ

(
¯
α)

i

∣∣∣) , (2.18)

where ŷ
(ᾱ)
i is the predicted upper quantile, ŷ

(
¯
α)

i the predicted lower quantile for the forecast value
ŷi, ȳ the mean of the target time series, and ᾱ and

¯
α are as defined in Equation (2.11).
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Quantile Deviation The fifth evaluation metric focuses on measuring the calibration of proba-
bilistic forecasts. We consider the deviation of the forecast quantiles from the theoretical quantiles
to analyse this calibration. We define the quantile deviation for the α-quantile as

QDα =
(

1
n

n∑
i=1

1{yi ≤ ŷ
(α)
i }

)
− α, (2.19)

where ŷ
(α)
i is the α-quantile forecast, yi the true value, and 1 the indicator function. Ideally,

QDα should be zero for all values of α. However, a positive value indicates the quantile forecast
overestimates the theoretical quantile, whilst a negative value indicates that the quantile forecast
underestimates the theoretical quantile. We often visualise this deviation via quantile calibration
plots [15]. To account for the total quantile deviation across all considered quantiles α ∈ Q, we
report the Mean Absolute Quantile Deviation (MAQD), i.e.

MAQD = 1
| Q |

∑
α∈Q

∣∣∣∣∣
(

1
n

n∑
i=1

1{yi ≤ ŷ
(α)
i }

)
− α

∣∣∣∣∣ . (2.20)

Coverage Rate Error Whilst the MAQD accounts for calibration by considering each quantile
individually, it doesn’t consider the quality of the prediction intervals. Therefore we consider
a novel evaluation metric, adapted from [16], which evaluates the Coverage Rate (CR) of the
prediction intervals of the probabilistic forecast. The CR for the β-Prediction Interval (PI) is
defined as the share of observed values that lie within the β−PI, i.e.

CRβ = 1
n

n∑
i=1

1
{

ŷ
(
¯
α)

i < yi ≤ ŷ
(ᾱ)
i

}
, (2.21)

where ŷ
(
¯
α)

i is the predicted lower quantile, ŷ
(ᾱ)
i the predicted upper quantile, and 1 an indicator

function which is one if the observation is within the PI and zero otherwise. If the probabilistic
forecast is perfect, then CRβ would be equal to 1 − β = ᾱ −

¯
α. Therefore, to evaluate the quality

of the CR, we consider the distance between the perfect and actual CRs, i.e. the Coverage Rate
Error (CRE). For β ∈ B, the Coverage Rate Error (CRE) is given by

CRE =
∑
β∈B

| (1 − β) − CRβ | . (2.22)

Extreme Quantile Deviation Whilst the MAQD and CRE both consider the calibration of the entire
forecast, for a given situation, the extreme regions of the probabilistic forecast may be interesting.
Therefore, we introduce the Extreme Quantile Deviation (EQD) as a further loss metric, which
is similar to the MAQD but only considers extreme quantiles, i.e. α ∈ {0.01, 0.05, 0.95, 0.99}. By
only considering extreme quantiles, the EQD places a higher weighting on extremes and will
prefer probabilistic forecasts with wide prediction intervals that account for extreme regions of
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uncertainty. Such a metric is particularly useful for customising the properties of probabilistic
forecasts, as we discuss further in Chapter 5. Formally, we define the EQD as

EQD = 1
| Qextreme |

∑
α∈Qextreme

∣∣∣∣∣
(

1
n

n∑
i=1

1{yi ≤ ŷ
(α)
i }

)
− α

∣∣∣∣∣ , (2.23)

where Qextreme = {0.01, 0.05, 0.95, 0.99}.

Upper Quantile Deviation The final metric considered in the present dissertation is a novel
metric explicitly introduced for Chapter 5, where we customise the properties of probabilistic
forecasts based on a given probabilistic loss function. The motivation for the Upper Quantile
Deviation (UQD) is that, if the quantiles are symmetric around the median, it may be possible
to customise the forecast to be close to optimal with regards to MAQD whilst only considering
the upper part of these symmetrical quantiles. Such an assumption is reasonable if, for example,
the considered distribution is Gaussian or similar. This metric would simplify the customisation
procedure if successful since only half as many quantiles must be considered. Thereby, we define
the UQD as

UQD = 1
| Qupper |

∑
α∈Qupper

∣∣∣∣∣
(

1
n

n∑
i=1

1{yi ≤ ŷ
(α)
i }

)
− α

∣∣∣∣∣ , (2.24)

where Qupper = {0.99, 0.95, 0.9, 0.85, 0.8, 0.75, 0.7}.
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Probabilistic forecasts from 
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Customising the properties 
of probabilistic forecasts

RQ5
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Part II of the dissertation focuses on quantifying the uncertainty in time series forecasts by
generating probabilistic forecasts. Thereby we first answer RQ1 in Chapter 3 by comparing
post-processing techniques that enable the meteorological uncertainty in weather forecasts to
be linked to the uncertainty in the target forecast. We compare four different post-processing
techniques on multiple data sets for wind power forecasting. Our evaluation shows that such
post-processing methods can indeed be used to link the meteorological uncertainty and that the
most important post-processing step is always the target forecast.

We address RQ2 in Chapter 4 by proposing an approach that generates probabilistic forecasts
from arbitrary point forecasts by learning a known and tractable representation of the underlying
data distribution. We show that a Conditional Invertible Neural Network (cINN) can be used
to learn a mapping from the unknown realisation distribution to a known and tractable latent
distribution and describe how this mapping can then be used to include uncertainty in the
point forecast. Our results show that our approach generates high-quality probabilistic forecasts,
comparable to or better than state-of-the-art benchmarks.

Finally, to answer RQ3, we show how the forecasting approach introduced in Chapter 4 can
be extended with automated hyperparameter optimisation to customise the properties of the
resulting probabilistic forecasts in Chapter 5. The properties of the generated probabilistic
forecasts can be customised based on a given probabilistic loss metric and this customisation is
possible without retraining the cINN or the applied base point forecaster.
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Meteorological Uncertainty

3

The content of this chapter is based on:

K. Phipps et al., “Evaluating ensemble post-processing for wind power forecasts”, Wind
Energy, vol. 25, no. 8, pp. 1379–1405, 2022. DOI: 10.1002/we.2736

K. Phipps, N. Ludwig, V. Hagenmeyer, and R. Mikut, “Potential of ensemble copula coupling
for wind power forecasting”, in Proceedings 30. Workshop Computational Intelligence,
vol. 26, KIT Scientific Publishing, 2020, p. 87. DOI: 10.5445/IR/1000127955.

Meteorological conditions influence many time series. In some cases, this influence is clear, for
example, the amount of wind power generated is proportional to the cube of the current wind
speed, whilst weather conditions can be used as indicators for wind power ramps [80]. In other
cases, the influence may be more subtle. Ice cream sales are volatile and affected by seasonal
weather conditions [81] and have been shown to drop by up to 15% when the temperature
drops [82]. Furthermore, in periods of noticeable temperature change, more seasonal clothing
garments are sold [26] and increasing temperature fluctuations are altering typical clothes sales
figures [83]. Whilst the degree of this influence varies, meteorological conditions are often
considered important for the time series forecast. As a result, weather forecasts are often used as
inputs in probabilistic forecasting models.

However, these weather forecasts are themselves uncertain since the meteorological system is
chaotic and, as a result, difficult to predict [84]–[86]. As a result, meteorologists have developed
complex Numerical Weather Prediction (NWP) models to model the physical relationships of
the atmosphere and generate weather forecasts [85], [87]. Furthermore, these NWP models
have been used to quantify the meteorological uncertainty via a so-called Ensemble Prediction
System (EPS) [67], [88], [89]. An Ensemble Prediction System (EPS) is created by running the
NWP model multiple times using slightly different model parameters each time. Therefore, the
uncertainty contained in a EPS should, to a certain degree, account for the uncertainty in a time
series that is influenced by meteorological conditions.

Unfortunately, this connection between meteorological uncertainty and the uncertainty in influ-
enced time series is not accounted for when point weather forecasts are taken as inputs. Although
such a connection could be established by connecting a NWP based EPS to the forecasting
model, this poses a further challenge. The ensemble predictions are known to be biased and
underdispersed and, therefore, it is standard practice to post-process EPSs before use [90]–[98].
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Post-processing is used to alleviate systematic biases in the NWP model by calibrating the fore-
casts to past observations, and there is a large body of work discussing optimal post-processing
methods for weather variables (see e.g. the review by Vannitsem et al. [99]). Therefore, to
include meteorological uncertainty in a time series influenced by weather conditions, some form
of post-processing must be performed.

However, generating time series forecasts includes an additional source of uncertainty – the
epistemic uncertainty associated with the forecasting model. Therefore, there are three ways
in which systematic biases can be present, making post-processing useful: in the first stage
concerning the weather output from NWP models, in the second stage concerning the forecasting
model, or both stages. As a result, determining at which state post-processing should be applied
is crucial to successfully use EPSs to include meteorological uncertainty in a time series forecast.
Previously, Pinson and Messner [100] explain the concept behind post-processing for time series
forecasts by considering the example of wind power applications. They propose post-processing
before the weather is used as input to the forecasting model and afterwards [100]. However,
they do not evaluate or compare these different approaches. Furthermore, almost all work that
considers ensemble post-processing focuses purely on post-processing the meteorological EPS
and not any time series that are forecast based on these weather inputs. Such work focuses,
for example, on post-processing wind speed EPSs [101]–[104] or comparing post-processing
techniques for different weather variables [73], [105]–[107]. However, these papers all apply
post-processing purely to the weather EPSs and do not consider the epistemic uncertainty resulting
from using this EPS as an input to a forecasting model.

Therefore, in the present chapter, we evaluate four post-processing strategies to determine
at which stage the post-processing is most beneficial in the forecasting process. We analyse
whether one post-processing step can account for all previous biases by only post-processing the
forecast target ensembles and compare this one-step strategy to post-processing only the weather
ensembles, i.e. assuming the biases from the forecasting model are negligible. Lastly, we also
compare one strategy where we post-process both weather and forecast target ensembles. We
evaluate our strategies on the example of wind power forecasting using publicly available synthetic
benchmark data and wind power data from two bidding zones in Sweden. The remainder of the
present chapter is structured as follows. Section 3.1 introduces the theoretical background on
the NWP model. We then describe the post-processing strategies in detail in Section 3.2, before
presenting the experimental setting of wind power forecasting used to evaluate these strategies
in Section 3.3. Further, we report the results of our evaluation of these strategies in Section 3.4.
Section 3.5 discusses our approach before Section 3.6 concludes.

3.1 Numerical Weather Prediction Models

Atmospheric behaviour is chaotic and considered an unstable system which has finite, state-
dependent limits of predictability [67], [84]. Numerical Weather Prediction (NWP) models
describe and forecast this atmospheric behaviour, and with it the weather, through solving
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Figure 3.1.: An illustration of two consecutive ensemble forecast trajectories over a 24h forecast horizon
for a wind speed EPS. The red dotted lines indicate the forecast origins. Close to the forecast
origin the ensemble members all generate similar forecasts, however as the forecast horizon
increases the ensemble members diverge. [1]

a system of non-linear differential equations starting with the current observed atmospheric
conditions. As this current atmospheric state cannot be fully observed at any given point in
time and space, there remains some uncertainty with regard to the initial conditions of the NWP
models. However, forecasts of non-linear numerical models are highly sensitive to the given
initial conditions, and initial errors grow during the forecast [67], [108]. Accounting for the
uncertainty in the initial conditions is therefore crucial and nowadays quantified with the help of
EPSs. EPSs generate ensemble forecast by running the NWP model several times with slightly
different initial conditions, e.g. adding perturbations to the initial state. Hence, today’s weather
forecasts provide an inherent probabilistic uncertainty estimate in the form of ensembles of NWPs.
Figure 3.1 exemplarily shows the ensemble forecast trajectories for a wind speed EPS over time
for two consecutive forecast origins and a forecast horizon of one day. At each forecast origin,
the EPS generates ensemble predictions for the specified forecast horizon. The forecast horizon
describes the number of future time steps into which the weather is predicted. With increasing
forecast horizon the trajectories diverge, resulting in an increased uncertainty associated with the
chaotic behaviour of the non-linear weather system. For a more detailed overview of NWP and
EPSs see e.g. Bauer et al. [67].

3.2 Ensemble Post-Processing Strategies

As the weather ensembles from the EPS are already known to be biased and underdispersed
[90], different approaches exist in the meteorological literature to calibrate ensembles [99].
Two of the most common methods are Ensemble Model Output Statistics (EMOS) developed by
Gneiting et al. [94] and Bayesian Model Averaging (BMA) introduced by Raftery et al. [109].
Both of these approaches have been successful in post-processing various weather ensembles (see
for example, Javanshiri et al. [110] and Han et al. [111]), and the difference in performance
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between the two models has been shown to be negligible [73], [111], [112]. However, EMOS is
computationally far simpler than BMA [73], [113] and currently, operational implementations
of post-processing at weather services focus almost exclusively on EMOS [93], [99]. For these
reasons, the present chapter focuses on EMOS when comparing post-processing strategies. In
the following, we describe the EMOS post-processing method in detail before introducing the
post-processing strategies we evaluate in this chapter.

3.2.1 Ensemble Model Output Statistics

The EMOS method for ensemble post-processing, developed by Gneiting et al. [94], is based
on non-homogeneous regressions. The standard EMOS approach is designed for individually
distinguishable ensemble members. However, the present chapter uses ensemble members from
the European Centre for Medium-Range Weather Forecasts (ECMWF). These ECMWF ensemble
members are classified as singular vector synoptic ensembles and therefore exchangeable [88],
[114]. Exchangeable ensembles represent equally likely future scenarios with no distinguishing
features or ordering. Thus, they are ensembles with an invariant joint distribution function
under permutation of the arguments [115]. This exchangeability implies that, for example,
the ensemble labelled as the first ensemble member e1 at forecast origin t is not related to the
ensemble member with the same label at forecast origin t + 1. Given exchangeable ensembles,
EMOS expresses a univariate weather quantity W in terms of multiple linear regression on the
M ensemble members, with equal weights for each exchangeable ensemble member [93], i.e.

W = a + b ·
M∑

i=1
ei + ε. (3.1)

Hereby, e1, . . . , eM are exchangeable ensemble forecasts, a, b are regression coefficients, and ε is
an error term with a zero mean. Given this point forecast, we can create a probability density
function or probabilistic forecast by assuming a distribution. The parameters of the distribution
can then be modelled given the mean and variance of the individual ensemble members. For
example, assuming a normal distribution for the corresponding weather variable, we use the
regression on W as an approximation for the mean µ and approximate the variance σ2 as a linear
function of the ensemble spread

σ2 = c + d · S2 (3.2)

where S2 is the ensemble variance and c and d are non-negative coefficients. The resulting
parametric model is then given by

W |e1, . . . eM ∼ N
(

a + b ·
M∑

i=1
ei, c + d · S2

)
. (3.3)

Different variables require a different choice of distribution, for example, wind speeds are
restricted to positive values and exhibit a skewed distribution, and EMOS can be easily extended
to these other distributions [94].
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Figure 3.2.: An overview of the four post-processing strategies: No post-processing (Raw) where the
input ensembles are directly used to generate the final target ensembles. Post-processing
only the forecast target ensembles (One Step-T), where only the ensembles generated via the
forecasting method are post-processed. Post-processing only the weather ensembles (One
Step-W), where only the input ensembles are post-processed before being used as inputs into
the forecasting method and the output is not post processed. Post-processing both weather
and forecast target ensembles (Two Step-WT), where both the inputs and outputs are post-
processed. Post-processed ensembles are identified in the via the distribution plotted on the
right hand side of the ensemble plot, whilst raw ensembles do not contain this distribution.

3.2.2 Strategies

We now focus on the different post-processing strategies for probabilistic forecasts of time
series that are affected by meteorological uncertainty. Figure 3.2 provides an overview of the
forecasting process given the four different strategies, and we introduce each strategy in detail in
the following.

Raw The Raw strategy serves as our benchmark and does not include any form of post-processing.
All available M ensemble members from the EPS are fed through the same forecasting model
individually, resulting in an ensemble of target forecasts with M members. This strategy assumes
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that the probabilistic forecasting model can account for the bias in the EPS and, therefore, no
post-processing is required.

One Step-T In the One Step-T strategy, post-processing is applied once for the final forecast
target ensemble. This strategy assumes that post-processing the forecast target ensembles also
accounts for the biases in the weather ensembles. We again start with the M raw ensemble
members and feed them individually through the forecasting model. In contrast to the Raw
strategy, the resulting forecast target ensemble is post-processed.

One Step-W In the third strategy, One Step-W, we post-process only the weather ensembles.
Thus, instead of using the raw ensembles, as for the two previous strategies, we post-process the
ensembles and then draw M independent samples from each of the resulting calibrated weather
distributions. Whilst independent sampling ignores possible dependency structures between
weather variables, we analysed these dependency structures and determined that restoring them
via Ensemble Copula Coupling (ECC) has no noticeable effect on the results.1 Therefore, we
only consider a simple independent sampling method for this chapter. Furthermore, we select M

samples to replicate the number of raw ensembles available. Since we consider multiple weather
quantities as input (e.g. wind speed, temperature, etc.), we post-process each of these quantities
separately, selecting a probability distribution that suits the considered weather quantity and
applying EMOS. Overall, the One Step-W strategy assumes that all biases in the target time series
forecast can be eliminated by accounting for the biases in the weather ensembles. Although this
strategy is also classified as a one-step strategy, the number of post-processing steps depends
on the number of different weather quantities considered as input since each of these weather
quantities is a separate EPS that is post-processed separately.

Two Step-WT In the fourth strategy, Two Step-WT, both the weather ensembles and the ensemble
of target forecasts are post-processed. This strategy relies on the assumption that neither of
the one-step approaches can sufficiently account for all biases in the models and data, and the
forecasts should be post-processed at all stages in the forecasting process. Thus, the two one-step
strategies are coupled together, where we first apply the procedure described for One Step-W to
the weather ensembles and then One Step-T to the ensemble of target forecasts.

3.3 Experimental Setting

We consider the use case of wind power forecasting to evaluate the four ensemble post-processing
strategies. In this section, we introduce this setting by first describing the data used in Sec-
tion 3.3.1 and Section 3.3.2. We then describe the forecasting models applied in Section 3.3.3,

1For detailed results and analysis see Phipps et al. [2].
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Table 3.1.: Configuration parameters used to generate the wind power time series with the Renew-
able.ninja API. [1]

Onshore Benchmark Offshore Benchmark

Coordinates 51.0°N, 10.5°E 54.5°N, 6.0°E
Time Span 01-02-2017 – 31-08-2018 01-02-2017 – 31-08-2018
Capacity 130 MW 400 MW
Turbine Height 95m 90m
Turbine Type Vestas V90 2000 Gamesa G128 5000
Similar Real Windpark Windfeld Wangenheim-Hochheim- BARD Offshore I

Ballstädt-Westhausen

before discussing how EMOS was implemented in Section 3.3.4. Finally, we introduce the
evaluation metrics considered in Section 3.3.5.2

3.3.1 Benchmark Data

Due to the lack of open source wind power data for specific wind parks, we generate benchmark
wind power using the Renewables.ninja API3. Staffell and Pfenninger [116] verify the simulation
and bias corrections implemented in the Renewables.ninja API are capable of reproducing
accurate wind power time series. We replicate two real German wind power parks, one onshore
and one offshore. Table 3.1 shows the parameters which we use, where we selected turbines with
similar characteristics to those installed using the wind turbine database4.

We use The International Grand Global Ensemble (TIGGE) archive5 to access open-source ensem-
ble weather data. TIGGE archive is a result of The Observing System Research and Predictability
Experiment, which aimed to combine ensemble forecasts from leading forecast centres to improve
probabilistic forecasting capabilities [117]. The archive includes a limited sample of the ECMWF
ensembles from October 2006 until 2021. The limitations are placed on the available forecast
horizons (only in steps of 6h instead of 3h in the licensed version of the EPS), the number of
weather variables (e.g. wind speed and wind components are only available at the height of
10m and not also at 100m) and a reduced spatial resolution compared to the operational EPS.
TIGGE archive is publicly accessible, and data can be downloaded through the MARS API. We
use weather data for the same locations as the synthetically generated wind power data (see
Table 3.1). We include the parameters temperature at two meters above ground, surface pressure,
u-Component and v-Component of wind at 10m, and wind speed for the period from February
2017 until August 2018. The limited period of data available is due to damaged tapes in TIGGE
archive, which affected all ensemble data, and the aforementioned period is the longest available
with continuous weather data at the time of writing. For the ground truth historical weather data,
we use the ERA5 reanalysis data [118]. This data is accessed via the Copernicus Climate Data

2Code to replicate results of this chapter is available via GitHub: https://github.com/KIT-IAI/
EvaluatingEnsemblePostProcessing.

3www.renewables.ninja.
4https://en.wind-turbine-models.com/turbines
5https://apps.ecmwf.int/datasets/data/tigge/
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Figure 3.3.: A map of Sweden with the four bidding zones shown through the border lines. The blue
circles indicate the distribution of wind turbines. The figure is adapted from Olauson and
Bergkvist [119] and taken from Phipps et al. [1].

Store (CDS) API6. Here, the same locations and identical parameters are included. When working
with the benchmark data set, we use data from the year 2017 for training and the remainder of
the data (01.2018-08.2018) for evaluation.

3.3.2 Swedish Data Set

The second data set we use contains data from the Swedish electricity system. The Swedish
electricity system is divided into four sub-areas or bidding zones [120]. The division of the
electricity system into sub-areas has several purposes [121]. One purpose is to create regional
price differences between the sub-areas. This is an incentive for cost-effective further development
of the electricity system, as new power plants will be built where there is an electricity shortage.
Another purpose is that state-owned Svenska Kraftnät, which operates the national grid, should
receive indications about where the national grid needs to be strengthened to transfer enough
electricity to the other sub-areas. A third purpose is to comply with EU legislation and facilitate the
continued integration of the Swedish electricity system with the European electricity market.

In the present chapter, we focus on the area in bidding zones 3 and 4 for two reasons. Firstly,
most wind power generation occurs in these two bidding zones (see Figure 3.3). Secondly,
these are the two bidding zones in Sweden that are sometimes faced with a lack of electricity
[121]. Whilst in northern Sweden, the supply of electricity is normally greater than the demand,
transmission capacity between the north and south of Sweden is not always sufficient to transfer
the demanded electricity, and this can lead to bottlenecks [121].

Weather data for bidding zones 3 and 4 consists of the ECMWF EPS (Molteni et al. [88]) and
also the ERA5 reanalysis data C3S [118]. We use the EPS as the foundation for probabilistic

6https://cds.climate.copernicus.eu
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Table 3.2.: A summary of the key characteristics of the weather data available for the use case in Sweden.
[1]

Characteristic Notes

Temporal Dimension 05.01.2015 – 31.08.2019
Spatial Dimension 11°E – 19.5°E

54°N – 62.5°N
Spatial Resolution Grid resolution of 0.25°× 0.25°
Forecast Time Forecasts for up to 24h ahead made at 00:00:00
Forecast Horizon One step ahead forecasts for 3h, 6h, 9h, 12h, 15h, 21h and 24h
Weather Variables 100m u-component of wind, 100m v-component of wind, 100m wind

speed, 2m temperature, surface pressure

Table 3.3.: A statistical summary of the wind power generation data for both benchmark data sets and
for bidding zones 3 and 4 in Sweden. [1]

Onshore Benchmark Offshore Benchmark Bidding Zone 3 Bidding Zone 4

Minimum 0.13 MW 1.2 MW 3 MW 2 MW
1st Quartile 11.31 MW 125.6 MW 278 MW 167 MW
Median 23.53 MW 236.8 MW 568 MW 352 MW
Mean 29.12 MW 223.9 MW 670.96 MW 447.55 MW
3rd Quartile 40.04 MW 333.2 MW 967 MW 664 MW
Maximum 128.83 MW 385.6 MW 2246 MW 1463 MW

forecasting methods and again use the ERA5 reanalysis data as the ground truth for the post-
processing. Table 3.2 summarises the key aspects of the data. The weather data available is
in a grid-based format. This means atmospheric models are used to create a NWP for certain
geographical grid points on Earth. Since we are not considering a single wind park but looking at
the aggregated wind power generation for each bidding zone, we considered all of these grid
points as a weighted average. The weighted average is calculated as follows: Firstly, each data
point is sorted into the appropriate bidding zone based on the geographical specifications (see
Figure 3.3), and then a weighted average of every point is calculated. Due to a lack of accurate
location data for various wind turbines in Sweden, a rudimentary weighted average method is
used; areas with a high concentration of wind turbines are given double weighting, whilst those
areas with a lower concentration only receive a standard weight. As seen in Figure 3.3, the
doubly weighted areas include a central area in bidding zone 3 and the coastal areas in bidding
zone 4.

The wind power generation data is available through the open-source transparency platform
operated by the European Network of Transmission System Operators (ENTSO-E) [122]. The
transparency platform provides aggregated onshore wind power generation data at an hourly
resolution from 05.01.2009 until the present. This data is aggregated for each bidding zone in
Sweden (zones 1-4), where we consider bidding zones 3 and 4 in the present chapter. We use
data from 2015-2017 for the training of our models and then from 01.2018-08.2019 for the
evaluation. Table 3.3 provides a statistical summary of the wind power generation data collected.
The data collected is the raw wind power generation in Megawatt and is therefore affected by
structural changes such as increased capacity, outages due to maintenance, and upgrades to wind
turbines.
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3.3.3 Forecasting Model

We aim to evaluate ensemble post-processing at different stages in the forecasting process, thus,
we also need an appropriate wind power forecasting model. This forecasting model should
represent the relationship between the different weather variables and the wind power and,
in contrast to a manufacturers wind power curve model, can be estimated regardless of the
turbine type and for aggregated wind power values (e.g. the sum of wind power from a large
region with an unknown number of wind turbines). Since we focus on the comparison of
different post-processing strategies and not raw forecast accuracy, we want the models to be
simple, common in the literature, and lightweight with respect to parameter optimisation and
computation time. Research has shown that post-processing generally improves regression results,
even when deep learning methods are applied, see e.g. Kuleshov et al. [123], and therefore,
we expect the post-processing performance to be similar independent of the model chosen. We,
therefore, choose one linear model, namely a linear regression [124], as a simple benchmark
model and one more complex non-linear model, namely a random forest [125].7 In the following,
we describe these two models and our forecasting strategy.

Linear Regression The linear regression model, which we use to forecast the wind power given
the time series from different meteorological variables as input, can be described with

yt+h = β0 + αyt+h−24 +
K∑

k=1
βkW k

t+h +
J∑

j=1
γjDj

t+h + εt+h, (3.4)

where yt is the dependent variable, which in this case is the wind power, yt−24 is the actual wind
power a day before, W k are time series for different meteorological variables, including wind
speed, the u-component of wind, the v-component of wind, surface pressure, and temperature,
and Dj are variables containing temporal information, including the season, the month, and
the year. The models are fitted for each forecast horizon h = h1, . . . , hH with hH ≤ 24, using
actual historical weather data in order to describe the real relationship among the variables
and remove any bias fitting on historical weather forecasts or ensembles could introduce. Each
ensemble e1 . . . eM from the EPS is then used in a separate prediction run for each forecast
horizon to generate an ensemble of wind power predictions with the previously fitted regression
coefficients

ŷt+h(e1, . . . , eM ) = β̂0 + α̂yt+h−24 +
K∑

k=1
β̂kŴ k

t+h(e1, . . . , eM ) +
J∑

j=1
γ̂jDj

t+h + ε̂t. (3.5)

Random Forest In order to better account for non-linear dependencies, we also implement a
random forest. Random forests are a statistical learning method and are additionally to their
ability to model non-linearity, also robust to errors when unnecessary predictors are included.

7To assess the robustness of our results we also consider an alternative linear regression model based on Zhang and
Wang [126] and a simple artificial neural network as an alternative non-linear forecasting model. These models
and the associated results are described in Appendix A.
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Random forests create several de-correlated regression trees to form a collection of solutions.
These de-correlated trees are fitted by selecting a subset of features at each candidate split. The
final prediction is then the average over all regression trees. We use a random forest with 500
trees and the same input variables as for the linear regression to predict the wind power. Giving
the random forest the full set of available input variables, specifically multiple weather features,
allows it to automatically identify the most important features and generate accurate forecasts.
The parameters of the random forest are, equivalently to the linear regression, estimated using
the historical values, while the probabilistic ensemble forecasts are generated by running the
forest on each ensemble member.

Forecasting Strategy The forecasting strategy is the same, regardless of the specific forecasting
model. Given the forecast origin, we use weather forecasts Ŵ k

t+h from the EPS to predict the
wind power ŷt+h for each of the forecast horizons h (between 3h and 24h and determined by the
temporal resolution of the EPS). Additionally, to the weather variables, we also include historical
wind power generation from 24h before the prediction time and dummy features Dj

t+h, such as
the time of day or month. Since the historical weather observations are implicitly included in the
NWP model and the calibration process relies on these observations, we do not include historical
weather information as a specific input for our prediction models. All forecasting models are
implemented in R, and for the random forests, we use the randomForest package8. We apply the
forecasting strategy explained above for every post-processing strategy shown in Section 3.2.2,
such that the forecasting strategy does not influence our comparison.

3.3.4 EMOS Implementation

To estimate the EMOS coefficients, we follow Gneiting et al. [94] and use a minimum Continuous
Ranked Probability Score (CRPS) (see Equation (2.12)) estimation based on the minimum
contrast estimation approach. Gneiting et al. [94] show that the CRPS can be expressed as an
analytical function, and the EMOS coefficients that minimise the CRPS can be found through the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm.

To apply EMOS to our wind power ensemble, we assume a truncated normal distribution for the
wind power using N +

[0,∞)(µ, σ2), with location µ = a + bē and scale σ2 = c + dS2 as an affine
function of the ensemble variance S2 = 1

M

∑M
i=1 (ei − ē)2 [93]. We fit the ensemble of wind

power forecasts to the historical wind power generation using a rolling EMOS approach, where
the parameters are estimated every day based on the past 40 days. As an alternative, we also
consider a gamma distribution for the wind power. For simplicity, this chapter focuses on the
results using the truncated normal distribution, with the almost identical gamma distribution
results presented in Appendix A.

Each weather variable is considered separately for the post-processing of the weather ensembles.
For each of these weather variables, we use EMOS with a rolling training window to estimate

8https://cran.r-project.org/web/packages/randomForest/randomForest.pdf
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the parameters for the appropriate distributions. We use the distributions as suggested by
Gneiting [93], thus a normal distribution for temperature, a normal distribution for the u-
and v-components of wind, and a truncated normal distribution or a gamma distribution for
wind speed.9 Given these distributions, we draw M independent random samples from each
distribution to form calibrated weather ensemble forecasts. We then feed these sampled ensemble
members through the forecasting model, resulting in an ensemble of wind power forecasts.

3.3.5 Evaluation Metrics

To evaluate the post-processing strategies, we consider the performance of the probabilistic
forecasts resulting from the different strategies and their calibration. In this section, we briefly
introduce the evaluation metrics used to assess this performance and calibration.

Performance To assess the forecast performance, we calculate the average CRPS over all time
steps as defined in Equation (2.12). Furthermore, since we are mainly interested in a fair
comparison of our post-processing strategies, we also calculate the CRPS Skill Score (CRPSS).
This score measures the improvement in CRPS when compared to a given benchmark model.
In our case, the CRPSS is calculated for all post-processing strategies with respect to the Raw
strategy as the benchmark, i.e.

CRPSS = CRPSRaw − CRPSStrategy

CRPSRaw
· 100, (3.6)

where the CRPSS is given as a percentage, with positive results indicating an improvement.

Calibration The aim of post-processing and using EMOS is to obtain calibrated forecasts. To
check whether a forecast is calibrated, we look at the probability integral transform (PIT) [127].
If F denotes a fixed, non-random predictive Cumulative Distribution Function (CDF) for an
observation Y , the PIT is the random variable ZF = F (Y ). If F is continuous and Y ∼ F then ZF

is standard uniform. Thus, ideally, the PIT from the given forecast is uniform. In the discrete case,
where we do not have a CDF but instead multiple ensemble members, the PIT can be described
by the verification rank histogram [128]. The verification rank histogram contains multiple bins
formed from two ordered neighbouring ensemble members. Since the verifying ensembles are
equally likely to fall within any of these bins in an ideal ensemble system, a rank histogram is
also ideally uniform. Figure 3.4 sketches the key information in these histograms. If the post-
processing is successful and the forecasts are calibrated, then we observe a uniformly distributed
histogram. If the forecasts are underdispersed (i.e. they underestimate the true spread), then
there are more observations in the outlying bins, and if the forecasts are overdispersed, there is
more mass in the middle of the histogram (i.e. the forecast overestimates the true spread).

9Again, the gamma and truncated normal distribution delivered similar performance. For simplicity, we focus on the
results from the truncated normal distribution in this chapter and report full results in Appendix A.
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Underdispersion Calibrated Overdispersion

Figure 3.4.: A sketch illustrating how to interpret PIT/ verification rank histograms. The ensembles are
underdispersed if there is more mass in the outer bins (left diagram) and overdispersed
if there is more mass in the central bins (right diagram). Well-calibrated ensembles are
uniformly distributed (middle diagram).

3.4 Evaluation

In this section, we evaluate the four post-processing strategies using the previously introduced
setting of wind power forecasting. We start with the results for the benchmark data set (Sec-
tion 3.4.1) before reporting the results for the Swedish data set (Section 3.4.2). This section
only presents the results of different post-processing strategies using only the truncated normal
distribution, with the results of further experiments with different distributions reported in
Appendix A.

3.4.1 Benchmark Data

We first perform the different post-processing strategies on the benchmark data set and evaluate
forecasting performance for both forecasting models with varying forecast horizons. Table 3.4
summarises the mean CRPS for the onshore and offshore benchmark data set with the best
value highlighted in bold. We first observe that for every model and forecast horizon, at least
one post-processing strategy performs better than the Raw strategy. Furthermore, for almost
every model and every forecast horizon, either the One Step-T or Two Step-WT post-processing
strategy results in the lowest CRPS. Which of these two post-processing strategies performs
best depends both on the forecasting model used and the forecast horizon considered. For the
offshore benchmark, for example, the Two Step-WT strategy is almost always better for the linear
regression, whilst the One Step-T is always better for the random forest.

These results are further confirmed by Figure 3.5, which plots the CRPS skill score for each
post-processing strategy across all forecast horizons. Considering the CRPS skill score, we can
easily see that post-processing almost always leads to an improvement in CRPS when compared
to the Raw strategy. The improvement depends on the forecast horizon, the forecasting model,
and the data set but is typically between 5% and 15%. The noticeable exception is the One
Step-W strategy, which, with the random forest on the offshore benchmarks, leads to worse CRPS
performance for two of the considered forecast horizons.
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Table 3.4.: Summary of mean CRPS on the test data for the benchmark data sets and for the linear
regression (LR) and random forest (RF) on all forecast horizons. The best prediction for each
strategy, forecast horizon, and model is highlighted in bold. [1]

Data Set 6h 12h 18h 24h

LR Raw 3.91 5.60 5.67 6.08
LR One Step-T 3.53 4.88 5.71 5.76

LR One Step-W 3.81 5.26 5.51 5.90
Onshore LR Two Step-WT 3.48 4.97 5.68 5.77

Benchmark
RF Raw 3.98 5.34 5.68 5.84

RF One Step-T 3.61 4.63 5.64 5.38
RF One Step-W 3.97 4.53 5.78 5.83

RF Two Step-WT 3.67 4.34 5.64 5.70

LR Raw 18.98 23.51 25.46 24.11
LR One Step-T 17.92 22.23 24.85 23.44

LR One Step-W 18.74 23.31 24.51 23.88
Offshore LR Two Step-WT 17.30 22.08 24.28 23.49

Benchmark
RF Raw 20.77 23.80 25.00 25.54

RF One Step-T 19.47 22.15 24.24 23.83
RF One Step-W 21.45 23.22 25.41 24.93

RF Two Step-WT 20.47 22.43 25.56 24.08

We next take a closer look at the calibration by considering PIT and verification rank histograms
from our post-processing strategies. For brevity’s sake, we focus on the onshore data set and
pick a forecast horizon of 12h.10. First, we consider the uncalibrated weather EPSs in Figure 3.6.
Each of these weather ensembles is underdispersed. The speed, temperature, and u10-wind rank
histograms appear almost identical, with many observations in the lower left-hand bin, whilst the
v10-wind also has many observations in the upper right-hand bin. Next, in Figure 3.7, we plot the
PITs for the same weather ensembles after post-processing. We clearly observe an improvement
in calibration. The speed, temperature, and u10-wind ensembles have almost perfectly uniform
PITs. Only the v10-wind EPS demonstrates slight overdispersion.

Finally, we compare the calibration of the final wind power ensembles generated from the
different post-processing strategies in Figure 3.8. The ensemble resulting from the Raw strategy
is clearly underdispersed. Further, we observe that the ensemble from the One Step-T strategy is
the most calibrated, with the associated PIT almost perfectly uniform. The calibration of the One
Step-W strategy is also poor, with the resulting ensemble clearly underdispersed. Finally, the Two
Step-WT strategy results in the second-best calibrated ensembles. Although not perfectly uniform,
the resulting PIT is not obviously over- or underdispersed.

3.4.2 Swedish Data

For the Swedish data set, we also first consider the mean CRPS in Table 3.5 for each model
and each forecast horizon. Again, we observe that the Raw strategy is never the best strategy,

10The other data set, forecasting model, and forecast horizons led to similar results and are, therefore, not presented
in detail.
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Figure 3.5.: The CRPS skill score plotted against the forecast horizon on the test data for the onshore
benchmark (top figure) and the offshore benchmark (bottom figure). Positive values indicate
an improvement over the Raw strategy in percent. In general, post-processing improves
forecasting performance, although only post-processing the weather has little impact or
performs slightly worse.

(a) Speed (b) Temperature (c) U10-Wind (d) V10-Wind

Figure 3.6.: An overview of the uncalibrated weather ensembles from the onshore data set used as inputs
for our post-processing strategies. All weather ensembles are clearly underdispersed.

regardless of the forecasting model or horizon. Second, for both bidding zones in Sweden,
the One Step-W is also never the best-performing post-processing strategy. Instead, for both
forecasting models, data sets, and all forecasting horizons, either the One Step-T or Two Step-WT
strategy performs best. In many cases, their performance is very similar or even identical.

These results are confirmed by considering the CRPS skill scores plotted in Figure 3.9. Again, we
compare the improvement in CRPS with different post-processing strategies by using the Raw
strategy as a baseline. These plots highlight several points. First, the One Step-W can sometimes
be detrimental, leading to an increase in CRPS of up to 20% on the bidding zone 3 data set.
Furthermore, on the bidding zone 3 data set, the post-processing strategies One Step-T and Two
Step-WT, perform almost identically. Both strategies always lead to an improvement, and this
improvement in CRPS can be as large as 40%, whilst not often dipping below 20%. Regarding
bidding zone 4, the results are similar, if not as extreme. The One Step-T and Two Step-WT
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(a) Speed (b) Temperature (c) U10-Wind (d) V10-Wind

Figure 3.7.: An overview of the calibrated weather ensembles from the onshore data set that are used
as inputs into the forecasting models. All weather ensembles are far more calibrated than
before.

(a) Raw (b) One Step-T (c) One Step-W (d) Two Step-WT

Figure 3.8.: An overview of the wind power ensembles resulting from the different post-processing
strategies on the onshore data set. The One Step-T strategy results in the best-calibrated
ensembles.

strategies again result in clear CRPS improvements, whilst only calibrating the weather ensembles
in the One Step-W strategy leads to only slight improvements or slightly worse performance,
depending on the forecast horizon. Finally, for both data sets, we notice that although the mean
CRPS for different forecasting models (linear regression and random forests) are noticeably
different, the skill scores are very similar. This can be observed for all three of the post-processing
strategies.

3.5 Discussion

In this section, we briefly discuss the results of the evaluation of our post-processing strategies on
the use case of wind power forecasting, present a few limitations of the considered use case, and
mention some key insights.

Results The results of our evaluation show that post-processing always leads to more accurate
wind power forecasts. However, the choice of strategy is important. It appears that the most
important step is post-processing the final wind power ensembles since the two strategies which
include post-processing of this ensemble (One Step-T and Two Step-WT) outperform the other
strategies (One Step-W and Raw). This performance increase is noticeable in the lower CRPS
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Table 3.5.: Summary of mean CRPS on the test data for the use case in Sweden for the linear regression
(LR) and random forest (RF) on all forecast horizons. The best prediction for each strategy
and each forecast model is highlighted in bold. [1]

Data Set 3h 6h 9h 12h 15h 18h 21h 24h

LR Raw 57.84 78.46 81.03 79.75 86.20 89.05 89.06 93.33
LR One Step-T 47.30 55.99 62.01 67.39 67.31 64.36 67.17 68.00

LR One Step-W 64.51 86.61 90.05 87.27 96.89 99.55 97.95 98.99
Bidding LR Two Step-WT 47.08 55.32 62.04 65.56 66.86 63.70 67.05 65.83
Zone 3

RF Raw 60.71 71.31 69.72 67.74 73.39 82.01 83.67 88.09
RF One Step-T 46.08 50.28 55.09 55.96 55.17 53.44 57.83 58.86

RF One Step-W 69.96 79.95 78.21 76.50 82.77 90.38 91.47 91.15
RF Two Step-WT 45.20 49.92 55.48 54.27 55.36 53.95 57.34 57.24

LR Raw 41.75 49.91 50.93 63.17 63.85 53.27 51.46 51.21
LR One Step-T 36.17 41.60 43.15 49.68 53.51 47.86 45.92 43.69

LR One Step-W 41.91 51.20 51.85 57.17 61.52 52.86 51.24 48.86
Bidding LR Two Step-WT 35.78 41.24 43.38 50.61 54.43 47.50 47.15 43.14
Zone 4

RF Raw 36.97 41.33 40.74 50.67 51.60 45.54 42.26 39.41
RF One Step-T 34.33 38.25 39.30 44.60 48.02 44.28 41.72 38.18

RF One Step-W 36.81 42.91 41.94 46.51 51.16 46.24 43.16 38.31
RF Two Step-WT 33.52 38.25 39.21 43.95 48.08 44.74 42.04 37.33

scores and in the better-calibrated wind power ensemble. Furthermore, only post-processing the
weather (One Step-W) does not improve the forecast performance or ensemble calibration, and in
some cases, it even leads to a decrease in performance. Importantly, this is despite the One Step-W
leading to vastly improved calibration in the weather ensembles used as inputs to the forecasting
model. A possible explanation for this behaviour is that post-processing only the weather neglects
other bias sources for the wind power model. We train the models on historical data such that
they learn the true relationship between the variables, however, this makes it harder for the
forecasting model to properly propagate the uncertainty from the set of ensembles through the
model. Thus, despite the weather ensembles being well-calibrated after post-processing, this
information seems not to be accurately used by the forecasting model.

It is also worth noting that to enable comparisons across all strategies, we only consider a
sample size of 51, i.e. the number of raw ensembles, when drawing from the calibrated weather
ensembles. Although it is possible to vary the number of independently drawn samples, there are
two reasons why we conclude this will not have a noticeable effect on the results. Firstly, the
considered sample size of 51 is large enough to accurately approximate the estimated distribution
and, secondly, increasing the number of samples will also increase computational complexity and
could lead to poorer performance in subsequent calibration steps. However, a systematic analysis
of the effect of sample size could be interesting in future work.

Limitations The first limitation of our evaluation is that we only consider wind power forecasts.
Although we take different data sets and multiple forecasting models into account, the results of
our post-processing strategy evaluation should be verified in other use cases where the target
time series is affected by meteorological uncertainty. These time series could include solar power
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Figure 3.9.: The CRPS skill score plotted against the forecast horizon on the test data for both bidding
zone 3 (top figure) and bidding zone 4 (bottom figure) in Sweden. Positive values indicate
an improvement over the Raw strategy in percent. Post-processing the final power ensemble,
either directly or as part of a two-step process, improves the forecast. However, only post-
processing the weather ensemble leads to worse or similar forecast performance.

forecasting from photovoltaic or concentrating solar plants. Additionally, it may be interesting
to consider certain sales time series since the meteorological connection in these time series is
present but not as direct.

Second, we only consider EMOS as a post-processing method. Although EMOS is computationally
cheap and effective, it assumes a parametric distribution, which may be limiting. Currently,
modern machine learning approaches exist for ensemble post-processing, some of which are
non-parametric and, therefore, do not make any distribution assumptions. Therefore, it would be
wise to ratify our evaluation results with further non-parametric, post-processing methods.

Third, our evaluation only considered one-step-ahead forecasts for a single location or a broad
region. Although we took different forecast horizons into account, we did not explicitly account
for the temporal or spatial dependencies that occur for multi-step-ahead forecasts or when
forecasting multiple similar locations simultaneously. It would be interesting to consider multiple-
step-ahead forecasts either directly or by applying copulas to account for temporal dependencies
similar to Grothe et al. [129].

Finally, our post-processing strategies are based on standard point forecasting models that do
not learn the uncertainty in the EPS. Therefore, extending the evaluation to probabilistic models
capable of considering probabilistic inputs and then learning the uncertainty themselves would
be interesting.
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Insights The first major insight from our evaluation is that post-processing is important. Fur-
thermore, the post-processing strategy applied does affect the performance and calibration of the
resulting forecast target ensemble and, therefore, should not be neglected.

From our proposed post-processing strategies, One Step-T and Two Step-WT both perform well, and
in most cases, there is no noticeable difference between them. However, one factor differentiating
the two strategies is the number of post-processing steps required. When we apply the Two
Step-WT strategy, we need to post-process all weather inputs (in the case of the wind power use
case, this is four, but in more complicated models, this number may increase). Once this post-
processing is complete, we generate a probabilistic forecast based on these calibrated weather
ensembles and are again required to process the resulting ensembles. The One Step-T strategy,
on the other hand, involves only one post-processing step, irrespective of how many weather
inputs the model includes. Although EMOS’ computational complexity is low and multiple
post-processing steps are still feasible, One Step-T is a more computationally efficient strategy
that achieves similar forecasting accuracy. Therefore, our initial evaluation suggests that the last
post-processing step has the largest impact on forecast performance and calibration and, due to
its superior computational efficiency, should almost always be selected.

3.6 Conclusion

The present chapter aims to link the meteorological uncertainty explicitly contained in an
Ensemble Prediction System (EPS) to target time series affected by this uncertainty. To achieve
this connection, we evaluate four ensemble post-processing strategies to determine at which
stage this post-processing is the most useful for probabilistic forecasts based on EPS input. More
specifically, we identify four post-processing strategies that can be applied; (1) no post-processing
(Raw), (2) a one-step strategy with post-processing of the resulting target forecast ensemble (One
Step-T), (3) a one-step strategy with post-processing of the weather ensembles (One Step-W), and
(4) a two-step strategy with both post-processing of the weather ensembles and the resulting
target forecast ensembles (Two Step-WT). These strategies are evaluated using the Ensemble
Model Output Statistics (EMOS) post-processing method and two different forecasting models,
namely a linear regression and a random forest. We compare the results on four data sets, two
synthetic benchmarks and two bidding zones from Sweden. Results show that post-processing
generally improves performance, specifically when the wind power ensemble is post-processed.
One Step-T and Two Step-WT deliver similar results in terms of Continuous Ranked Probability
Score (CRPS) and CRPS Skill Score (CRPSS) performance, but since it requires significantly fewer
post-processing steps, the One Step-T strategy is preferred.

Given these initial positive results, future work should extend the evaluation to other time series
affected by meteorological uncertainty. Furthermore, our evaluation should be ratified by further
ensemble post-processing methods, specifically, machine learning-based non-parametric methods.
It may also be interesting to consider multi-step-ahead forecasts and multiple locations to include
spatial and temporal dependencies in the evaluation. Ensemble Copula Coupling (ECC) or similar
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may account for such dependencies. Finally, the current methods use traditional forecasting
methods, which do not appear to be able to learn the uncertainty in the data. Therefore,
approaches that learn this uncertainty in the weather ensembles and directly propagate it to a
probabilistic forecast should be investigated.

48 Chapter 3 Probabilistic Forecasts from Meteorological Uncertainty



Probabilistic Forecasts from the
Underlying Data

4

The content of this chapter is based on:

K. Phipps et al., “Generating probabilistic forecasts from arbitrary point forecasts using a
conditional invertible neural network”, Applied Intelligence, 2024. DOI: https://doi.org/
10.1007/s10489-024-05346-9.

In the previous chapter, we quantified uncertainty by explicitly linking the meteorological
uncertainty to the uncertainty in the target time series. However, this approach was limited to
time series that are affected by meteorological conditions, and probabilistic forecasts are required
to quantify the uncertainty associated with any prediction of the future [71], [130], not just those
affected by the weather. Therefore, in the present chapter, we consider a general methodology for
quantifying uncertainty that can also be applied to time series not dependent on meteorological
conditions. Probabilistic forecasts of such time series are necessary for numerous applications,
such as stabilising energy systems [131], managing congestion in traffic systems [132], or sizing
servers of web applications to cope with peak web traffic [133]. However, despite this necessity
for probabilistic forecasts, many modern forecasting methods still generate point forecasts [134].
Although many recent machine learning libraries offer support for probabilistic loss functions
to simplify the generation of probabilistic forecasts, this does not take advantage of the existing
point forecast model, which may be well-trained and designed for a specific application.

One solution to overcome this challenge is to generate probabilistic forecasts based on these
existing point forecasts. For many years, such forecasts have been generated by analysing
the residual errors of the point forecast and creating prediction intervals around the point
forecast based on the standard deviation or quantiles of these errors [20], [135]. Moreover, such
probabilistic forecasts can be generated by using machine learning methods exploiting the residual
errors [136], [137], by applying the Bayesian theory of probability to a point method [138], or
by considering Monte-Carlo sampling methods [139]. Although these methods may be effective,
they also have various limitations. For example, the prediction interval-based approaches can
only generate prediction intervals as probabilistic forecasts, while machine learning methods
depend on the point forecast and must be retrained if the point forecast is altered. Ideally, such
probabilistic forecasts should be generated directly from arbitrary point forecasts and should not
require retraining if the point forecast changes.

Therefore, in the present chapter, we present a novel approach that generates probabilistic
forecasts from arbitrary point forecasts by using a Conditional Invertible Neural Network (cINN)
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to learn the underlying distribution of the time series data. Since time series have an inherent
component of randomness [20], we aim to use this uncertainty within the distribution of the
time series data to generate probabilistic forecasts. However, the underlying system responsible
for this uncertainty generates observations of an unknown probability distribution. Therefore,
with our approach, we first map this unknown probability distribution of the time series data
to a known and tractable distribution by applying a cINN. Then, we use the output of a trained
arbitrary point forecast method as an input to the trained cINN and consider the representation
of this forecast in the known and tractable distribution. We then analyse the neighbourhood of
this representation in the known and tractable distribution to quantify the uncertainty associated
with the representation. Finally, we use the backward pass of the cINN to convert this uncertainty
information into the forecast. In our approach, the cINN is trained independently of the point
forecast and, therefore, must not be retrained when the point forecast is altered.

Thus, in the present chapter, we introduce our approach and empirically evaluate it using different
data sets from various domains. The remainder of this chapter is structured as follows. First, we
present related work and highlight the addressed research gap in Section 4.1. In Section 4.2, we
then explain our approach in detail and highlight how we use a cINN to generate probabilistic
forecasts from an arbitrary point forecast. We detail the experimental setup in Section 4.3, before
presenting our results in Section 4.4. In Section 4.5, we discuss our evaluation and key insights.
Finally, we conclude and suggest possible directions for future work in Section 4.6.

4.1 Related Work

The approach introduced in the present chapter is closely related to two fields: work that
generates probabilistic forecasts based on point forecasts and work focusing on probabilistic
forecasts using a cINN. In this section, we discuss related work from both fields.

Generating Probabilistic Forecasts from Point Forecasts Determining the uncertainty associ-
ated with a point prediction is one of the key research areas of uncertainty quantification [140].
Many methods focus on generating probabilistic prediction intervals from existing point forecasts
by using the residual errors between the point forecast and the true value [20]. These prediction
intervals can be generated by assuming a Gaussian distribution of the errors [20], using the em-
pirical distribution of the errors [135], or considering nonconformity errors [141]–[143]. While
effective, these methods are designed to generate prediction intervals rather than approximate
the full probability distribution, which may be a limitation, particularly if these intervals are not
generated from a parametric distribution.

Similar approaches also use residual errors in combination with further machine learning algo-
rithms. Camporeale et al. [136], for example, train a neural network to forecast the standard
deviation of the residual errors and generate probabilistic forecasts as realisations of a Gaussian
distribution centred around the original point forecasts. Similarly, Wang et al. [137] use the

50 Chapter 4 Probabilistic Forecasts from the Underlying Data



residual errors from a point forecast to train a Generative Adversarial Network (GAN). This
trained GAN is then used to generate multiple residual scenarios, which are combined with the
point forecast to form probabilistic forecasts. The main limitation of both approaches is that the
additional machine learning models used to predict the uncertainty (i.e. standard deviation or
residual scenarios) depend on the selected point forecast [136], [137]. Therefore, these machine
learning models must be retrained whenever the point forecast is altered.

Further approaches include a Bayesian method involving assumed priors [138], [144], [145],
integrating uncertainty into the prediction via an ensemble of predictions [74], [146], and
considering uncertainty through Monte Carlo sampling approaches or similar [139], [147], [148].
The main limitation of these approaches, apart from the assumption regarding the Bayesian prior,
is the computational complexity resulting from sampling or generating a large ensemble pool.

Probabilistic Forecasts using cINNs To generate probabilistic forecasts, cINNs, also referred to
as normalising flows [149], are combined with other machine learning methods. Arpogaus et al.
[150], for example, apply normalising flows to learn the parameters of Bernstein polynomials,
which are in turn used to generate a probabilistic forecast. Moreover, Rasul et al. [151] combine
normalising flows with recurrent neural networks to generate probabilistic forecasts. Normalising
flows are also combined with quantile regression networks and copulas [152], or used to generate
a conditional approximation of a Gaussian mixture model [153] to improve the accuracy of the
resulting probabilistic forecasts. Whilst these methods are all effective, they use cINNs to enrich
existing probabilistic forecasting methods but not to generate probabilistic forecasts.

An alternative method that directly uses normalising flows in the context of probabilistic forecasts
is to learn multi-dimensional distributions of electricity price differences to predict the trajectory
of intraday electricity prices [154]. Similarly, normalising flows may be applied multiple times to
generate scenario-based probabilistic forecasts [155]–[157], or to generate a proxy for weather
ensemble prediction systems based on numerical weather prediction models [158]. These
methods use the generative nature of normalising flows to generate multiple predictions drawn
from the same distribution. However, the forecasts are only probabilistic as an ensemble, with
each individual forecast still being a point forecast. Furthermore, these forecasts rely on the
assumption that the underlying learned distribution remains constant, and they do not always
consider external features. Finally, these methods all focus on directly generating probabilistic
forecasts and cannot be applied to generate probabilistic forecasts from existing point forecasts.

4.2 Generating Probabilistic Forecasts with a cINN

To generate probabilistic forecasts from arbitrary point forecasts, we directly apply the uncertainty
in the underlying time series. This uncertainty usually reflects the inherent randomness or
unpredictability of the measured underlying system. However, this underlying system typically
generates observations of an unknown distribution. To solve this challenge, we aim to find a
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Figure 4.1.: Overview of the application of our approach. Exogenous features and historical data are used
as inputs for an arbitrary base point forecaster. The resulting point forecast is combined with
exogenous features as inputs to a bijective mapping realised by a trained cINN. This mapping
generates a representation of the forecast in a known and tractable distribution. We analyse
the neighbourhood of this known and tractable representation to include uncertainty. Finally,
we map this representation back to the unknown distribution to generate a probabilistic
forecast. Note that the training of the approach is not shown. [3]

bijective mapping from the unknown distribution to a known and tractable distribution. Since
many time series are affected by exogenous features such as weather, this bijective mapping
should also be able to consider such exogenous features, as shown in Figure 4.1. With the mapping
g, we map a point forecast from the unknown distribution to its representation in a known and
tractable distribution. In the known and tractable distribution, we analyse the neighbourhood of
this representation and include uncertainty. Finally, we map this uncertainty information back to
the unknown distribution using the inverse mapping g−1 to generate probabilistic forecasts.

4.2.1 Including Uncertainty from the Underlying Distribution of the Data

In this section, we first demonstrate that a bijective mapping from an unknown distribution in a
known and tractable distribution exists. Given the existence of this mapping, we highlight the
equivalence of the uncertainty in the image and the inverse image of the considered mapping.
Finally, we describe how this mapping is realised with a cINN.

Bijective Mapping To introduce the bijective mapping, let us consider a times series y = {yt}t∈T

consisting of T observations as realisations of a random variable Y ∼ fY (y) with a Probability
Density Function (PDF) fY (y) in the realisation space Y. Furthermore, we have a bijective
mapping g : Y → Z from the realisation space Y to the space of the tractable distribution Z where
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y 7→ g(y, ◦) = z, and g being a continuously differentiable function.1 To calculate the PDF fZ(z)
in terms of fY (y), we can apply the change of variables formula [159], [160], i.e.

fZ(z) = fY (g−1(z, ◦))
∣∣∣∣∣det

(
∂g−1

∂z

)∣∣∣∣∣ , (4.1)

where ∂g−1

∂z is the Jacobian matrix. Since g is bijective, this equation describes a bijective mapping
from the unknown distribution fY (y) to the known and tractable distribution fZ(z). Therefore,
the change of variable formula provides us with the required mapping.

Equivalence of Uncertainty To show the equivalence of the uncertainty in the unknown distri-
bution and known tractable distribution when applying Equation (4.1), we show the equivalence
of quantiles in both distributions. To show this equivalence, we first consider the Cumulative
Distribution Function (CDF) of the random variable Z = g(Y, ◦) ∼ fZ(z), defined as

FZ(z) =
∫ z

−∞
fZ(u)du. (4.2)

If we use the expression for fZ(z) from the change of variables formula (Equation (4.1)) in the
definition of the CDF (Equation (4.2)), we obtain

FZ(z) =
∫ z

−∞
fY (g−1(u, ◦))

∣∣∣∣∣det
(

∂g−1

∂u

)∣∣∣∣∣ du, (4.3)

describing the CDF of FZ(z) in terms of the CDF FY (y). Since g is a continuously differentiable
function, we can apply integration by substitution to rewrite Equation (4.3) as

FZ(z) =
∫ g−1(z)

−∞
fY (v)dv = FY (g−1(z, ◦)), (4.4)

which is simply the CDF of Y evaluated at the inverse of g. Further, the quantiles z(α) of Z are
defined by the inverse of the CDF, i.e.

z(α) = F −1
Z (α) = inf z | FZ(z) ≥ α

= inf z | FY (g−1(z, ◦)) ≥ α

where inf refers to the infimum, the smallest value of z that fulfils the condition, and α ∈ (0, 1)
is the considered quantile. Consequently, if we know that the α quantile of FZ is z(α), then we
can also calculate the α quantile of FY as g−1(z(α), ◦) = y(α). From this follows an equivalence
between the quantiles of Z and the quantiles of Y , which implies an equivalence in the uncertainty.
Given the mathematical equivalence of the uncertainty in the two considered distributions, we
can include uncertainty in a tractable and known distribution fZ(z) and use the inverse mapping
g−1 : Z → Y to map this uncertainty to the original distribution fY (y).

1The function g can include further parameters apart from y, such as exogenous information. These further
parameters are indicated via ◦.
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Realising the Bijective Mapping To realise this bijective mapping g, we use a cINN [10], [149].
A cINN is a neural network that consists of multiple specially designed conditional affine coupling
blocks [149]. As shown by Ardizzone et al. [149], these coupling blocks ensure that the mapping
g : Y → Z learnt by the cINN is bijective. Furthermore, with the conditional information, the
cINN is able to consider additional information, such as exogenous features, extracted statistical
features from the time series, or calendar information, when learning the mapping [10]. As a
result, the cINN is designed to learn an approximation of fZ(z) and a mapping g, which is per
definition bijective, thus ensuring we can apply Equation (4.1) as described previously. Since
cINNs are designed to efficiently calculate the inverse of a function [149], a well-trained cINN
should be capable of learning the bijective mapping g, even if this mapping is non-trivial.

4.2.2 Applying our Approach

In the following, we describe how we realise the inclusion of uncertainty with a cINN.2 We
first detail how we train a cINN that learns the distribution of the underlying data. Second, we
describe how we use this trained cINN to generate probabilistic forecasts.

Training We use a cINN to realise the continuous differentiable function g described above. The
first input to this cINN is a segment y of the original time series, with the same length as the
forecast horizon. More specifically, we train our cINN with multiple time series segments, all with
the same length equal to the forecast horizon. In addition to this time series segment, we also
consider conditional information c as an input to the function g. This conditional information
always includes calendar features such as time of the day, and day of the week, but depending
on the time series may also include additional exogenous features that are available for the
forecast period. Thereby, the calendar information extracted from the time series is necessary
conditional information to account for the temporal dependencies of the time series, whilst the
exogenous features are optional. Furthermore, statistical features extracted from the time series
can also be included as conditional information. The aim of the training is to ensure that the
cINN learns the function g, so that resulting realisations z = g(y, c) follow a known and tractable
latent space distribution fZ(z). In our approach, we define this known and tractable latent space
distribution as a multi-dimensional Gaussian distribution, where the number of dimensions is
equal to the forecast horizon. Therefore, we apply the change of variables formula to derive the
loss function

LcINN = E
[

‖ g(y; c, θ) ‖2
2

2 − log | J |
]

+ λ ‖ θ ‖2
2, (4.5)

where J = det(∂g/∂y) is the determinant of the Jacobian, θ is the set of all trainable parameters,
and λ ‖ θ ‖2

2 is an L2 regularisation [10], [149].3 Training a cINN with this loss function results
in a network with the optimised parameters θ̂OPT and ensures that the realised latent space

2The implementation to replicate the results of this chapter is available via GitHub: https://github.com/KIT-IAI/
ProbabilisticForecastsFromArbitraryPointForecasts.

3Full details on the derivation of this loss function are presented in Ardizzone et al. [149].
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distribution fZ(z) achieves the best possible approximation of the desired multi-dimensional
Gaussian distribution [149]. Note that a base point forecaster must also be trained to apply our
approach. However, since our approach enables probabilistic forecasts based on arbitrary point
forecasts, this base point forecaster can be trained independently of the cINN, and the cINN must
not be retrained if the point forecast is altered. Importantly, the output of the base forecaster
must be a multi-horizon point forecast with the length of the forecast horizon, i.e. the length of
the output from the base point forecaster must match the length of the time series segments used
to train the cINN.

Forecasting To generate probabilistic forecasts, we begin with the H-step ahead point forecast
ŷt+H , which is the output of a base point forecaster. We combine this output with the associated
conditional information for that H-step ahead forecast ct+H and pass it on through the trained
cINN to obtain a latent space representation of the output, i.e.

ẑt+H = g(ŷt+H , ct+H , θ̂OPT). (4.6)

Given this latent space representation of the point forecast, we explore the uncertainty in the
neighbourhood of the forecast with

z̃i
t+H = ẑt+H + ri, i = 1, . . . , I, ri ∼ N (0, σ). (4.7)

Using Equation (4.7), we select a random noise ri from a standard normal distribution with mean
0 and variance σ and add this noise to the realisation ẑ. We define the variance used for the
sampling process σ as the sampling hyperparameter, which must be manually optimised using an
evaluation metric. Due to the equivalence of uncertainty in both spaces shown in Section 4.2.1,
we can process this perturbed sample via a backward pass of the cINN, i.e.

ỹi
t+H = g−1(z̃i

t+H , ct+H , θ̂OPT),

to obtain a perturbed sample in the realisation space ỹi
t+H . Based on the selected σ, we repeat the

sampling process I times to obtain multiple realisations of z̃i
t+H and, in turn, multiple realisations

ỹi
t+H that are all similar but not identical to the original forecast. If we combine all these samples

in a set Ŷ σ
t+H , i.e.

Ŷ σ
t+H =

⋃
i∈I

ỹi
t+H ,

then this set of realisations provides a representation of the uncertainty in the neighbourhood of
the forecast. Given this set, we calculate the quantiles which generates a probabilistic forecast
derived from the original arbitrary point forecast, i.e. ŷσ

t+H . It is important to note that the point
forecast input to the cINN and the probabilistic forecast output are multi-step ahead forecasts
with forecast horizon H. Therefore, the uncertainty is included in each multi-step forecast
simultaneously, and we do not have to consider temporal correlations within each forecast
explicitly.
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4.3 Experimental Setup

This section describes the experimental setup we use to evaluate our approach. We first introduce
the data used, before explaining the evaluation metrics. Furthermore, we describe the selected
base forecasters used to generate the point forecasts, introduce the benchmarks we compare our
approach to, and detail the implementation of the used cINN.

4.3.1 Data

We evaluate our proposed approach on four different data sets. The first data set is Electricity,
namely the UCI Electricity Load Dataset4 [161]. From this data set, we select the time series
MT_158 and resample it to an hourly resolution. The second data set, Price, contains zonal
electricity price data recorded at a single location at an hourly resolution and taken from the
electricity price track of the Global Energy Forecasting Competition 2014 (GEFCom2014) [162].
To evaluate our approach on a period longer than a single day, we combine data from all tasks
in the GEFCom2014 price track. Third, we consider a Solar data set which contains hourly
real-world solar power generation from a solar plant in Australia. This data set is taken from the
solar power forecasting track of the GEFCom2014 [162] and, again, we combine data from all
tasks to enable evaluation on a period longer than a day. The fourth data set, Bike, contains hourly
records of rented bikes from the UCI Bikesharing Dataset [161], [163].5 We normalise each of
the above data sets before creating separate train, validation, and test subsets. An overview of
these splits and the considered exogenous variables is presented in Table 4.1.

4.3.2 Evaluation Metrics

To evaluate our approach comprehensively, we consider the CRPS (see Equation (2.12)) as a
measure for probabilistic forecast quality. Furthermore, to evaluate the calibration of our forecasts,
we consider the Mean Absolute Quantile Deviation (MAQD) (see Equation (2.20)), and to measure
sharpness, we evaluate the normalised Mean β-PI Width (nMPI(β)) (see Equation (2.18)).
Furthermore, as a measure for the quality of the prediction intervals, we consider the Mean
Winkler (MW) score (see Equation (2.17)). In addition to the evaluation metrics for probabilistic
forecasts, we also evaluate the quality of the base point forecasters. To this means we consider
the Root Mean Squared Error (RMSE), which is given by

RMSE(y, ŷ) =

√√√√ 1
n

n∑
i=1

(yi − ŷi)2, (4.8)

with a true value yi, a forecast value ŷi, and n observations.

4https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
5https://archive.ics.uci.edu/ml/datasets/bike+sharing+dataset
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Table 4.1.: Overview of the data sets used including the exogenous features considered, and the used
train, validation, and test sets. [3]

Data Set Target Exogenous Features Train Validation Test

Electricity MT_158 Calendar Information1 [0, 14716] [14717, 21023] [21024, 26280]

Price Zonal Price
Calendar Information1,
Forecast Total Load,
Forecast Zonal Load

[0, 14541] [14542, 20773] [20774, 25968]

Solar POWER
Calendar Information1

SSRD2,
TCC3

[0, 11033] [11034, 15762] [15763, 19704]

Bike4 cnt

Calendar Information1,
Temperature,
Humidity,
Windspeed,
Weather Situation

[0, 9824] [9825, 14034] [14035, 17544]

1 Sine- and cosine-encoded time of the day, the sine- and cosine-encoded month of the year, and a
Boolean that indicates whether the current day is a weekend day or not.

2 Surface solar radiation downwards.
3 Total cloud cover.
4 To create a time index for this data, we merge the columns dteday and hr and deal with missing

values using linear interpolation.

4.3.3 Selected Base Forecasters

We evaluate our approach on four simple and two state-of-the-art point forecasting methods.
As simple base point forecasters we consider a Linear Regression (LR), a Random Forest (RF),
a Feed-Forward Neural Network (NN), and the eXtreme Gradient Boosting (XGBoost) Regressor.
The two state-of-the-art base point forecasters are Neural Hierarchical Interpolation for Time
Series Forecasting (N-HiTS) [164] and Temporal Fusion Transformer (TFT) [40]. We provide
implementation details for each of the selected base point forecasters in Table 4.2. As inputs,
all base forecasting methods receive 24 hours of historical information for the target time series
and exogenous features for the forecast horizon. The exogenous features comprise calendar
information and, depending on the data set, further exogenous variables, as shown in Table 4.1.
When combining the base forecasters with the cINN to generate probabilistic forecasts, we
manually select the σ that minimises the CRPS on the validation data set (see Table 4.3).

4.3.4 Probabilistic Benchmarks

To assess the quality of the probabilistic forecasts generated with our approach, we compare
them to multiple probabilistic benchmarks. These benchmarks can be classified into the following
two groups: probabilistic forecasts generated from existing point forecasts and directly generated
probabilistic forecasts. In the following, we introduce the benchmarks of both groups.
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Table 4.2.: Overview of the selected base forecasters used to generate point forecasts. [3]

Base Forecaster Classification Implementation Details Library Used

LR Statistical Default Hyperparameters SKlearn [165]

RF Statistical Default Hyperparameters SKlearn [165]

NN
Machine
Learning

Hidden Layers: 3
Layer Sizes: 90-64-32
Hidden Activation
Function: relu
Output Activation
Function: linear
Optimiser: Adam [166]
Batch Size: 100
Max Epochs: 100

Tensorflow [167]
Keras [168]

XGBoost
Gradient
Boosting

Default Hyperparameters XGBoost [169]

N-HiTS Deep Learning Default Hyperparameters PyTorch Forecasting3

TFT Deep Learning Default Hyperparameters PyTorch Forecasting3

1 https://pytorch-forecasting.readthedocs.io/en/stable/index.html

Table 4.3.: The selected sampling hyperparameter for each base forecaster and each data set used in the
evaluation. [3]

Data Set LR RF NN XGBoost N-HiTS TFT

Electricity 0.57 0.63 0.49 0.36 0.59 0.72
Price 0.73 0.98 0.92 0.48 0.69 0.76
Solar 0.14 0.77 0.21 0.45 0.22 0.44
Bike 0.54 0.97 0.57 0.46 0.33 0.36

Probabilistic Forecasts Based on Existing Point Forecasts The first group of probabilistic bench-
marks considers methods that generate probabilistic forecasts from existing point forecasts. All of
these benchmarks operate on a similar principle. They consider the empirical errors εi =| ŷi − yi |,
between the point forecasts ŷi and true values yi on a validation data set. These empirical errors
are then used to generate prediction intervals. The benchmarks differ in how these empirical
errors are used to generate prediction intervals. The first benchmark is the Gaussian Prediction
Interval (Gaussian PI). In this case, the empirical errors are assumed to be distributed according
to a Gaussian distribution and the prediction intervals are calculated based on the standard
deviation of these errors [20]. Second, we consider the Empirical Prediction Interval (Empirical PI).
This benchmark does not assume any parametric distribution but instead uses the empirical distri-
bution of these empirical errors to calculate the prediction intervals [135]. Finally, we consider a
Conformal Prediction Interval (Conformal PI). This benchmark, introduced for multi-horizon time
series forecasts by [141], calculates a critical nonconformity score for each of the empirical errors
and applies Bonferroni and finite sample correction to ensure temporal dependence across the
forecast horizon. These nonconformity scores are combined with the point forecast to generate
the prediction intervals [141].
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Table 4.4.: The architecture of the used cINN. [3]

Parameter Description

Layers per block Glow coupling layer and random permutation
Subnetwork in block Fully connected (see Table 4.5)
Number of blocks 5
Conditioning network Fully connected (see Table 4.5)

Direct Probabilistic Forecasts The second group of probabilistic benchmarks considers methods
that directly generate probabilistic forecasts. The first of these benchmarks is DeepAR [170],
which is an autoregressive recurrent neural network-based approach for probabilistic forecasting.
We implement DeepAR using the PyTorch Forecasting library6. The second benchmark method
is a Quantile Regression Neural Network (QRNN). It trains a NN to directly forecast selected
or multiple quantiles instead of the mean or median [171]. To realise the QRNN, we use a
separate simple feed-forward NN to forecast each of the selected quantiles training each NN
with the appropriate pinball loss function. The QRNN is implemented using TensorFlow [167]
with the Keras [168] library and the pinball loss function. The third benchmark method uses
the Nearest Neighbour Quantile Filter (NNQF) [172]. Similar to the QRNN, this method also
forecasts quantiles. However, instead of using a custom quantile loss function to directly learn
the quantiles, the NNQF finds similar values for each time step based on similarity in the target
variable to determine quantiles in the data. A forecasting method is then trained to predict these
calculated quantiles [172]. To realise the NNQF, we use a multi-layer feed-forward NN with one
output per quantile, which is implemented using sklearn [165] and pyWATTS [7].

4.3.5 Used cINN

In the evaluation, we use the same cINN architecture (see Table 4.4) for each of the considered
data sets. It is based on Generative Flow with Invertible 1 × 1 Convolutions (GLOW) coupling
layers that consider conditional input [173]. These GLOW layers consisted of an activation
normalisation layer, a 1 × 1 convolution layer, and an affine coupling layer first introduced by
Dinh et al. [174]. Each of these layers is designed to be reversible so that the resulting GLOW
layer is also reversible and the cINN can be trained in both directions [166], [174]. Similar
to Heidrich et al. [10], the conditional input is provided by a fully connected NN, which uses
the same exogenous information available to the base forecaster as conditional information
(see Table 4.1). We detail the implementation information for the used cINN in Table 4.4 and
Table 4.5. When training the used cINN, we apply the Adam optimiser with a maximum of 100
epochs. Furthermore, when sampling in the latent space to generate probabilistic forecasts, we
consider a sample size of 100. We implement the cINN in a pipeline with pyWATTS [7].

6https://pytorch-forecasting.readthedocs.io/en/stable/api/pytorch_forecasting.models.deepar.
DeepAR.html
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Table 4.5.: Implementation details of the subnetwork and the conditioning network in the used cINN. [3]

(a) Subnetwork.

Layer Description

Input [Output of previous coupling layer,
conditional information]

1 Dense 32 neurons; activation: tanh
2 Dense 24 neurons; activation: linear

(b) Conditioning network.

Layer Description

Input [Calendar information,
historical information,
exogenous forecasts if available]

1 Dense 8 neurons; activation: tanh
2 Dense 4 neurons; activation: linear

Table 4.6.: Comparison of the average RMSE on the test data set for each of the considered point
forecasters. The best values for each data set are highlighted in bold. [3]

Data Set Electricity Price Solar Bike

LR 0.5246 0.4118 0.3331 0.8565
RF 0.4601 0.4253 0.2891 0.9913
NN 0.4894 0.4499 0.3257 0.9227
XGBoost 0.4532 0.4090 0.2966 0.9258
N-HiTS 0.5329 0.4124 0.3686 0.6471
TFT 0.5134 0.3672 0.3366 0.5457

4.4 Evaluation

We evaluate our proposed approach in two steps. First, we compare the probabilistic forecasts
generated from our approach when using different base point forecasters. Second, we compare
our approach with existing probabilistic benchmarks. Throughout the evaluation for all data sets,
we only consider a forecast horizon of 24 h and always generate multi-step ahead forecasts.

4.4.1 Comparison of Different Base Point Forecasters

In this section, we compare the performance of the different base point forecasts in our approach.
First, we analyse the stand-alone performance of the point forecasters by reporting the average
RMSE (Equation (4.8)) over five runs in Table 4.6. In general, we observe that the best-performing
point forecast depends on the data set considered, with the performance of most point forecasters
varying noticeably across the data sets. However, the TFT performs most consistently, achieving
the lowest RMSE on two of the four data sets. In the remainder of this section we evaluate
the probabilistic forecasts generated when combining these point forecasts with the cINN by
comparing the forecast quality, the calibration, the sharpness, and the prediction intervals.
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Table 4.7.: The average CRPS calculated on the test data set for each of the considered base point
forecasters combined with the cINN over five runs. The best values for each data set are
highlighted in bold. [3]

Data Set Electricity Price Solar Bike

LR-cINN 0.3180 0.1641 0.1686 0.4481
RF-cINN 0.2339 0.1689 0.1056 0.4992
NN-cINN 0.2542 0.1721 0.1399 0.4493
XGBoost-cINN 0.2337 0.1565 0.1072 0.4561
N-HiTS-cINN 0.2844 0.1552 0.1705 0.3454
TFT-cINN 0.2588 0.1404 0.1233 0.2641

Table 4.8.: The average MAQD between the theoretical and forecast quantiles calculated on the test data
set for each of the considered base point forecasters combined with the cINN over five runs.
The best values for each data set are highlighted in bold. [3]

Data Set Electricity Price Solar Bike

LR-cINN 0.1360 0.0721 0.2079 0.1324
RF-cINN 0.1009 0.1246 0.0666 0.2023
NN-cINN 0.0886 0.1136 0.1780 0.1605
XGBoost-cINN 0.0811 0.0948 0.0431 0.1369
N-HiTS-cINN 0.0929 0.1010 0.1953 0.1236
TFT-cINN 0.0817 0.0959 0.1420 0.0945

Quality For each of the base point forecasters combined with the cINN, we report the average
CRPS across five runs in Table 4.7. We observe that the best-performing point forecaster combined
with the cINN depends on the data set considered, although the TFT base point forecaster
combined with the cINN results in the lowest CRPS on two of the four data sets. Furthermore, we
observe that all base point forecasters combined with the cINN perform similarly on the Electricity,
Price, and Solar data set, with the difference between the best and worst performing base point
forecaster never larger than 0.0801. However, for the bike data set the difference between the
TFT as the best performing base point forecaster when combined with the cINN, and the RF as
the worst performing base point forecaster is 0.2351. Therefore, not only the absolute result but
also the variance between the results can be data set dependent.

Calibration To analyse the calibration of the probabilistic forecasts generated by combining
different point forecasters with the cINN, we report the MAQD in Table 4.8. We observe that the
calibration performance again depends on the considered data set. The cINN combined with
XGBoost as a base point forecaster results in the lowest MAQD on two of the four data sets, whilst
using a LR as the base point forecaster results in the lowest MAQD on the Price data set, and the
TFT when combined with the cINN performs best on the Bike data set. Furthermore, the MAQD
varies noticeably between the data sets. On the Electricity and Price data sets, the difference in
MAQD between the best and worst base point forecaster when combined with the cINN is always
under 0.0549. However, on the Bike data set, this difference in MAQD is 0.1078, whilst on the
Solar data set the difference between the best and worst performing base point forecaster when
combined with the cINN is even larger at 0.1648.
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Table 4.9.: The average nMPI(β) calculated on the test data set for each of the considered base point
forecasters combined with the cINN for 1 − β = 98% and 1 − β = 70% over five runs. The
best values for each data set and β are highlighted in bold. [3]

Data Set Electricity Price Solar Bike
98% 70% 98% 70% 98% 70% 98% 70%

LR-cINN 1.2953 0.5653 0.4618 0.2043 0.8989 0.4146 1.1744 0.5085
RF-cINN 0.7795 0.3640 0.4619 0.2046 0.6268 0.2964 1.1179 0.4815
NN-cINN 1.0163 0.4571 0.5785 0.2530 0.8319 0.3821 1.1661 0.5014
XGBoost-cINN 0.8248 0.3803 0.4518 0.2022 0.7510 0.3362 1.1335 0.4915
N-HiTS-cINN 1.0811 0.4837 0.3741 0.1690 0.9315 0.4061 0.6906 0.3160
TFT-cINN 1.1376 0.5145 0.2893 0.1329 0.7408 0.3462 0.7051 0.3252

Table 4.10.: The average MW score calculated on the test data set for each of the considered base point
forecasters combined with the cINN over five runs. The best values for each data set are
highlighted in bold. [3]

Data Set Electricity Price Solar Bike

LR-cINN 30.0248 14.6476 10.7391 36.8567
RF-cINN 17.2494 13.9050 6.7742 35.9929
NN-cINN 21.5586 16.4061 9.3110 35.4235
XGBoost-cINN 19.4470 13.6459 7.3523 35.4601
N-HiTS-cINN 25.7098 12.5044 11.1579 27.2643
TFT-cINN 22.1819 11.1381 7.9020 22.0296

Sharpness We evaluate the sharpness of the probabilistic forecasts generated when combining
different base learners with the cINN by reporting the average nMPI(β) over five runs in Table 4.9.
As with the calibration results, we observe best-performing base point forecasters when combined
with the cINN depends on the data set. The RF, when combined with the cINN, achieves the best
nMPI(β) on two of the four data sets, whilst the TFT as the base point forecaster performs best
on the Price data set, and N-HiTS as the base point forecaster performs best on the Bike data set.
We again observe varying nMPI(β)s across the data sets, with the largest nMPI(β) of 1.2953 for
1 − β = 98% on the Electricity data set and the narrowest nMPI(β) of 0.1329 for 1 − β = 70% on
the Price data set.

Prediction Intervals We report the average MW score across five runs as a measure of the quality
of the prediction intervals generated by different point forecasters in Table 4.10. The performance
varies depending on the considered data set. Probabilistic forecasts generated when combining
the TFT with the cINN result in the lowest MW score for the Price and Bike data sets, whilst the
RF as the base point forecaster results in the lowest MW score for the Electricity and Solar data
sets. Regarding the MW scores, the performance varies noticeably depending on which base point
forecaster is used on all data sets except for the Price data set, where the performance is similar
for all base point forecasters when combined with the cINN.
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Table 4.11.: A comparison of the average CRPS when generating probabilistic forecasts based on existing
point forecasts. The average CRPS is calculated across five runs on the test data set, and the
best values for each base point forecaster in each data set are highlighted in bold. [3]

Data Point Forecaster cINN Gaussian PI Empirical PI Conformal PI

Electricity
XGBoost 0.2337 0.2993 0.2341 0.2339
N-HiTS 0.2844 0.3630 0.2840 0.2835
TFT 0.2588 0.3543 0.2658 0.2657

Price
XGBoost 0.1565 0.3496 0.1789 0.1786
N-HiTS 0.1552 0.2785 0.1713 0.1712
TFT 0.1404 0.2959 0.1607 0.1608

Solar
XGBoost 0.1072 0.2083 0.1249 0.1250
N-HiTS 0.1705 0.2713 0.1781 0.1777
TFT 0.1233 0.2333 0.1398 0.1398

Bike
XGBoost 0.4561 0.6075 0.4857 0.4856
N-HiTS 0.3454 0.4232 0.3368 0.3363
TFT 0.2641 0.3597 0.2680 0.2679

4.4.2 Comparison to Benchmarks

In the second step of our evaluation, we compare probabilistic benchmarks with the probabilistic
forecasts generated when combining a cINN with the XGBoost, N-HiTS, and TFT base point
forecasters. First, we compare the probabilistic forecasts from our approach to benchmarks that
also use these same point forecasters to generate probabilistic forecasts. Second, we compare our
approach to methods that directly generate probabilistic forecasts.

Probabilistic Forecasts Based on Existing Point Forecasts

In this section, we again analyse quality, calibration, sharpness, and the prediction intervals for
each considered data set.

Quality We evaluate the quality of the different probabilistic forecasts by reporting the average
CRPS across five runs in Table 4.11. We first observe that our approach using a cINN always
performs better or similarly to the benchmarks. The cINN results in probabilistic forecasts with
the lowest CRPS in all cases, except for N-HiTS when combined with the cINN on the Electricity
and Bike data sets. In these two cases, the Conformal PI results in the lowest CRPS, however,
the CRPS resulting from our approach is only 0.009 larger on the Electricity data set and 0.0091
larger on the Bike data set. Second, we observe that the Gaussian PI consistently results in the
highest CRPS. Finally, we note that, across all data sets and for all considered point forecasters,
the Empirical PI generates probabilistic forecasts resulting in almost identical CRPSs to those
from the Conformal PI.
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Table 4.12.: Comparison of the average MAQD when generating probabilistic forecasts based on existing
point forecasts. The average MAQD is calculated using five runs on the test data set, and the
best values for each base point forecaster in each data set are highlighted in bold. [3]

Data Point Forecaster cINN Gaussian PI Empirical PI Conformal PI

Electricity
XGBoost 0.0811 0.1029 0.0221 0.0220
N-HiTS 0.0929 0.1034 0.0117 0.0112
TFT 0.0817 0.1088 0.0241 0.0239

Price
XGBoost 0.0948 0.1565 0.0390 0.0387
N-HiTS 0.1010 0.1467 0.0251 0.0245
TFT 0.0959 0.1534 0.0349 0.0351

Solar
XGBoost 0.0431 0.1252 0.0124 0.0125
N-HiTS 0.1953 0.1239 0.0186 0.0194
TFT 0.1420 0.1290 0.0215 0.0215

Bike
XGBoost 0.1369 0.1169 0.1273 0.1271
N-HiTS 0.1236 0.1099 0.0286 0.0281
TFT 0.0945 0.1169 0.0110 0.0111

Calibration To evaluate the calibration of the considered probabilistic forecasts, we report the
average MAQD for each data set calculated across five runs in Table 4.12. We first observe that
the results depend strongly on the base point forecaster and the data set considered. Whilst the
Conformal PI results in the lowest MAQD for all base point forecasters on the Electricity data set,
the results for the other data sets are not as clear. On the Price and Solar data sets, the Conformal
PI or Empirical PI achieve the lowest MAQD depending on the considered point forecaster, whilst
either Conformal PI, Empirical PI or Gaussian PI perform best on the Bike data set. Our approach
using the cINN never achieves the lowest MAQD.

Sharpness To assess the sharpness of probabilistic forecasts generated from point forecasts,
we report the average nMPI(β) over five runs in Table 4.13. Our approach using a cINN results
in the lowest nMPI(β) for all base point forecasters, considered values of β and data sets in
all but three cases. These exceptions are when the TFT is used as a base point forecaster for
1 − β = 70% on the Electricity and Solar data sets, and XGBoost as the base point forecaster for
1 − β = 70% on the Solar data set. Moreover, the nMPI(β)s from the Empirical PI and Conformal
PI are generally the largest for 1 − β = 98%, and noticeably so. For example, the nMPI(β)s for
1 − β = 98% for Conformal PI on the Electricity, Price, and Solar data sets are at least double
the nMPI(β)s generated with the cINN, and still noticeably larger on the Bike data set. Further,
the nMPI(β)s for 1 − β = 70% are generally the largest with the Gaussian PI. In general, the
nMPI(β)s vary noticeably depending on the data set and selected point forecaster.

Prediction Intervals To simultaneously consider calibration and sharpness, we analyse the
prediction intervals of the considered probabilistic forecasts by comparing the average MW scores
for each data set calculated over five runs in Table 4.14. We note that the probabilistic forecasts
generated with the cINN result in the lowest MW scores on all data sets and for all considered
point forecasters. Furthermore, the Winkler scores from our approach are noticeably smaller than
the benchmarks. Although all the prediction interval-based benchmarks generate probabilistic
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Table 4.13.: Comparison of the average nMPI(β) when generating probabilistic forecasts based on
existing point forecasts for 1−β = 98% and 1−β = 70%. The average nMPI(β) is calculated
using five runs on the test data set, and the best values for each base point forecaster and β
in each data set are highlighted in bold. [3]

Data Point Forecaster PI cINN Gaussian PI Empirical PI Conformal PI

Electricity
XGBoost

98% 0.8248 1.5418 1.8594 1.8527
70% 0.3803 0.9276 0.4510 0.4529

N-HiTS
98% 1.0811 1.8780 2.1627 2.1579
70% 0.4837 1.1278 0.6265 0.6265

TFT
98% 1.1376 1.8769 2.2586 2.2469
70% 0.5145 1.1288 0.4886 0.4965

Price
XGBoost

98% 0.4518 1.5271 1.9885 1.9193
70% 0.2022 0.8810 0.2434 0.2444

N-HiTS
98% 0.3741 1.1536 1.4098 1.3963
70% 0.1690 0.6493 0.2352 0.2364

TFT
98% 0.2893 1.3332 1.7665 1.7534
70% 0.1329 0.7571 0.2589 0.2592

Solar
XGBoost

98% 0.7510 1.8661 2.4523 2.4564
70% 0.3362 1.0729 0.2617 0.2626

N-HiTS
98% 0.9315 2.3938 2.9698 2.9618
70% 0.4061 1.3934 0.5539 0.5475

TFT
98% 0.7408 2.0298 2.6828 2.6830
70% 0.3462 1.1668 0.2651 0.2668

Bike
XGBoost

98% 1.1335 1.8288 1.9887 1.9885
70% 0.4915 1.1201 0.6329 0.6342

N-HiTS
98% 0.6906 1.3939 1.5342 1.5299
70% 0.3160 0.8199 0.4735 0.4749

TFT
98% 0.7051 1.2546 1.4288 1.4344
70% 0.3252 0.7332 0.3695 0.3706

forecasts with similar Winkler scores, the Gaussian PI results in slightly lower Winkler scores
on all data sets. Finally, we observe that similar to the CRPS results, the MW scores for the
Empirical PI and Conformal PI are almost identical for every data set and each considered point
forecaster.

Direct Probabilistic Forecasts

To evaluate the performance of our approach when compared to benchmarks that directly
generate probabilistic forecasts, we again consider the forecast quality, calibration, sharpness and
the prediction intervals for each of the four considered data sets.

Quality To analyse the quality of the probabilistic forecasts, we report the average CRPS across
five runs for all data sets in Table 4.15. The first observation is that our approach results in the
lowest CRPS on three of the four data sets. Thereby, the choice of the base point forecaster is
important, with XGBoost combined with the cINN performing best on the Electricity data set,
whilst the TFT combined with the cINN performs best on the Price and Bike data sets. On the
Solar data set the QRNN benchmark model outperforms all others, although our approach using
XGBoost as a base point forecaster performs similarly, with a difference of only 0.0059. In general,
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Table 4.14.: Comparison of the average MW scores when generating probabilistic forecasts based on
existing point forecasts. The average MW score is calculated across five runs on the test data
set, and the best values for each base point forecaster in each data set are highlighted in
bold. [3]

Data Point Forecaster cINN Gaussian PI Empirical PI Conformal PI

Electricity
XGBoost 19.4470 35.5141 39.5519 39.4368
N-HiTS 25.7098 44.5813 47.7180 47.5730
TFT 22.1819 43.4597 48.7009 48.5111

Price
XGBoost 13.6459 47.6781 56.1564 54.8959
N-HiTS 12.5044 35.9409 39.0527 39.0557
TFT 11.1381 40.1158 46.8259 46.8474

Solar
XGBoost 7.3523 25.6594 29.7955 29.8464
N-HiTS 11.1579 34.2878 38.5077 38.4250
TFT 7.9020 28.6166 32.9194 32.9338

Bike
XGBoost 35.4601 70.4294 72.7355 72.7596
N-HiTS 27.2643 51.1508 52.0275 51.8381
TFT 22.0296 44.1040 46.3018 46.3026

Table 4.15.: Comparison of the average CRPS between the probabilistic forecasts from the cINN and the
direct probabilistic benchmarks. The average CRPS is calculated over five runs on the test
data set, and the best values for each data set are highlighted in bold. [3]

Data Set Electricity Price Solar Bike

XGBoost-cINN 0.2337 0.1565 0.1072 0.4561
N-HiTS-cINN 0.2844 0.1552 0.1705 0.3454
TFT-cINN 0.2588 0.1404 0.1233 0.2641

DeepAR 0.3115 0.1583 0.1509 0.2985
QRNN 0.2866 0.1571 0.1013 0.4431
NNQF 0.2629 0.1825 0.1191 0.5415

the performance of the direct benchmarks is also highly dependent on the considered data set.
Of the direct benchmarks, the NNQF performs best for the Electricity data set, the QRNN for the
Price and Solar data sets, and DeepAR for the Bike data set.

Calibration To assess the calibration, we report the average MAQD across five runs in Table 4.16.
Similar to the CRPS results, our approach using a cINN results in the lowest deviation for three
of the four data sets. The lowest MAQD is achieved when combining the cINN with XGBoost as
the base point forecaster for the Electricity and Solar data sets, and with the TFT on the Bike
data set. On the Price data set, the NNQF achieves the lowest overall MAQD, outperforming all
other benchmarks, however our approach combining XGBoost with the cINN achieves the second
best MAQD. With regards to the direct benchmarks, the QRNN performs best on the Solar data
set whilst the NNQF has the best performance of the direct benchmarks regarding the MAQD on
all other data sets.

Sharpness To compare the sharpness of probabilistic forecasts, we report the average nMPI(β)
over five runs in Table 4.17. With regards to the nMPI(β), our approach results in the smallest
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Table 4.16.: Comparison of the average MAQD between the theoretical and forecast quantiles from the
cINN and the direct probabilistic benchmarks. The average MAQD is calculated across five
runs on the test data set, and the best values for each data set are highlighted in bold. [3]

Data Set Electricity Price Solar Bike

cINN-XGBoost 0.0811 0.0948 0.0431 0.1369
cINN-N-HiTS 0.0929 0.1010 0.1953 0.1236
cINN-TFT 0.0817 0.0959 0.1420 0.0945

DeepAR 0.2222 0.2139 0.2301 0.2478
QRNN 0.1420 0.1332 0.0708 0.2110
NNQF 0.0835 0.0692 0.1282 0.1303

Table 4.17.: Comparison of the average nMPI(β) between forecasts from the cINN and the direct proba-
bilistic benchmarks for 1 − β = 98% and 1 − β = 70%. The nMPI(β) is calculated across five
runs on the test data set, and the best values for each data set and β are highlighted in bold.
[3]

Data Set Electricity Price Solar Bike
98% 70% 98% 70% 98% 70% 98% 70%

XGBoost-cINN 0.8248 0.3803 0.4518 0.2022 0.7510 0.3362 1.1335 0.4915
N-HiTS-cINN 1.0811 0.4837 0.3741 0.1690 0.9315 0.4061 0.6906 0.3160
TFT-cINN 1.1376 0.5145 0.2893 0.1329 0.7408 0.3462 0.7051 0.3252

DeepAR 1.1896 0.5204 0.5850 0.2672 1.9875 0.8517 1.1524 0.5204
QRNN 1.6227 0.5990 0.6956 0.2840 1.5715 0.6610 1.6535 0.4150
NNQF 1.4587 0.7790 0.8259 0.3708 1.8035 0.8962 1.5027 0.7468

nMPI(β) for all data sets. Using the TFT as a base point forecaster generates the narrowest
prediction intervals for the Price data set, and for 1 − β = 98% on the Solar data set. Combining
XGBoost as a base point forecaster with the cINN results in the narrowest prediction intervals
for the Electricity data set and 1 − β = 70% on the Solar data set, whilst N-HiTS combined
with the cINN generates the narrowest prediction intervals on the Bike data set. The width of
the prediction intervals for the direct probabilistic benchmark depends on the data set. For the
Electricity and Price data sets, DeepAR generates probabilistic forecasts with the lowest nMPI(β)s.
However, for the Solar data set, the nMPI(β)s from the QRNN are the smallest. The Bike data set
is interesting for the benchmarks since the nMPI(β) with 1 − β = 98% is the smallest for DeepAR,
but the nMPI(β) with 1 − β = 70 is the smallest for the QRNN.

Prediction Intervals To evaluate calibration and sharpness simultaneously, we consider the
quality of the prediction intervals generated with our approach and the direct probabilistic
benchmarks. For this purpose, we report the average MW score across five runs in Table 4.18. We
first observe that our approach results in the lowest MW scores for every data set. Furthermore,
the MW scores for each point forecaster, when combined with the cINN, are lower than any
of the direct benchmarks on all data sets. Regarding the direct probabilistic benchmarks, the
best-performing model depends on the data set considered. DeepAR results in the lowest MW
scores for the Electricity, Price, and Bike data sets, whilst QRNN results in the lowest MW scores
for the Solar data set.
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Table 4.18.: Comparison of the average MW score between the probabilistic forecasts from the cINN and
the direct probabilistic benchmarks. The average MW score is calculated over five runs on
the test data set, and the best values for each data set are highlighted in bold. [3]

Data Set Electricity Price Solar Bike

XGBoost-cINN 19.4470 13.6459 7.3523 35.4601
N-HiTS-cINN 25.7098 12.5044 11.1579 27.2643
TFT-cINN 22.1819 11.1381 7.9020 22.0296

DeepAR 28.2175 17.6831 16.3384 36.7610
QRNN 32.2938 20.7876 15.4228 46.4754
NNQF 29.4266 24.5482 16.7298 47.0819

Qualitative Analysis

As a final comparison to the benchmarks, we qualitatively compare prediction intervals and
calibration for the Price data set to gain further insight into the characteristics of probabilistic
forecasts generated by our approach and the considered benchmarks. In this analysis, we only
consider the Conformal PI from the first group of benchmarks since this method performs overall
best compared to the other benchmarks in that group.

We plot the 98%, 70%, and 40% prediction intervals for a single day in the test data set in
Figure 4.2. Compared to the Conformal PI, our approach generates probabilistic forecasts
with the narrowest prediction intervals regardless of the base point forecaster used. In fact, for
probabilistic forecasts generated with the N-HiTS or TFT base point forecaster, our approach using
a cINN results in the narrowest prediction intervals overall. Furthermore, whilst the 40% and
70% Conformal PIs are only slightly wider than those generated by the cINN, the 98% prediction
intervals are by far the widest of all considered benchmarks. The three direct probabilistic
benchmarks generate prediction intervals that are generally wider than those generated by the
cINN but narrower than the Conformal PIs.

To further analyse the calibration of our forecasts, we plot the forecast quantile coverage against
the theoretical quantile coverage as a calibration plot in Figure 4.3. We observe that, for all
base point forecasters, the Conformal PI provides the most calibrated forecasts, with hardly
any deviation from the diagonal. However, our approach using a cINN also results in forecasts
that only slightly deviate from the diagonal by slightly overestimating the lower quantiles and
slightly underestimating the upper quantiles. From the direct probabilistic benchmarks, the
NNQF achieves similar results to our approach using a cINN, whilst the results of DeepAR and
the QRNN are noticeably worse.

4.5 Discussion

In this section, we first discuss the forecasting performance of our approach and the associated
implications before we highlight some of the key insights gained from the evaluation.
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Figure 4.2.: Exemplary 98%, 70%, and 40% prediction intervals on the 11.12.2013 for the Price data set.
Probabilistic forecasts are generated by using XGBoost, N-HiTS, and the TFT as base point
forecasters and either combining them with our cINN or applying Conformal PI. Further, we
compare the three direct probabilistic benchmarks: DeepAR, QRNN, and NNQF. [3]

4.5.1 Forecasting Performance

With regard to forecasting performance, we first discuss the performance of our approach with
different point forecasters before comparing our approach to other probabilistic benchmarks.
When comparing different point forecasters in our approach, we note that, in most cases, the most
accurate point forecasts result in the highest quality probabilistic forecasts when combined with
the cINN. This observation is unsurprising since the cINN in our approach includes uncertainty
around the initial point forecast and, therefore, the more accurate the point forecast is, the easier
it is to effectively include uncertainty.

When comparing our approach to the selected benchmarks, we make several observations. First,
our approach almost always outperforms all benchmark models regarding CRPS. In the few
occasions where our approach does not result in the lowest CRPS, the difference between the
best performing benchmark is small. Second, our approach is not optimally calibrated. Although
the forecasts generated with our cINN are well calibrated compared to the direct probabilistic
benchmarks, the Empirical PI and Conformal PI achieve lower MAQDs on all data sets. However,
it is worth noting that prediction interval-based approaches are specifically designed to achieve
certain coverage levels, and further, considering the calibration plots in Figure 4.3 suggests that
the difference in calibration may not be as noticeable as the raw MAQD numbers suggest. Third,
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Figure 4.3.: Exemplary calibration plots comparing the theoretical and forecast quantiles on the Price
data set, with the red diagonal indicating zero deviation. We compare probabilistic forecasts
generated by using XGBoost, N-HiTS, and the TFT as base point forecasters and either
combining them with our cINN or applying Conformal PI. Further, we compare the three
direct probabilistic benchmarks: DeepAR, QRNN, and NNQF. [3]

our approach consistently generates the sharpest probabilistic forecasts with the lowest nMPI(β).
This observation is further highlighted by Figure 4.2 where the forecasts from the N-HiTS and
TFT base point forecaster combined with the cINN are far narrower than those of any other
benchmarks. Fourth, our approach outperforms all considered benchmarks on all data sets with
regards to MW scores. Since Winkler scores value sharp forecasts, this result is not surprising since
our approach generates forecasts with narrow prediction intervals. Furthermore, in Figure 4.2
we observe that although the prediction intervals of our approach are narrow, the ground truth is
still almost always contained within the interval. In comparison, the other benchmark methods,
specifically the prediction interval-based approaches, appear to overestimate the width of the
prediction intervals, which adversely affects the Winkler score. Finally, a key takeaway from our
evaluation is that both our approach and each of the considered benchmarks have strengths and
weaknesses. Whilst our approach results in narrow prediction intervals and low CRPS scores,
this comes at the cost of calibration performance. In contrast, the prediction interval-based
benchmarks are highly calibrated but generate far wider prediction intervals which results in a
worse performance with regard to Winkler scores. Therefore, the best probabilistic forecast may
vary, depending on the requirements of the considered situation.
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Figure 4.4.: Exemplary prediction intervals using the TFT on the Price data set. We show how the
sampling hyperparameter σ affects the resulting probabilistic forecast. The best-performing
sampling hyperparameter for the TFT is σ = 0.62, and the alternate values of σ include
varying amounts of uncertainty.

4.5.2 Insights

In addition to the results, there are a few insights regarding the sampling in the latent space and
the flexible nature of our approach, which we discuss here.

Sampling in Latent Space Our approach includes uncertainty in point forecasts via latent space
distribution sampling. Currently, this sampling is performed by adding normally distributed
random noise ri ∼ N (0, σ) to the point forecast. This approach has several limitations. First,
the sampling hyperparameter σ is manually selected to generate optimal forecasts according to
CRPS. However, by varying this sampling hyperparameter, it is possible to generate different
probabilistic forecasts which follow the same general shape but vary in the amount of uncertainty
considered, as illustrated for an exemplary prediction interval in Figure 4.4. Therefore, it may be
interesting to investigate methods to automatically select an optimal sampling hyperparameter
given the observed data, a selected base forecaster, and a specific evaluation metric. Second, the
current approach to optimise σ is rather rudimentary and based on a single evaluation metric.
Therefore, it would be interesting to adapt this optimisation, perhaps by adapting concepts
from conformal prediction to calculate the nonconformity scores of the samples. Furthermore,
optimising the samples based on the resulting quantiles used as an output of the probabilistic
forecast might be interesting. With such a strategy, Bonferroni correction [175] could possibly be
applied to improve the calibration of our approach.

Flexible Nature In the present chapter, we evaluate the probabilistic forecasting performance
of a single selected base point forecaster combined with the cINN. However, our approach is
independent of the base point forecast considered, i.e. once the cINN has been trained for a
given data set, we can generate probabilistic forecasts from any arbitrary point forecast without
retraining. This is advantageous compared to other methods using cINNs or GANs, which require
the generative model to be retrained whenever the point forecast is altered. Moreover, such an
approach allows us to easily generate an ensemble of probabilistic forecasts based on different
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Figure 4.5.: Our approach first generates samples and we calculated the desired quantiles from these
samples. Here, we visualise exemplary samples and selected quantiles for a single forecast
when using the TFT on the Price data set.

point forecasts. Furthermore, for similar data sets, it may be possible to generate probabilistic
forecasts with a generalised cINN that is only trained once on all data sets or a subset thereof.

Another important aspect is that our approach is not limited to prediction intervals or specific
quantiles. Whilst our approach currently outputs quantiles based on samples from the latent
space, the generative nature of the cINN enables us to generate an arbitrary number of samples
and either use these directly to form an ensemble forecast or to output an empirical forecast
distribution. The internal workings of our approach are illustrated in an exemplary manner in
Figure 4.5. The raw samples are contained in Ŷ σ

t+H and represent the uncertainty, and from Ŷ σ
t+H

we can easily extract an arbitrary number of samples, or even approximate the distribution. This
is advantageous compared to other probabilistic forecast methods that are, by nature, limited to
generating prediction intervals.

4.6 Conclusion

In the present chapter, we introduce an approach to generate probabilistic forecasts from arbitrary
point forecasts by using a Conditional Invertible Neural Network (cINN) to learn the underlying
distribution of the time series data. Our approach maps the underlying distribution of the
data to a known and tractable distribution before combining the uncertainty from this known
and tractable distribution with an arbitrary point forecast to generate probabilistic forecasts.
Importantly, the cINN is independent of the considered point forecast and must not be retrained
when the point forecast is altered.

We evaluate our approach by combining multiple point forecasts with a cINN and comparing the
resulting probabilistic forecasts with six probabilistic benchmarks on four data sets. We show that
our approach generally outperforms all benchmarks regarding Continuous Ranked Probability
Score (CRPS) and Winkler scores. Further, our approach generates probabilistic forecasts with
the narrowest prediction intervals whilst maintaining reasonable performance in calibration.

Our approach offers a solution to generate flexible probabilistic forecasts based on arbitrary
point forecasts. In future work, this flexibility should be further investigated by developing a
more advanced strategy for selecting the sampling hyperparameter to improve the calibration
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of our probabilistic forecasts. Furthermore, automating the selection of this sampling hyperpa-
rameter and considering how different metrics for optimising this parameter affect the resulting
forecasts should be investigated. Finally, it may be interesting to explore the performance of
our approach using a generalised cINN to generate probabilistic forecasts on multiple data sets
without retraining.
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Customising the Properties of
Probabilistic Forecasts

5

The content of this chapter is based on:

K. Phipps et al., “Loss-customised probabilistic energy time series forecasts using automated
hyperparameter optimisation”, in Proceedings of the Fourteenth ACM International Confer-
ence on Future Energy Systems, ACM, 2023, pp. 271–286. DOI: 10.1145/3575813.3595204.

In the previous chapter, we introduced an approach to generating probabilistic forecasts from
arbitrary point forecasts. However, one of the key observations was that neither our method
nor the considered benchmarks were best for all evaluation metrics considered. For example,
whilst our method resulted in probabilistic forecasts with the narrowest prediction intervals
and best Mean Winkler (MW) scores, it performed worse in terms of calibration, i.e. Mean
Absolute Quantile Deviation (MAQD). Furthermore, probabilistic forecasts are usually generated
for use in a certain application, and these applications often require specific probabilistic forecast
properties [176]. For example, whilst a stochastic optimisation problem generally requires an
accurate representation of the uncertainty in all future scenarios, a robust optimisation problem
may only be interested in extreme events occurring with low probability. As a result, stochastic
optimisation requires probabilistic forecasts that are sharp enough to convey information whilst
being reasonably calibrated, while robust optimisation requires probabilistic forecasts that weigh
calibration higher.

Unfortunately, existing probabilistic forecasting methods generate probabilistic forecasts whose
properties cannot be easily customised [170], [176]–[179]. If the properties of this probabilistic
forecast do not fit the requirements of the downstream application, for example, the forecast
is too sharp, then an alternative forecast method must be selected, which requires potentially
computationally expensive retraining. However, one of the main advantages of our probabilistic
forecasting approach introduced in Chapter 4 is that the sampling hyperparameter influences the
characteristics of the resulting probabilistic forecast and, additionally, can be selected to minimise
an arbitrary probabilistic loss metric.

Therefore, in the present chapter, we extend the approach from Chapter 4 by using automated
Hyperparameter Optimisation (HPO) to select the sampling hyperparameter σ based on cus-
tom probabilistic loss metrics. By considering custom probabilistic loss metrics that focus on
different characteristics, this automated HPO generates loss-customised probabilistic forecasts
with different properties. Since the HPO to determine an optimal σ? only depends on the previ-
ously generated latent space representation of the forecast, we can apply custom loss metrics to
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optimise the hyperparameter in an automated manner and generate different, loss-customised
probabilistic forecasts without retraining the used base point forecaster or the cINN.

In this chapter, we present the automated HPO extension that enables us to generate loss-
customised probabilistic forecasts without computationally expensive retraining and empirically
evaluate this approach by creating loss-customised probabilistic forecasts based on six different
loss metrics for four real-world data sets. The rest of the present chapter is structured as follows.
In Section 5.1, we present work related to our approach and highlight the identified research
gap and our specific contribution. We then present the extension to our approach introduced
in Chapter 4, which generates loss-customised probabilistic forecasts in Section 5.2, before
introducing the experimental setting used for the evaluation in Section 5.3. We report the results
of our evaluation in Section 5.4 and discuss these results in Section 5.5. Finally, we conclude and
propose future research directions in Section 5.6.

5.1 Related Work

Since the extension introduced in this chapter generates loss-customised probabilistic forecasts
using automated HPO, we consider related work in the field of customised probabilistic forecasts
and automated probabilistic forecasts. Finally, we highlight the identified research gap and our
specific contribution.

Customised Probabilistic Forecasts Whilst extensive research exists on probabilistic forecasts
for time series, for example, load [180]–[182], electricity price [183], [184], wind power
generation [185], [186], solar power generation [187], [188], and mobility [189], these existing
methods do not provide forecasts with customised properties. Specifically, each method results
in a probabilistic forecast whose properties cannot be altered by the probabilistic forecasting
method once training is complete. On a more general level, even modern probabilistic forecasting
methods aiming to be flexible by applying non-parametric regression splines [179] or temporal
convolution neural networks [178] still result in probabilistic forecasts whose properties cannot
be easily customised. Although it may be possible to alter such forecasts with post-processing
techniques, such techniques usually rely on estimating a distribution for the target time series
and applying statistical methods to approximate this distribution [109], [190] or applying
non-parametric deep learning methods [73], [191].

Automated Probabilistic Forecasts Although extensive research exists regarding automated
point forecasts, almost no work focuses on automated probabilistic forecasts [9], [192]. In
[193], an end-to-end learning approach enables coherent probabilistic hierarchical time series
forecasts. However, this approach is not fully automated, only focuses on hierarchical time series
forecasting, and is not designed for individual time series with periodicities and seasonality.
Furthermore, a recent software package from Shchur et al. [194], provides a framework for
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automating the hyperparameter optimisation of probabilistic forecasting models. Whilst this
framework is promising, it focuses on the hyperparameters of existing models and has not yet
been extensively evaluated for specific use cases. With regards to point forecasts, Zhao et al. [195]
use automation to generate the most suitable point ensemble prediction model for solar power
forecasting, whilst Meisenbacher et al. [196] use automation to optimise pre-trained point models
and their contribution to the ensemble. Similarly, in [197], automation is applied in the design
process of the point solar irradiance forecast to optimise the neural network architecture.

Research Gap & Specific Contribution Based on the reviewed literature, we identify two clear
research gaps. First, to the best of our knowledge, no method exists that generates probabilistic
forecasts whose properties can be customised without retraining. More specifically, no method
can generate multiple, different, probabilistic forecasts without retraining the underlying forecast
model. Second, to the best of our knowledge, almost no work exists that combines automation
with probabilistic time series forecasts. Only Shchur et al. [194] present a framework to en-
able this combination, but their framework has not yet been extensively applied or evaluated.
Therefore, the specific contribution of our approach is a method that is capable of generating
probabilistic forecasts whose properties can be customised without retraining the underlying
forecast model. Furthermore, since this customisation is achieved through an automated HPO, a
further contribution is the combination of automation with probabilistic time series forecasts and
the evaluation of this combination on multiple real-world data sets.

5.2 Loss-Customised Probabilistic Forecasts

To generate loss-customised probabilistic forecasts, we combine our approach from Chapter 4 [3]
with automated HPO. This combination is shown in Figure 5.1, with the forecasting approach
illustrated by the diagram and the automated HPO highlighted in blue. This section explains
how our approach from Chapter 4 is combined with automated HPO to generate loss-customised
forecasts. We first recap the setting from the previous chapter before detailing how the sampling
hyperparameter influences the properties of the probabilistic forecast and describing how we
include automated HPO based on custom loss metrics to optimise this parameter.

Recap: Generating Probabilistic Forecasts As a reminder, our approach from Chapter 4 gener-
ates probabilistic forecasts by analysing the neighbourhood of the representation ẑt+H of a point
forecast in the Gaussian distributed latent space. Thereby, our forecasting approach explores the
uncertainty in the neighbourhood of the forecast with

z̃i
t+H = ẑt+H + ri, i = 1, . . . , I, ri ∼ N (0, σ), (5.1)
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Figure 5.1.: Overview of the approach to generate loss-customised probabilistic forecasts. As in Chapter 4,
exogenous features and historical data are used as inputs by a base point forecaster to
generate a point forecast in an unknown distribution. This point forecast and the exogenous
features are combined in a Conditional Invertible Neural Network (cINN), which generates a
representation of the forecast in a known and tractable distribution. The neighbourhood of
this representation is analysed to determine how to include uncertainty information using
an automated HPO so that it optimises a custom loss metric. Finally, with a backwards pass
through the cINN, the uncertainty is mapped back to the unknown distribution to generate
the customised probabilistic forecast. [4]

where ri is a random noise taken from a standard normal distribution with mean 0 and variance
σ, and i = 1, . . . , I is the sample number.1 By sampling I different random noises and adding
these to ẑt+H , a tuple of realisations

ẑσ
t+H =

(
z̃i

t+H

)
i=1,··· ,I

(5.2)

is generated, which is dependent on the sampling variance σ and similar but not identical to
the original forecast, thus representing the uncertainty in the neighbourhood. To generate a
probabilistic forecast, we then use the inverse mapping of the cINN to map the uncertainty
in the Gaussian distributed space back to the original space with an unknown distribution.
Finally, in the present chapter, we calculate the quantiles of the resulting samples to generate
a probabilistic forecast ŷσ

t+H , although it is possible to use the resulting samples directly as an
ensemble probabilistic forecast.

Effect of the Sampling Hyperparameter The sampling parameter σ in our forecasting approach
is responsible for introducing uncertainty information into the forecast. Depending on how
σ is selected, the properties of the resulting probabilistic forecast change. For example, a
small σ only allows for a small amount of uncertainty to be included and will result in sharp
probabilistic forecasts. In contrast, a large σ includes more uncertainty, which could result in
better calibration. Therefore, this single sampling hyperparameter drastically influences the

1In this case, N (0, σ) is a H-Dimensional normal distribution, where σ is the same for each dimension.
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Figure 5.2.: Visualisation of a five-fold rolling origin update time series CV based on [198]. Each block
indicates a multi-horizon forecast ŷt+H with forecast horizon H. The k folds in the validation
set are sequential to preserve the temporal dependencies of the time series. The rolling
origin update CV allows us to determine σ? independently from the training of the base point
forecaster and cINN whilst including up-to-date inputs, avoiding retraining. [4]

properties of the resulting probabilistic forecast, and, dependent on the desired properties of the
forecast, a different σ will be optimal.

Automated Optimisation of the Sampling Hyperparameter Although the sampling hyperparame-
ter influences the properties of the resulting probabilistic forecast, determining which σ is optimal
is not trivial. Instead of manually searching for a σ that results in probabilistic forecasts with the
desired characteristics, we propose optimising σ based on a selected custom loss metric Lcustom

in an automated manner. Thereby, we apply an automated HPO to search for

σ? = inf arg min
σ∈Σ

Lcustom
(
ŷσ

t+H , yt+H

)
, (5.3)

where Σ is the set of considered sampling hyperparameters. Importantly, this automated HPO can
be easily applied with any defined custom loss metric Lcustom. Therefore, as long as a loss metric
that supports the desired properties of the resulting probabilistic forecast is selected, the selected
σ? generates a loss-customised probabilistic forecast with exactly these desired properties.

When applying our automated HPO, we select σ? by calculating Lcustom on a validation data set to
prevent overfitting. Furthermore, to ensure a stable automated HPO, we determine σ? based on
the mean Lcustom during a k-fold Cross Validation (CV). As the CV method, we apply the rolling
origin update time series CV, visualised in Figure 5.2. The idea behind the rolling origin update
CV is that the k-folds of the CV are sequential. Specifically, we divide the validation data set
into k sequential folds and perform the CV by moving forward one fold for each CV iteration.
Furthermore, when we move forward a fold, we update the inputs to include information from
the most recent fold. This update involves simply considering the measured time series inputs
from the most recent fold as inputs for the next fold. As a result, the rolling origin update CV
ensures the temporal dependencies of the time series are considered, and the forecast horizon
always remains the same [198]. Furthermore, a rolling origin update approach enables us to
apply our automated HPO without retraining the base point forecaster or cINN whilst ensuring
up-to-date inputs are available.
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Integration Into the Forecasting Approach To generate these loss-customised probabilistic fore-
casts, we apply the described automated HPO in the third step of the applied forecasting approach,
i.e. analysing the neighbourhood (see Figure 5.1). Since finding σ? is independent of the first
and second steps, computationally expensive retraining of the base point forecaster and the
cINN is not required. As a result, combining the applied forecasting approach with automated
HPO allows us to customise the properties of the resulting probabilistic forecast in an automated
manner simply by varying the selected loss metric Lcustom and restarting the automated HPO to
find the corresponding σ?.

5.3 Experimental Setting

To evaluate the loss-customised forecasts generated by our approach, we consider an identical
experimental setting to the previous chapter, described fully in Section 4.3. We use the same four
data sets: Electricity, Price, Solar, and Bike, consider the same six base point forecasters, and use
the same architecture for the cINN. Furthermore, we consider the same evaluation metrics as
the previous chapter, i.e. the CRPS (see Equation (2.12)), the MAQD (see Equation (2.20)), the
normalised Mean β-PI Width (nMPI(β)) (see Equation (2.18)), and the MW (see Equation (2.17)).
Therefore, in this section, we present the additions to the experimental setting, i.e. the applied
loss metrics for customising the probabilistic forecasts and the configuration of the HPO.

5.3.1 Loss Metrics for the Automated Hyperparameter Optimisation

We apply six loss metrics for the automated HPO. The first metric is the mean Pinball Loss (PL)
introduced in Equation (2.15).2 The mean PL considers each quantile individually and, similar
to the CRPS accounts for both sharpness and calibration. The second loss metric is the MW,
which we described in Equation (2.17). The MW focuses on the quality of prediction intervals
and rewards sharp forecasts. The third loss metric is the MAQD introduced in Equation (2.20),
which focuses on rewarding a well-calibrated forecast. In addition to these three loss metrics, we
introduce three further custom metrics in the following. The fourth loss metric is the Coverage
Rate Error (CRE), described in Equation (2.22), which is designed to optimise the Coverage Rate
(CR) of the customised forecast. In the present chapter, we perform loss-customisation with the
CRE by considering B = {(0.01, 0.99), (0.05, 0.95), (0.15, 0.85), (0.25, 0.75), (0.3, 0.7), (0.4, 0.6)}.
The fifth loss metric is the Extreme Quantile Deviation (EQD) introduced in Equation (2.23),
which only considers extreme quantiles and should lead to probabilistic forecasts with wide
prediction intervals accounting for extreme regions of uncertainty. The last loss metric considered
for the customisation is the Upper Quantile Deviation (UQD), described in Equation (2.24). We
apply to UQD to investigate whether the assumption that the quantiles are symmetrical around
the median holds and whether we can obtain probabilistic forecasts with similar properties to

2Note that in the previous chapter, we optimised the forecasts with regards to CRPS. Therefore, we do not consider
this loss metric again in the present chapter.
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those optimised with the MAQD by only considering half of the quantiles. Furthermore, only
considering the upper quantiles should ensure that the uncertainty around peaks in the time
series forecast is well approximated.

5.3.2 Configuration of the Automated Hyperparameter Optimisation

The configuration of the applied automated HPO is identical for all considered data sets. To
realise the automated HPO, we use the Ray Tune [199] library, which implements the Tree of
Parzen Estimators [200] search algorithm. For each data set, we perform the automated HPO
for each of the five considered loss metrics. For each of these loss metrics, we consider the
search space of σ ∈ U(0.1, 2), stop the automated HPO with a tuner timeout after 120 s, allow a
maximum of eight concurrent trials, and select k = 5 as the number of folds for the CV.

5.4 Evaluation

To evaluate the effect of our approach to customise probabilistic forecasts with automated
HPO and different probabilistic loss metrics, we conduct a three-step evaluation. First, we
compare the customised probabilistic forecasts by analysing quality, calibration, sharpness, and
prediction intervals. Second, we qualitatively compare the probabilistic forecasts by plotting
prediction intervals and calibration plots. Finally, we analyse the effects of the hyperparameter
optimisation.

5.4.1 Quantitative Comparison of Customised Probabilistic Forecasts

In this section, we compare the customised probabilistic forecasts by analysing their quality,
calibration, sharpness and prediction intervals.

Quality To compare the quality of the loss-customised probabilistic forecasts generated by using
different loss metrics, we report the average CRPS across three evaluation runs in Table 5.1.
We observe for all data sets and all base point forecasters, using the mean PL as the custom
loss metric in the HPO generates probabilistic forecasts with the lowest CRPS. Furthermore, no
other custom loss metric clearly results in the second lowest CRPS when applied in the HPO. The
second lowest CRPS can be achieved with either the MW, MAQD, CRE or UQD as the custom
loss metric in the HPO, depending on the data set and base point forecaster considered. Only the
EQD as the custom loss metric applied in the HPO never results in the second lowest CRPS.

5.4 Evaluation 81



Table 5.1.: The average CRPS across three evaluation runs for all point forecasters combined with the
cINN and customised with different loss metrics. The CRPS is calculated on the test set, and
the best value for each point forecaster on each data set is marked bold.

Custom Loss Metrics
Data Point Forecaster PL MW MAQD CRE EQD UQD

Electricity

LR 0.3288 0.3697 0.5802 0.4876 0.5738 0.3585
RF 0.2367 0.2722 0.2926 0.2574 0.2970 0.2375
NN 0.2575 0.2966 0.3410 0.2848 0.3492 0.2582
XGBoost 0.2377 0.2611 0.2941 0.2631 0.3159 0.2383
N-HiTS 0.2937 0.3386 0.3320 0.3345 0.3943 0.3175
TFT 0.2786 0.3229 0.3061 0.3031 0.3364 0.2837

Price

LR 0.1677 0.2035 0.1745 0.1748 0.1829 0.1735
RF 0.1721 0.2095 0.1820 0.1892 0.1980 0.1763
NN 0.1734 0.2096 0.1893 0.1900 0.2139 0.1884
XGBoost 0.1589 0.1865 0.1677 0.1686 0.1873 0.1679
N-HiTS 0.1544 0.1869 0.1641 0.1688 0.1839 0.1614
TFT 0.1457 0.1776 0.1565 0.1560 0.1659 0.1531

Solar

LR 0.1662 0.1719 0.4516 0.4651 0.5413 0.3959
RF 0.1054 0.1236 0.1065 0.1054 0.1115 0.1067
NN 0.1381 0.1488 0.1961 0.2183 0.2520 0.1850
XGBoost 0.1069 0.1229 0.1071 0.1070 0.1117 0.1071
N-HiTS 0.1603 0.1684 0.2697 0.2577 0.2590 0.2810
TFT 0.1202 0.1385 0.1393 0.1307 0.1377 0.1387

Bike

LR 0.4520 0.5344 0.5410 0.5243 0.5334 0.5482
RF 0.4961 0.6393 0.5371 0.5209 0.5377 0.5370
NN 0.4617 0.5573 0.5727 0.5008 0.5219 0.5735
XGBoost 0.4604 0.5427 0.5473 0.5041 0.5258 0.5552
N-HiTS 0.3555 0.3791 0.4566 0.4531 0.5282 0.4492
TFT 0.2714 0.2865 0.3160 0.3139 0.3722 0.3182

Calibration To compare the calibration of the loss-customised forecasts generated by applying
different loss metrics to the automated HPO, we report the average MAQD across three runs
in Table 5.2. The first observation is that using the MW as the loss metric to generate loss-
customised probabilistic forecasts always results in the highest MAQD. Noticeably, the MAQD
from probabilistic forecasts generated based on the MW is often orders of magnitude larger than
the MAQD resulting from the other loss metrics. Second, the PL also never achieves the lowest
MAQD, however these MAQDs results are of a similar order in magnitude to those from the
calibration-based loss metrics. Specifically, unlike the MW customised forecasts, the forecasts
customised using the PL are not noticeably worse. Third, using the MAQD to customise the
probabilistic forecasts does not always result in probabilistic forecasts with the lowest MAQD.
Although using the MAQD as a custom loss metric results in the best calibration 13 times, using
the CRE, EQD, and UQD results in the best calibration three or four times for each loss metric.
Therefore, the choice of loss metric to achieve the best calibration, i.e. the lowest MAQD, is
dependent on the base point forecaster and data considered.

Sharpness To compare the sharpness of our loss-customised forecasts generated with different
loss metrics, we report the average nMPI(β) across three runs for 1 − β = 98% and 1 − β = 70%
in Table 5.3. The first observation is that using the MW as a loss metric to customise the
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Table 5.2.: The average MAQD across three evaluation runs for all point forecasters combined with the
cINN and customised with different loss metrics. The MAQD is calculated on the test set and
the best value for each point forecaster on each data set is marked bold.

Custom Loss Metrics
Data Point Forecaster PL MW MAQD CRE EQD UQD

Electricity

LR 0.1171 0.2727 0.0533 0.0604 0.0531 0.0879
RF 0.0695 0.2592 0.0452 0.0504 0.0447 0.0855
NN 0.0716 0.2469 0.0389 0.0459 0.0426 0.0793
XGBoost 0.0447 0.2200 0.0347 0.0229 0.0444 0.0499
N-HiTS 0.0516 0.2580 0.0176 0.0182 0.0341 0.0189
TFT 0.0386 0.2596 0.0142 0.0131 0.0296 0.0254

Price

LR 0.0371 0.2614 0.0311 0.0309 0.0360 0.0303
RF 0.1009 0.2803 0.0915 0.0908 0.0913 0.0938
NN 0.0988 0.2754 0.0960 0.0962 0.0971 0.0961
XGBoost 0.0767 0.2449 0.0732 0.0730 0.0743 0.0729
N-HiTS 0.0772 0.2641 0.0494 0.0508 0.0576 0.0503
TFT 0.0570 0.2694 0.0171 0.0160 0.0228 0.0219

Solar

LR 0.1688 0.2328 0.0221 0.0223 0.0210 0.0292
RF 0.0733 0.1164 0.0670 0.0679 0.0914 0.0672
NN 0.1394 0.2322 0.0341 0.0345 0.0342 0.0375
XGBoost 0.0227 0.2136 0.0215 0.0219 0.0464 0.0222
N-HiTS 0.1667 0.2479 0.0426 0.0450 0.0450 0.0427
TFT 0.0634 0.2486 0.0305 0.0157 0.0319 0.0247

Bike

LR 0.1135 0.2703 0.0466 0.0492 0.0479 0.0467
RF 0.1735 0.3358 0.1132 0.1259 0.1133 0.1134
NN 0.1386 0.2963 0.0784 0.0970 0.0868 0.0785
XGBoost 0.1114 0.2686 0.0572 0.0696 0.0615 0.0571
N-HiTS 0.0839 0.2303 0.0279 0.0266 0.0455 0.0259
TFT 0.0515 0.2193 0.0265 0.0249 0.0494 0.0277

probabilistic forecast always results in the sharpest probabilistic forecasts. Second, we observe
that the probabilistic forecasts customised with the PL generally result in probabilistic forecasts
with the second smallest nMPI(β). Third, all other loss metrics result in probabilistic forecasts
that generally have a larger nMPI(β). The magnitude of this difference depends on the selected
data set and the base point forecaster. For example, on the Price data set, the UQD as a custom
loss metric results in a lower nMPI(β) for the random forest base point forecaster than the
PL. However, on the Bike data set, the MAQD, CRE, and EQD as custom loss metric results in
probabilistic forecasts with noticeably larger nMPI(β)s when compared to the PL.

Prediction Intervals To compare both calibration and sharpness and evaluate the quality of the
prediction intervals, we report the average MW across three evaluation runs for all loss metrics
used to customise the probabilistic forecasts in Table 5.4. We observe that using the MW as a
loss metric to customise the probabilistic forecasts always generates loss-customised probabilistic
forecasts with the lowest MW value. Second, we observe that the second lowest MWs values
are generally achieved by using the PL as a loss metric to customise the probabilistic forecasts,
although sometimes loss-customisation with the UQD performs better. Third, the EQD almost
always results in probabilistic forecasts with the highest MW when it is used as a loss metric to
customise the probabilistic forecasts. Finally, we observe that the calibration-based loss metrics,
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Table 5.3.: The average nMPI(β) for 1 − β = 98% and 1 − β = 70% across three evaluation runs for all
point forecasters combined with the cINN and customised with different loss metrics. The
nMPI(β) is calculated on the test set, and the best value for each point forecaster and each β
on each data set is marked bold.

Custom Loss Metrics
Data Point Forecaster PI PL MW MAQD CRE EQD UQD

Electricity

LR
98% 1.6596 0.2190 9.0970 6.3953 8.9233 2.9807
70% 0.6651 0.1025 2.2763 1.7926 2.2423 1.0517

RF
98% 1.0707 0.1350 2.3841 1.8020 2.7019 1.0073
70% 0.4907 0.0638 0.9563 0.7709 1.0382 0.4626

NN
98% 1.2668 0.2010 3.0479 2.0384 3.3326 1.2650
70% 0.5577 0.0951 1.0680 0.8130 1.1291 0.5580

XGBoost
98% 1.2387 0.2473 2.8556 2.0751 3.4465 1.2968
70% 0.5245 0.1166 0.9717 0.7797 1.0988 0.5455

N-HiTS
98% 1.7322 0.1914 3.7476 3.3837 5.2366 2.9702
70% 0.6964 0.0903 1.2177 1.1357 1.5276 1.0385

TFT
98% 1.7954 0.1616 2.8338 2.6760 3.4794 1.8809
70% 0.7381 0.0764 1.0458 0.9988 1.2020 0.7657

Price

LR
98% 0.5951 0.0628 0.7785 0.8198 0.9850 0.7381
70% 0.2533 0.0296 0.3154 0.3288 0.3795 0.3022

RF
98% 0.5838 0.0435 0.7617 0.9583 1.0878 0.6668
70% 0.2489 0.0205 0.3091 0.3695 0.4088 0.2777

NN
98% 0.6152 0.0543 0.8412 0.9559 1.4516 0.8173
70% 0.2638 0.0256 0.3413 0.3780 0.5175 0.3331

XGBoost
98% 0.5946 0.0881 0.7953 0.8165 1.0656 0.7691
70% 0.2529 0.0416 0.3217 0.3285 0.4050 0.3137

N-HiTS
98% 0.4719 0.0539 0.7096 0.8527 0.9608 0.6466
70% 0.2063 0.0255 0.2916 0.3366 0.3704 0.2705

TFT
98% 0.5579 0.0431 0.8459 0.7080 0.9501 0.8467
70% 0.2357 0.0203 0.3311 0.2869 0.3612 0.3303

Solar

LR
98% 1.4497 0.5081 12.3309 11.7126 10.7218 8.6557
70% 0.6749 0.2412 2.3293 2.2713 2.1978 2.0477

RF
98% 0.9296 0.0825 0.5806 0.7508 1.3528 0.5453
70% 0.4379 0.0391 0.2753 0.3556 0.6295 0.2584

NN
98% 1.2308 0.3775 3.8415 4.8428 6.0429 3.1930
70% 0.5713 0.1788 1.3794 1.5240 1.6820 1.2498

XGBoost
98% 1.0006 0.1473 0.8606 0.8582 1.2420 0.8177
70% 0.4613 0.0696 0.4023 0.4020 0.5616 0.3829

N-HiTS
98% 1.3476 0.3453 8.1097 7.4918 7.9578 9.1927
70% 0.6082 0.1639 1.6926 1.6313 1.6606 1.7678

TFT
98% 0.8745 0.1137 1.5476 1.3012 1.4972 1.6674
70% 0.4142 0.0539 0.7112 0.6078 0.6880 0.7565

Bike

LR
98% 1.4189 0.2390 3.0377 2.8143 2.9533 3.3306
70% 0.6153 0.1127 1.1304 1.0677 1.1055 1.2076

RF
98% 1.4034 0.1275 2.5732 2.3183 2.5848 2.5704
70% 0.5982 0.0602 0.9870 0.9079 0.9894 0.9848

NN
98% 1.4554 0.2138 3.1160 2.2604 2.5221 3.3443
70% 0.6244 0.1008 1.1393 0.8977 0.9749 1.2011

XGBoost
98% 1.4404 0.2641 3.0000 2.3328 2.5637 3.1972
70% 0.6186 0.1244 1.1200 0.9196 0.9909 1.1705

N-HiTS
98% 1.0550 0.2658 2.5302 2.7089 4.2693 1.8955
70% 0.4799 0.1255 1.0321 1.0885 1.5356 0.8125

TFT
98% 0.9143 0.2337 1.6019 1.8522 2.6506 1.6007
70% 0.4201 0.1103 0.7042 0.8008 1.0818 0.7035
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Table 5.4.: The average MW across three evaluation runs for all point forecasters combined with the
cINN and customised with different loss metrics. The MW is calculated on the test set and the
best value for each point forecaster on each data set is marked bold.

Custom Loss Metrics
Data Point Forecaster PL MW MAQD CRE EQD UQD

Electricity

LR 37.6814 9.9407 182.8969 128.5999 179.2704 56.9971
RF 22.1695 6.8959 51.5464 34.6357 53.7453 19.1363
NN 25.9474 8.3779 76.0516 44.6006 80.8257 24.5457
XGBoost 25.7299 8.3805 58.9752 42.1482 70.5506 24.5363
N-HiTS 34.8605 8.7982 59.4753 60.9907 95.1997 50.9430
TFT 33.3594 8.2147 49.8871 48.3439 66.6108 37.1876

Price

LR 19.2837 5.1559 24.0408 24.1874 28.3107 23.3724
RF 18.2763 4.8770 24.5919 28.1990 32.0639 21.4930
NN 19.6860 5.1079 28.1561 28.6118 38.8646 27.7230
XGBoost 17.4747 5.3755 23.1620 23.6462 32.1271 23.2828
N-HiTS 15.1196 4.7243 22.2309 24.5669 31.2884 20.5606
TFT 15.2615 4.3300 22.3699 21.9759 26.7075 20.4656

Solar

LR 15.3591 7.7364 239.0324 248.1242 317.3128 187.9659
RF 9.1180 2.8953 6.3459 7.3841 14.0195 6.1668
NN 12.6392 5.6797 56.7435 75.6261 106.2591 48.5392
XGBoost 9.4543 3.3421 9.2688 9.5123 14.6080 8.9439
N-HiTS 13.9305 6.1524 104.8548 92.8597 93.7261 116.0854
TFT 10.0264 3.6674 27.0311 19.3953 24.9879 26.6541

Bike

LR 43.6027 14.8912 93.9864 86.1645 90.1602 97.3948
RF 44.9789 14.5801 78.9297 69.0226 79.0359 78.9344
NN 45.3917 14.8286 107.0277 71.2937 82.0552 107.2332
XGBoost 44.8392 15.5589 93.7391 72.9482 83.7189 97.5757
N-HiTS 36.9596 13.0882 81.3684 79.8015 108.8494 79.3144
TFT 28.8590 10.0126 47.6897 46.8275 66.7701 48.5484

i.e. MAQD, CRE, EQD, and UQD perform very inconsistently across all data sets and for all base
point forecasters when used for loss-customisation, whilst the performance of the PL and MW is
far more consistent.

5.4.2 Qualitative Comparison of Customised Probabilistic Forecasts

To gain further insights into the different probabilistic forecasts generated when customised
with various loss metrics, we consider exemplary prediction intervals and calibration plots. We
generate these plots for two different point forecasters: the Linear Regression (LR) as the simplest
base point forecaster and the Temporal Fusion Transformer (TFT) as the most complex.

Prediction Intervals We plot exemplary 98%, 70%, and 40% prediction intervals for a day on
the Price data set for the LR in Figure 5.3, and for the TFT in Figure 5.4. Thereby, we compare
the prediction intervals generated when using different loss metrics in the automated HPO to
generate loss-customised probabilistic forecasts. For both plots, we observe some similarities.
First, using the MW to customise the probabilistic forecasts results in probabilistic forecasts
with the narrowest prediction intervals and these prediction intervals appear to noticeably
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underestimate the uncertainty. Second, using the EQD as the loss metric for customisation results
in the widest prediction intervals, which appear to overestimate the uncertainty. Third, the
probabilistic forecasts generated when using the MAQD or UQD are almost identical.

Comparing the two plots, we also observe some differences. There is far less uncertainty in the
probabilistic forecasts generated with the TFT as a base forecaster than those generated with
the LR as a base forecaster. Furthermore, this uncertainty in the forecasts generated from the
TFT is more closely correlated to the fluctuations in the ground truth. The probabilistic forecasts
generated when using the LR as the base point forecaster often have strange downward spikes in
uncertainty, whilst those from the TFT only spike when the ground truth also spikes.

Calibration Plots To gain more insight into the calibration of the different forecasts generated
when using various loss metrics to customise them, we plot exemplary calibration plots on the
Electricity data set for the LR in Figure 5.5 and the TFT in Figure 5.6. Both plots demonstrate
many similarities. First, the probabilistic forecasts generated when using the MW to customise
them show, by far, the worst calibration. Second, for both base point forecasters, using the PL as
a loss metric in the loss-customisation results in the second worse calibration. These probabilistic
forecasts resulting from the PL slightly overestimate the lower quantiles and underestimate the
higher quantiles. Third, the probabilistic forecasts generated when using the remaining four loss
metrics in the loss-customisation are all well calibrated. Specifically, those forecasts generated
when using the MAQD and CRE as a custom loss metric are almost perfectly calibrated for both
base point forecasters.

The only noticeable difference between the two base point forecasters is when considering the
probabilistic forecasts generated with the EQD and UQD as the loss metrics. For the TFT these
loss metrics still result in probabilistic forecasts that are almost perfectly calibrated, whilst for
the LR both metrics lead to probabilistic forecasts that underestimate the lower quantiles and
overestimate the upper quantiles.

5.4.3 Effects of Hyperparameter Optimisation

In the third step of our evaluation, we analyse the effects of the HPO. To this means, we first
compare how the optimal sampling hyperparameter σ? changes, depending on the loss metric
used in the HPO. Second, we compare multiple evaluation criteria simultaneously to identify if a
certain loss metric results in high performance in more than one evaluation criterion at the same
time. Finally, we report the computational time of our approach.

Optimal Sampling Hyperparameter To analyse how the optimal sampling hyperparameter changes
depending on the loss metric used in the HPO we plot the optimal σ? for each loss metric and
data set in Figure 5.7. Furthermore, we report the optimal sampling hyperparameter for all
loss metrics and data sets in Table 5.5. We first observe that for all data sets, using the MW
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Figure 5.3.: Exemplary 98%, 70%, and 40% prediction intervals on the 11.12.2013 for the Price data set.
Probabilistic forecasts are generated by using LR combined with the cINN and customising
the probabilistic forecast with various loss metrics.
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Figure 5.4.: Exemplary 98%, 70%, and 40% prediction intervals on the 11.12.2013 for the Price data
set. Probabilistic forecasts are generated by using the TFT combined with the cINN and
customising the probabilistic forecast with various loss metrics.
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Figure 5.5.: Exemplary calibration plots comparing the theoretical and forecast quantiles on the Electricity
data set, with the red diagonal indicating zero deviation. We compare probabilistic forecasts
generated by using the LR as a base point forecaster, combining it with the cINN and
customising the forecast with different loss metrics.
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Figure 5.6.: Exemplary calibration plots comparing the theoretical and forecast quantiles on the Electricity
data set, with the red diagonal indicating zero deviation. We compare probabilistic forecasts
generated by using the TFT as a base point forecaster, combining it with the cINN and
customising the forecast with different loss metrics.
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Figure 5.7.: Comparison of the optimal sampling hyperparameter σ? for the various loss metrics used to
customise our probabilistic forecasts and all data sets. These σ? values are also reported in
Table 5.5. [4]
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Figure 5.8.: Plots detailing how different values of σ affect the CRPS, MAQD and MW for the TFT on the
Price data set. We clearly see that each loss function results in a different σ?.

as the loss metric in the HPO always results in the lowest σ?. Second, the second lowest σ? is
generally identified when using the PL in the HPO, although for certain base point forecasters on
certain data sets applying the UQD for loss-customisation can result in a smaller σ?. Third, the
remaining loss metrics generally result in a similar σ? when applied in the HPO. Finally, although
the σ? varies per data set and base point forecaster, the order between the base point forecasters
remains similar. For example, the Random Forest (RF) as a base point forecaster often results in
the largest σ?, whilst eXtreme Gradient Boosting (XGBoost) often results in the smallest σ?.

To further analyse the effects of the sampling hyperparameter, we compare how the values for
the CRPS, MAQD and MW change dependent on a range of sampling hyperparameters on the
Price data set with the TFT and visualise these results in Figure 5.8. This observations shows
that each loss metric clearly has a different value for σ?, with the optimal for the MW loss metric
being the lowest, whilst that for the MAQD is the highest.
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Table 5.5.: The optimal sampling hyperparameter σ? for each base point forecaster when different loss
metrics are used in the automated HPO. These σ? values are also visualised in Figure 5.7.

Custom Loss Metrics
Data Point Forecaster PL MW MAQD CRE EQD UQD

Electricity

LR 0.7301 0.1034 1.9915 1.6359 1.9720 0.9890
RF 0.8781 0.1041 1.8429 1.3507 1.8992 0.7430
NN 0.6294 0.1041 1.3455 0.9734 1.4026 0.5926
XGBoost 0.4982 0.1041 0.0913 0.7309 1.017 0.4757
N-HiTS 0.9063 0.1041 1.3134 1.3500 1.7583 1.1896
TFT 1.0455 0.1041 1.4646 1.4321 1.8067 1.1519

Price

LR 0.9291 0.1041 1.1215 1.1245 1.2756 1.0942
RF 1.2472 0.1041 1.6118 1.7998 1.9893 1.4404
NN 1.0990 0.1041 1.4081 1.5031 1.8703 1.4627
XGBoost 0.6233 0.1041 0.7965 0.8099 1.0264 0.8003
N-HiTS 0.8172 0.1034 1.1586 1.2055 1.5076 1.0828
TFT 1.0268 0.1041 1.4419 1.4161 1.6619 1.3363

Solar

LR 0.2414 0.1027 1.0002 1.0008 1.0788 0.9012
RF 1.0958 0.1027 0.7029 0.8608 1.6463 0.6766
NN 0.3175 0.1041 0.7787 0.8625 0.9755 0.7202
XGBoost 0.6133 0.1027 0.5862 0.5966 0.8414 0.5644
N-HiTS 0.3026 0.1034 1.0456 1.0027 1.0074 1.0817
TFT 0.6925 0.1041 1.2253 1.0692 1.2431 1.1618

Bike

LR 0.6116 0.1034 1.2155 1.1338 1.1736 1.2503
RF 1.1456 0.1034 1.9958 1.7641 1.9965 1.9918
NN 0.7085 0.1041 1.5401 1.0093 1.2339 1.5458
XGBoost 0.5584 0.1034 1.0842 0.8762 0.9845 1.1213
N-HiTS 0.4436 0.1021 0.9448 0.9347 1.2235 0.9085
TFT 0.4612 0.1027 0.7676 0.7469 1.0459 0.7811
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Figure 5.9.: Comparison of the average CRPS and MAQD across three runs for all combinations of base
point forecaster and custom loss metric. Note that these combinations are grouped according
to the custom loss metric used in the HPO and not differentiated by the base point forecaster
applied.
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Figure 5.10.: Comparison of the average CRPS and MW across three runs for all combinations of base
point forecaster and custom loss metric. Note that these combinations are grouped according
to the custom loss metric used in the HPO and not differentiated by the base point forecaster
applied.

Comparison of Evaluation Criteria With our approach, we generate loss-customised probabilistic
forecasts that are customised according to one loss metric. To investigate whether a specific loss
metric results in high performance according to more than one evaluation criterion, we compare
multiple criteria simultaneously. Thereby we compare the CRPS and MAQD in Figure 5.9, the
CRPS and MW in Figure 5.10, and the MAQD and MW in Figure 5.11.

When comparing the CRPS and MAQD in Figure 5.9, we first observe that using the MW in the
HPO never results in the best performance in either metric. Although the resulting CRPSs are not
the worst, the MAQDs when using the MW are always worse than the other metrics. Second, no
clear loss metric results in optimal performance in both loss metrics on all data sets. However,
we observe that generally, forecasts customised using the PL or UQD perform well in both metrics
on all data sets. Furthermore, probabilistic forecasts customised with the CRE or the MAQD also
achieve reasonable performance in both evaluation metrics on all data sets.
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Figure 5.11.: Comparison of the average MAQD and MW across three runs for all combinations of base
point forecaster and custom loss metric. Note that these combinations are grouped according
to the custom loss metric used in the HPO and not differentiated by the base point forecaster
applied.

With regards to the CRPS and MW in Figure 5.10, we note that the probabilistic forecasts
customised with the MW always achieve best performance with regards to MW and perform
reasonably well with regards to CRPS on the Solar and Electricity data sets. Furthermore, there
is no loss metric that achieves good performance on both metrics for all data sets. For the Price
and Bike data sets, the PL results in the lowest CRPS and the second lowest MW values, whilst
the UQD achieves the same on the Solar and Electricity data sets.

Finally, when comparing the MAQD and MW in Figure 5.11, we observe far more diversity across
the data sets. Only on the Solar data set do we observe that using the UQD in the HPO generates
probabilistic forecasts that perform well according to MAQD and MW. The distribution of the
various probabilistic forecasts also varies across the data sets. For the Electricity data set, a large
clump of probabilistic forecasts achieves a low MAQD and a MW of around 50. In the Bike and
Solar data sets, we observe a range of probabilistic forecasts with similar MAQD but increasing
MW. On the price data set we also observe a cluster of results with a MAQD smaller than one,
and MW varying from around 15 to 40.

Computation Time We report the computation time for our approach to generate loss-customised
probabilistic forecasts in Table 5.6. For each data set, the cINN is only trained once, with training
times varying between 22.42 s and 32.9 s. Furthermore, for each data set, the base point forecasters
are also trained once. The training times for the base point forecasters are highly individual,
ranging from 0.1 s for the LR on the Solar and Bike data sets, to 1044 s for the TFT on the Bike
data set. Given the trained cINN and base point forecasters, we focus on the time to customise
the forecast, i.e. the time taken to generate and evaluate a single loss-customised forecast.3 This
time to customise the forecast varies only depending on the data set and is almost identical for
each of the considered base point forecasters. This time is the lowest on the Bike data set, with an

3As described in Section 5.3.2, we use a tuner timeout of 120 s for the automated HPO and no additional stopping
criteria. Therefore, the total time taken for the automated HPO is always approximately 120 s and, thus, not
interesting to report.
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average time of 8.87 s across the point forecasters, and the highest on the Electricity data set, with
an average time of 13.15 s across all point forecasters. In addition and for comparative purposes,
we report the training time of the direct probabilistic benchmarks from the previous chapter (see
Section 4.3) in Table 5.7. Generally, the Nearest Neighbour Quantile Filter (NNQF) requires less
computation time than DeepAR and the Quantile Regression Neural Network (QRNN), although
training times vary across all data sets.

5.5 Discussion

In this section, we first present some key insights from our evaluation before discussing the
limitations and benefits of our proposed approach for creating loss-customised probabilistic
forecasts.

Key Insights Based on our evaluation, we gain five key insights. First, we observe that the
selected loss metric applied in the automated HPO does effectively customise the resulting
probabilistic forecast. These loss-customised forecasts are based on noticeably different optimal
sampling hyperparameters and differ visually with respect to the resulting Prediction Intervals
(PIs) and the calibration plots. Furthermore, their performance in the four considered evaluation
criteria varies noticeably depending on the loss metric used for the automated HPO.

Second, we observe expected effects depending on which loss metric we use. The probabilistic
forecasts customised with the PL, for example, always perform best with regards to CRPS. Since
the CRPS can be considered as a continuous extension of the PL this result is not surprising.
Furthermore, the PL results in probabilistic forecasts that perform mid-range in terms of the
calibration and sharpness measures. This is also logical since the PL implicitly considers both
calibration and sharpness and is, therefore, likely to result in loss-customised probabilistic
forecasts that are reasonable in both metrics. On the other hand, the calibration-based metrics,
i.e. the MAQD, CRE, EQD and UQD, always result in the probabilistic forecast with the best
calibration and worse sharpness. Importantly, no single calibration-based metric outperforms
the others, and the best-performing metric depends on the base point forecaster and data set.
However, this is not surprising since all metrics are similar and differ only in how exactly they
penalise miss-calibration in forecasts. Therefore, it makes sense that the best-performing metric
depends on the data considered and how the point forecast predicts this data, i.e. a data set
with many extreme values may be better calibrated when the EQD or UQD is applied since these
loss-metrics weight extreme quantiles higher. Finally, the probabilistic forecasts generated when
using the MW in the HPO are always the sharpest, resulting in the lowest MW scores and the
smallest nMPI(β)s, but poor calibration. Furthermore, the MW values for the calibration-based
loss metrics are generally the highest. This is also logical since the calibration-based loss metrics
often result in wide prediction intervals to account for extreme regions of uncertainty, which
adversely affect the MW values.
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Third, we also observe similar results between certain loss metrics. More specifically, the forecasts
customised with calibration metrics are all well-calibrated and have similarly wide prediction
intervals. Furthermore, the forecasts generated when using the MAQD or UQD in the HPO are
almost identical, suggesting that the symmetry in the quantiles does allow us to achieve a similar
loss-customisation when only considering the upper half.

Fourth, we observe that none of the considered loss metrics can consistently achieve the best
performance in more than one evaluation criterion. When comparing different evaluation
criteria, none of the considered loss metrics resulted in loss-customised probabilistic forecasts
that consistently performed highly in more than one of the considered metrics. This further
highlights that the desired properties of probabilistic forecasts are not always complementary,
and it is still a significant challenge to generate probabilistic forecasts that perform well with
regard to multiple criteria.

Finally, for complex base point forecasters, we observe that our approach is computationally
cheap when compared to complete retraining. The time taken to generate a loss-customised
forecast is approximately 10 s, which is noticeably less than the training time of all considered
base forecasters, apart from LR. Furthermore, this is noticeably less than the training time for
each of the direct probabilistic forecasting benchmarks from Chapter 4.4

Limitations Our approach has a few limitations. First, our approach trains multiple base point
forecasters and then uses automated HPO to select an optimal sampling hyperparameter based on
a custom loss metric. As a result, the base point forecaster must be manually selected. However,
ideally, we require a fully automated forecasting process. Therefore, to enable the application of
our approach in an automated setting, an optimal base point forecaster, its hyperparameters, and
the appropriate sampling hyperparameter should all be optimised based on a given probabilistic
loss metric in a fully automated manner. Second, the automated HPO in our approach is currently
only terminated by a tuner timeout of 120 s. However, it may be possible to achieve similar results
in a fraction of the time. Therefore, further convergence criteria should be considered to further
reduce computation time.

Benefits We consider several aspects of our approach particularly beneficial. First, our approach
is capable of creating loss-customised probabilistic forecasts based on an arbitrary custom loss
metric. This arbitrary loss metric is important because probabilistic forecasts are often inputs for
further downstream applications such as optimisation tasks. Therefore, if a custom loss metric
can be designed based on the requirements of this downstream application, our approach can
generate loss-customised probabilistic forecasts that are ideal for this application. For example,
in a safety-critical application that requires an overestimation of uncertainty, a loss-customised
probabilistic forecast based on a loss metric similar to the EQD would be far more beneficial than
existing probabilistic forecasts.

4Since the considered benchmarks do not allow a custom loss metric to be used in training, this comparison is based
on the assumption that such retraining is possible and that a similar training time can be expected.
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Second, our approach can work with an arbitrary base point forecasting model thanks to the
applied forecasting approach. Therefore, if a point forecasting model has already been designed
to perform particularly well in a specific application, our approach can be applied to generate
multiple loss-customised probabilistic forecasts without modifying the existing model. Further-
more, if a custom loss metric also exists for this application, our approach can be directly applied
to generate loss-customised probabilistic forecasts without changing the existing setup.

Finally, our approach generates loss-customised probabilistic forecasts without retraining the
applied cINN or the base point forecasts. Particularly for complex base point forecasters, the time
required to generate a new loss-customised probabilistic forecast is negligible compared to the
retraining time. As a result, it is computationally cheap to generate several forecasts that differ in
the loss function used for the automated HPO, which could be the basis for an ensemble.

5.6 Conclusion

To generate probabilistic forecasts with customised properties, we extend our approach from
Chapter 4 and apply automated HPO to generate loss-customised probabilistic forecasts. Our
approach includes uncertainty by first mapping a point forecast from an unknown distribution to a
representation in a known and tractable distribution with a Conditional Invertible Neural Network
(cINN). We then generate a probabilistic forecast by optimising a sampling hyperparameter in an
automated manner which includes uncertainty from the neighbourhood of this representation
into the point forecast. This automated HPO is based on custom loss metrics, which alter the
characteristics of the resulting probabilistic forecast. Thus, our approach is capable of generating
loss-customised probabilistic forecasts without retraining either the applied base point forecaster
or the cINN.

We evaluate our approach by generating loss-customised probabilistic forecasts on four data
sets with six different loss metrics. With a quantitative and qualitative comparison of these
probabilistic forecasts, we show that the characteristics vary noticeably depending on the loss
metric used in the HPO optimisation. Furthermore, we show that our approach is computationally
inexpensive and that none of the considered loss metrics are capable of generating probabilistic
forecasts that perform highly in more than one evaluation criterion.

Given our promising results, future work should first evaluate our approach on further data sets.
Second, our approach to generate loss-customised probabilistic forecasts should be employed
for exemplary applications by first designing custom loss metrics for these applications and then
applying them in our approach. Third, the possibilities of applying an ensemble of forecasts
generated from our approach should be investigated, including weighting and combining the
forecasts to perform better across multiple evaluation metrics. Finally, it would be interesting
to fully automate the entire probabilistic forecasting process by also selecting the optimal base
point forecaster and the associated hyperparameters in an extensive automated probabilistic
forecasting framework.
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Part III

Interpreting Uncertainty





Overview of Part III

Increasing trust in the forecast

Part III: Interpreting UncertaintyPart II:  Quantifying Uncertainty

RQ4

Explaining the origins of 
uncertainty
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Probabilistic forecasts from 
meteorological uncertainty

RQ2

Probabilistic forecasts from 
the underlying data

RQ3

Customising the properties 
of probabilistic forecasts

RQ5

Representing critical 
regions of uncertainty

Part III of the dissertation deals with interpreting the uncertainty that was previously quantified
with probabilistic time series forecasts, for example, with methods from Part II. We first consider
RQ4 in Chapter 6 by suggesting an approach that uses existing Explainable Artificial Intelligence
(XAI) methods to generate explanations for the origins of the uncertainty in a probabilistic forecast.
Our approach separates the deterministic and uncertain components of the probabilistic forecast
in the network architecture and, thus, allows for separate explanations to be generated for each
part. Our results show that the explanations appear plausible, especially for synthetic data, and
deliver important insights which could be particularly useful for further model development.

We further address RQ5 in Chapter 7 by considering critical regions of uncertainty for mobility
applications. Focusing on the use case of parking duration predictions for electric vehicle smart
charging applications, we highlight how forecasts that overestimate the parking duration, i.e. the
electric vehicle leaves earlier than expected, are particularly crucial. Such forecasts could lead to
an undercharged vehicle that is unable to reach the final destination. To address this problem, we
present multiple representations of the uncertainty which can be applied to mitigate this critical
error, even when large amounts of uncertainty are present.
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Explaining the Origins of
Uncertainty in Probabilistic
Forecasts

6

In the previous chapters, we presented multiple methods to generate probabilistic forecasts and
thus quantify the uncertainty associated with the time series forecasts. The majority of these
approaches, along with almost all state-of-the-art time series forecasts, are based on machine
learning and are therefore considered as black box models [201]. Despite the high forecast
quality generated by such models, it is often unclear which input factors are influencing the
model to generate the resulting forecast [201]. This lack of transparency can make it difficult
to trust the forecast and rely on it when making important decisions [202], [203], especially as
time series forecasting models are increasingly more complicated with millions of parameters
[152], [204], [205]. As a result, to increase trust in such probabilistic forecasts, it is important
to increase transparency by explaining which factors influenced the model when generating the
forecast [25], [29].

Creating such explanations is the focus of the relatively new research field XAI [206]. The main
aim of XAI is to develop transparent machine learning models, i.e. machine learning models
which enable users to better understand the results generated by the model [207]. Although
such machine learning models ideally offer intuitive explanations and are naturally interpretable,
XAI also focuses on explaining machine learning models that are not naturally interpretable with
so-called post-hoc explanation methods [208]. There are a host of such post-hoc explanation
methods, which are often based on perturbing the input features and documenting the effects
[46], [209], [210] or propagating the gradients of the applied network model back to the input
[47], [48], [211], [212]. Although these methods were often designed for computer vision tasks,
they generally only require that the gradients of the model can be propagated back to the inputs
[208]. As a result, such post-hoc XAI methods can technically be applied to probabilistic time
series forecasting models as long as they fulfil this simple requirement.

Despite the lack of technical barrier, XAI methods have up until now only sparingly been applied
to time series tasks and almost never to time series forecasting [49]. Although there is a recent
shift towards creating interpretable machine learning models for time series forecasting [40],
[213], [214], only Li et al. [38] focus on generating probabilistic forecasts and the interpretations
provided are in the form of simple feature importance. Furthermore, many state-of-the-art
machine learning approaches for probabilistic time series forecasting already exist and are not
natively interpretable [34]. To continue using such models in the future, where the importance
of interpretable forecasts grows [29], it is thus necessary to apply post-hoc explanation methods
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to explain the origins of uncertainty in such models. However, to the best of our knowledge, no
existing work has focused on using XAI methods to explain this uncertainty.

Therefore, in the present chapter, we propose a methodology to apply existing XAI methods
to explain the origins of uncertainty in a probabilistic forecast. By specifically separating the
probabilistic forecast via the neural network architecture into a deterministic component and a
component that represents the uncertainty, we enable post-hoc XAI methods to determine the
effects of all input features on each of these components separately. We evaluate our approach
with a simple neural network by comparing different XAI methods on a synthetic data set and also
analysing the usefulness of explanations on four real-world data sets. As a result, the contribution
of this chapter is twofold: (1) we demonstrate the viability of combining XAI and probabilistic
forecasts to increase trust in the forecast, and (2) we highlight how these explanations deliver
valuable insights which may help to improve model design.

The rest of the present chapter is structured as follows. In Section 6.1, we present related work
and highlight the identified research gap. We then introduce our methodology in Section 6.2
before explaining the experimental setting used to evaluate our approach in Section 6.3. In
Section 6.4, we evaluate our approach and in Section 6.5, we discuss the results and the main
insights gained. Finally, we conclude and present future work in Section 6.6.

6.1 Related Work

Whilst the application of XAI on time series is generally limited, the limited existing work
mostly focuses on time series classification and not forecasting [49], [215], [216]. In this field,
Mochaourab et al. [217] and Kenny et al. [218] both apply post-hoc explainability methods on
time series classification models, whilst Turbé et al. [219] also consider time series classification
and perform a systematic evaluation of various post-hoc explainability methods. Furthermore,
explainability methods are applied to classification in the health domain by Di Martino and Del-
mastro [220]. These approaches all apply existing post-hoc explanations that are not specifically
developed for time series and, therefore, do not consider the temporal dynamics of the time
series. To overcome these issues, both Tonekaboni et al. [221] and Munir et al. [222] propose
post-hoc explanation methods that can better capture the temporal dynamics of a model in a
time series classification tasks. However, both of these methods are only applied for time series
classification and not time series forecasting.

When XAI is applied to time series forecasts, it is almost always via specific models that are
designed to be interpretable [49]. Such models rely on model-specific mechanisms to generate
explanations and, as a result, cannot be applied post-hoc to explain the output of an existing
forecasting model. Such models for point forecasts use, for example, a network stack that
separates the seasonal and trend component of the forecast within the model [213], multilevel
wavelet decomposition [214], or series saliency [223]. Furthermore, Hertel et al. [224] explore
using the attention scores from transformer models to explain which regions of the history

102 Chapter 6 Explaining the Origins of Uncertainty in Probabilistic Forecasts



input are important for transformer-based load time series forecasts. For probabilistic forecasts,
interpretable models exist that make use of attention [40], interpret forecasting as a classification
task [39], or use relevance scores from an ensemble of deep neural networks [42].

Hardly any work applies post-hoc explainability methods to time series forecasting. Although post-
hoc explanations have been used to determine feature importance in time series predictions, for
example, by Kruse et al. [225] and Trebbien et al. [226], these explanations are static and consider
the total feature importance and not temporally dependent feature importance. Additionally, Choi
et al. [227] evaluate their point forecasting architecture with post-hoc explainability methods,
Çelik et al. [228] apply post-hoc explanations to financial data, Wang et al. [229] investigate
post-hoc explanations methods for tunnel boring machine time series data, and Barredo Arrieta
et al. [230] explore the explainability of deep echo state networks. However, in each of these
papers, only point forecasts are considered, and there is no attempt made to explain the origins
of the uncertainty.

Therefore, we identify a clear lack of research that applies post-hoc explanation methods to
explain the origins of the uncertainty in a probabilistic forecast. As a result, in the present chapter
we present a methodology that enables existing XAI methods to be applied to explain the origins
of uncertainty in a probabilistic forecast.

6.2 Explaining the Origins of Uncertainty

An overview of our approach to explain the origins of uncertainty in time series forecasts with
existing XAI methods is presented in Figure 6.1. First, the input data is preprocessed and used to
train a gradient-based probabilistic forecasting model. This trained model and the associated
inputs are then combined in a post-hoc explainability method [206] to generate two explanations:
an explanation for the mean forecast and an explanation for the uncertainty associated with
this forecast. To enable this approach, we have to separate both components of the forecast
within the network architecture. Therefore, this section briefly highlights the approach used to
generate such probabilistic forecasts before explaining the idea between the post-hoc explanation
methods used, so-called attribution-based explanation methods [206]. Finally, we outline how
both aspects can be combined to explain the origins of uncertainty.

6.2.1 Probabilistic Forecasting Approach

To explain the origins of uncertainty, we first need to isolate the uncertainty in the probabilistic
forecast. We achieve this isolation through a specific neural network design scheme, schematically
shown in Figure 6.2. As inputs, this schematic network considers historical information yt−P and
forecasts for M exogenous features x̂m,t+H, where m ∈ {1, 2, . . . , M}. Although not explicitly
shown in the above figure, it is possible that the network only considers historical information, i.e.
M = 0, or that each of these inputs is processed by a separate encoder network before entering
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Figure 6.1.: An Overview of the approach to explain the origins of uncertainty in probabilistic forecasts.
After preprocessing, the selected input features and history data are used to train the
probabilistic forecasting model. This trained model is then capable of generating probabilistic
forecasts. The trained model and input data are combined with a post-hoc explainability
method to generate explanations for the mean component and uncertainty component of the
forecast.

the main network. The main network consists of hidden layers that consider all of the input
features. This main network is also not limited to a simple feed-forward architecture and can,
therefore, include more complicated layers, such as long short-term memory (LSTM), or even
self-attention via transformers. The important aspect of the proposed schematic architecture is
the output. To isolate the deterministic and uncertain components of the forecast, we create two
separate output networks. The first of these networks generates a mean forecast µ̂t+H, whilst
the second network generates a variance forecast σ̂2

t+H. These two outputs can be combined in
a parametric distribution, e.g. a Gaussian distribution, to generate distributional probabilistic
forecasts, see Morales et al. [45]. Importantly, the architecture of these output networks is also
not limited and can, again, include diverse layers.

Since we consider H-step ahead forecasts, the final probabilistic forecast is also H-dimensional.
To achieve this, each of the time steps within the forecast horizon t + 1, · · · , t + H is realised as
a single output. More specifically, each of the two output networks generates a H-dimensional
output. As a result, the final output dimension of the neural network is 2 × H. Each of the
inputs is also multi-dimensional. Each forecast exogenous feature is H dimensional, whilst
the history input is P dimensional. As a result, the neural network has an input dimension of
1 × (M · H + P ).

Such a network can be trained to generate probabilistic forecasts by assuming a parametric
distribution and applying the maximum likelihood method to maximise the likelihood of the data
given the assumed parametric distribution [231]. Therefore, the schematic architecture can be
applied to any parametric distribution which allows approximation via the maximum likelihood
method. We detail the training and concrete architecture of the network used to evaluate our
approach in Section 6.3.
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Figure 6.2.: A schematic overview of the neural network architecture used to generate probabilistic
forecasts. The network uses historical information yt−P and M exogenous feature forecasts
x̂m,t+H to generate probabilistic forecasts for horizon H. These inputs are vectors as they
contain values for multiple points in time, which we indicate with double circles for the input
neurons. The output of the network separates the deterministic and uncertain components of
the probabilistic forecast by forecasting the mean and variance of the forecast as separate
outputs. Furthermore, each time step in the forecast horizon is a separate output.

6.2.2 Attribution-Based Explanation Methods

We use post-hoc attribution-based XAI methods to explain the origins of uncertainty in the
probabilistic forecasting model. Such attribution methods are designed to produce explanations
by assigning a scalar attribution value to each dimension of each input feature of the considered
machine learning model for a specific sample [232]. To explain this concept, we consider a
simplified setting with a trained neural network that only considers a single feature vector as
input and generates a forecast consisting of only a single output vector. Specifically, this simplified
trained neural network g considers the single input vector x = x1, x2, . . . , xI and generates the
output y = y1, y2, . . . , yH , i.e.

y = g(x). (6.1)

Given such a network, an attribution-based explanation results in an attribution matrix A for a
single output sample, i.e.

A =


a11 a12 . . . a1H

a21 a22 . . . a2H

...
...

...
...

aI1 aM2 . . . aIH

 , (6.2)

where aij is the attribution for the i − th dimension of the input explaining the j − th dimension
of the networks output [233]. For time series, each of these dimensions represents a different
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point in time and therefore, such an attribution matrix can be used to explain how different
points in time in a given input feature affect the output.

There are multiple classes of attribution XAI methods, with the most common of these being
gradient-based attribution methods [232] and perturbation-based attribution methods [233].
Gradient-based methods rely on calculating gradients, specifically the gradients of the model’s
output concerning its input features, providing explanations by quantifying how small changes
in input features affect predictions [232]. In contrast, perturbation-based methods involve
introducing controlled perturbations to the input data, observing their impact on the model’s
predictions, and approximating feature importance by comparing the model’s behaviour on
perturbed inputs to the original input [233]. Although not dependent on backpropagation, such
perturbation methods are often more computationally expensive. We consider both approaches
in the present chapter and explain the details of the attribution-based XAI methods applied in
Section 6.3.

6.2.3 Applying Attributions to Probabilistic Forecasts

After separating the deterministic and uncertainty components of the probabilistic forecast within
the neural network architecture, we can apply attribution-based XAI methods to explain the
origins of uncertainty. More specifically, we can consider each of these outputs separately and
calculate the attribution matrices for each of the input features. In this means, we obtain
explanations for both the mean forecast, i.e. the deterministic component of the forecast, and the
variance forecast, i.e. the uncertainty.

Importantly, since we are now considering multiple input vectors and two output vectors, the
attribution matrix is not as simple as defined above. Specifically, to explain the effects of a single
H-dimensional exogenous forecast feature on the uncertainty, we must consider how each of
these H dimensions affects the H outputs in the forecast horizon. More specifically, for each of
the two output vectors µ̂t+H and σ̂2

t+H, we obtain an attribution matrix A as above for each
input feature into the neural network. This structure results in a P ×H attribution matrix for both
the mean and variance prediction when explaining the history input. Furthermore, we obtain
a H × H attribution matrix for each combination of output (mean or variance) and individual
input feature. If, for example, we were to consider two exogenous inputs as well as history inputs,
we would obtain the following attribution matrices: (1) a P × H attribution matrix explaining
how the history input affects the mean forecast, (2) a P × H attribution matrix explaining how
the history input affects the variance forecast, (3) two H × H attribution matrices, explaining
how each of the exogenous inputs affects the mean forecast, and (4) two H × H attribution
matrices explaining how each of the exogenous inputs affects the variance forecast. Although
this structure poses no technical difficulties, it is important to understand the interplay between
dimensions being considered.
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6.3 Experimental Setting

To evaluate our approach, we apply multiple attribution-based XAI methods on probabilistic
forecasts for synthetic and real data.1 In this section we detail the applied experimental setup.
First, we describe the data used before introducing the attribution-based XAI methods applied.
We then present the evaluation metrics before finally highlighting the implementation of the
probabilistic forecasting models applied.

6.3.1 Data

In this section, we briefly introduce the synthetic data set and the four real-world data sets used
in our evaluation. For all data sets, we normalise each feature and target independently and use
the first 80% of the data for training and the last 20% for testing.

Synthetic Data To compare different attribution-based XAI methods and consider exemplary
explanations, we use a synthetic data set. The synthetic data is simply a sine wave with an
additive noise component, i.e. for time t

Synthetict = Abase · sin(2 · π · ω · t) + Anoise · N (0, σ2
noise), (6.3)

where Abase is the base amplitude of the time series, ω the frequency of the sine wave, Anoise

the amplitude of the additive noise and σ2
noise the variance of this additive noise. In the present

chapter we create synthetic data with Abase = 5, Anoise = 1, and σ2
noise = 1. Furthermore, we

consider two different frequencies, ω = 0.05 and ω = 0.1, and generate a time series with a
length of 10 thousand.

Real Data We consider four real-world data sets in the evaluation, two of which only contain
history inputs and two that also include forecast exogenous features. The first two data sets are
taken from the Western European Power Consumption (ENTSO-E)2 database. These two data sets
Sweden and Germany consist of total electricity consumption for Sweden and Germany, collected
by the ENTSO-E between January 2015 and July 2020. The data is originally at a temporal
resolution of 15 min, but we resample to a 1 h resolution for our evaluation. Both the Sweden and
Germany load data sets only contain historical information and no forecast exogenous features.
To also include data sets with exogenous forecast features, we consider the Price and Solar data
from Global Energy Forecasting Competition 2014 (GEFCom2014) [162], originally introduced
in Section 4.3. For the Price data set, we forecast the Zonal Price, using the Total Zonal Load and
Total Load as exogenous forecast features. For the Solar data set, we forecast the Solar Power

1Code to replicate our results is available via GitHub: https://github.com/kalebphipps/
Explaining-the-origins-of-uncertainty.

2https://www.kaggle.com/datasets/francoisraucent/western-europe-power-consumption.
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using the Total Column Cloud Liquid Water (TCLW), the Total Cloud Cover (TCC), and Surface
Solar Radiation Downwards (SSRD) as exogenous forecast features.

6.3.2 Applied Attribution Methods

We consider five different attribution-based XAI methods in our evaluation, two of these are
gradient-based and three perturbation-based. We implement all attribution-based explanation
methods using the Python package Captum [234]. To clearly introduce each of these applied
attribution approaches, we require a slightly simplified notation and, therefore, define the
combination of all input features for the neural network as

F = [f1, f2, . . . , fM+1] , (6.4)

whereby the individual elements of this input matrix fl with l = 1, . . . , M + 1 correspond to
the input features discussed above, i.e. the history data and the forecast exogenous features.
Furthermore, we define the single output neuron whose output is being explained as Otarget.
Given these definitions, we explain each of the attribution-based methods in more detail.

Integrated Gradients The first attribution method we consider is Integrated Gradients (IG), a
gradient-based approach [211]. The idea of IG is rather intuitive. Starting with a simple baseline,
one gradually changes this input to match the actual input in the model. At each step along
this transition from the baseline input to the actual input, IG computes the contribution of each
input feature by integrating the gradients of the model’s output with respect to this input feature
[211]. In the present chapter, we consider a vector of zeros as the baseline vector for all inputs.
Therefore, we define IG for feature l as

IGl(F) = (fl − f ′
l) ·
∫ 1

κ=0

∂Otarget(F′ + κ · (F − F′))
fl

dκ, (6.5)

where F is the combined input into the neural network model, F′ the combined baseline input, fl

and f ′
l the single feature input and baseline single feature input respectively, and κ the integration

variable used to integrate over the transitional path between the baseline and the actual input.3

Therefore, starting with a baseline of zero vectors, we gradually adapt this input to match the
actual input, integrating at each step during this transition. This integral is approximated via a
Riemann sum in the Captum implementation [234].

Saliency The second attribution explainability method we use is the gradient-based Saliency
method proposed by Simonyan et al. [212]. Saliency is simpler than IG and involves calculating
the partial derivative of the considered output neuron with regard to the input features. Therefore,

3Note that fl ∈ F and f ′
l ∈ F′. We consider these single input features separate from the combined input since we

aim to create attributions for these inputs specifically. To obtain attributions for every input, we have to repeat the
process for each input in the forecasting model.
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saliency for input feature l with the combined input F into the neural network model, can be
defined as

Saliencyl(F) =
∣∣∣∣∂Otarget(F)

∂fl

∣∣∣∣ , (6.6)

where Otarget is the target output neuron being explained, and fl is the l-th input feature in the
neural network whose effect on the model’s output is being explained. As before, these inputs
are either the last P history values or the next H steps of an exogenous feature forecast. Saliency
relies on the assumption that the more influential a specific input is, the larger the gradient with
regards to this input in the model and hence the larger the Saliency value [212].

Feature Permutation The first perturbation-based attribution method we consider is Feature
Permutation (FP). Essentially, FP functions by shuffling the values for a single input feature,
considering how this affects each of the model outputs [210]. More specifically, FP takes the
considered l-th input feature vector and permutes the values within this vector. In our case, each
feature vector contains multiple points in time, and we apply FP by randomly shuffling these
points in time. This randomly shuffled feature vector is then used as an input to the model, and
the difference between the considered output with permuted features and the original output
is calculated. This difference is then considered as the feature attribution, i.e. the more the
permutation affects the output, the more important the feature is. In our case, this permutation
is performed both with regard to the mean forecast and the variance forecast. Therefore, we can
define FP for feature l as

FPl = Otarget(F̃l) − Otarget(F), (6.7)

where Otarget is the output neuron considered, and F̃l is the combined input of the neural network
with a permuted feature fl. Whilst multiple permutations could be possible, we always consider
random shuffling in the Captum implementation [234].

Feature Ablation The second perturbation-based attribution method considered is Feature
Ablation (FA). In FA, attributions are calculated by replacing each input feature with a baseline
and calculating the difference in the output. In the present chapter, we always consider the
baseline as a vector of zeros. Therefore, we define FA for feature l as

FAl = Otarget(F′
l) − Otarget(F), (6.8)

where Otarget is the output neuron considered, and F′
l is the combined input of the neural network

where the l-th feature has been ablated and replaced with a baseline f ′
l , which is in our case

always a vector of zeros.

Shapley Value Sampling The final perturbation-based attribution method considered is Shapley
Value Sampling (SVS). SVS is based on the concept of Shapley values from cooperative game
theory and essentially combines ideas from FP and FA. To apply SVS, a random permutation of the
input features is taken, and each of these permutations is added, one by one, to a given baseline.
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After adding each feature, the difference in the output is calculated, and this difference is used
as the attribution from SVS [209]. This process is repeated numerous times with a different
random permutation of features, and the final attribution is the average of the attributions for
each feature across all permutations. A more detailed explanation of SVS is provided by Castro et
al. [209] and Strumbelj and Kononenko [235].

6.3.3 Evaluation Metrics

To evaluate our approach, we consider forecast quality, which we measure with the Continuous
Ranked Probability Score (CRPS) (see Equation (2.12)) and by considering prediction intervals.
The main focus of our evaluation, however, is on the attributions created to explain both the
mean and variance components of the probabilistic forecast. The majority of our evaluation
focuses on visualising these attributions as heat maps to allow a comparison between the steps in
the forecast horizon. However, to accurately compare attributions from different methods or at
similar points in time, we require further evaluation metrics, which we present in the following.

Mean Scaled Absolute Attribution Difference To compare the attributions generated from dif-
ferent XAI methods we calculate the MSAAD. The MSAAD is based on the fact that we can only
compare different attribution-based explainability methods if we first scale them to the same
range. Furthermore, we want to compare the attributions across all samples in the test data set
and not only for a single sample. Therefore, we define A(n) as the attribution matrix obtained for
a single sample n, for a given input feature. This matrix has the dimension I × H, where I = P

for the history input and I = H for the forecast exogenous inputs. Given this attribution matrix,
we first calculate the scaled absolute attributions for the sample n as Ã(n). More specifically, Ã(n)
is calculated by scaling the absolute value of the attributions per column so that the explanations
for each output (i.e. forecast horizon) are between zero and one. With this scaling, the point
in time with the highest influence obtains a value of one, and the point in time with the lowest
influence has a value of zero. This can be defined as

Ã(n) = |A(n)?,j | − min(|A(n)?,j |)
max(|A(n)?,j |) − min(|A(n)?,j |) , for j ∈ 1, . . . , H, (6.9)

where A(n)?,j refers to all rows in the j-th column, i.e. the j-th step in the forecast horizon, and
|◦| implies the absolute value of each value in the attribution matrix. Given Ã(n) for each sample
n we can then compare attribution methods with

MSAAD = 1
N

N∑
n=1

[ 1
I · H

· grandsum
(∣∣∣Ã(n) − Ã′(n)

∣∣∣)] , (6.10)

where grandsum(◦) is the matrix grand-sum operator, which involves adding all elements within
the matrix to obtain a scalar, and Ã′(n) is the scaled absolute attribution matrix generated
by the alternative XAI method being compared. The MSAAD can be loosely interpreted as a
mean average percentage error between attributions. Importantly, since we always scale the
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attributions between zero and one, the MSAAD is only suitable to compare attribution methods
and not to compare the attributions for different feature vectors. This scaling leads to all input
features, including unimportant features, receiving the same weighting. For a pure comparison
of the attribution methods such a scaling is sufficient, but this scaling does not enable a clear
comparison of feature performance.

Temporally Similar Absolute Attributions To identify if similar attributions occur in time series
with temporal patterns, we also consider temporally similar absolute attributions TSAA. Such
attributes are calculated by considering similar points in time, i.e. all Mondays at midnight, and
averaging the absolute attributions across all samples that correspond to this point in time. We,
therefore, define temporally similar absolute attributions as

TSAA = 1
|Υ|

∑
υ∈Υ

|A(υ)| , (6.11)

where Υ is the set of temporally similar samples. The TSAA is in itself a I × H matrix that
can also be visualised via a heat map. Note that we always consider the absolute value of the
attributions to avoid averaging to zero if one sample demonstrates a strong negative attribution
and the next a strong positive attribution.

Static Mean Absolute Attributions The previous evaluation metrics consider the temporal dy-
namics of the input features, i.e. they consider the attribution for each point in time in the
input vector. However, it may also be interesting to investigate the static effect of a given input
feature on the output, i.e. how important is the feature on average for a given output neuron. To
investigate this aspect, we define the static mean absolute attributions SMAA, which is calculated
by finding the average attribution value for each input feature. Specifically, for a sample n we
can calculate the SMAA(n) as

SMAA(n) = 1
I

I∑
i=1

|A(n)i,?| , (6.12)

where i is the dimension of the input vector being considered, with I = P for the history input
and I = H for the forecast exogenous inputs. The SMAA(n) is then a 1 × H vector and indicates
the static influence of a given input for each of the output neurons for the considered forecast
horizon. In the present chapter, we can calculate SMAA(n) for multiple samples in the test data
set and visualise these samples as a N × H heat map. Furthermore, we must calculate SMAA(n)
separately for the mean forecast and variance forecast. We apply this metric exclusively to better
understand the attributions for the Solar data set.
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Table 6.1.: Architecture of the applied probabilistic forecasting network. The main network processes the
inputs before each output network generates forecasts for either the mean or variance of the
probabilistic forecast.

(a) Main Network.

Layer Description

Input [Encoded Historical Information,
Encoded Exogenous Forecasts]

1 Dense 512 neurons; activation: ReLU
2 Dense 256 neurons; activation: ReLU
3 Dense 128 neurons; activation: ReLU

(b) Output Network.

Layer Description

Input [Output of main network]
1 Dense 32 neurons; activation: ReLU
2 Dense H neurons; activation: linear

6.3.4 Probabilistic Forecasting Model Implementation

We realise the probabilistic forecasting network described in Section 6.2 with a simple feed-
forward neural network. Thereby, each of the inputs is encoded via a single feed-forward layer.
In this encoding process, the exogenous forecasts are encoded from the original input size H to a
dense layer of 15 neurons, whilst the history input is encoded from the original input size P to
a dense layer of 32 neurons. These encoded inputs are then concatenated and given as inputs
into the main network. For the data sets where only historical information is considered, the
number of exogenous forecasts is zero, i.e. M = 0, and therefore, this concatenation of inputs
is not required. The encoded concatenated inputs are processed by a main network before two
separate output networks generate the forecasts for the mean and variance. The architecture of
this main network and the output networks are reported in Table 6.1.

To generate probabilistic forecasts, we assume a H-dimensional Gaussian distribution and train
the network using the maximum likelihood principle [231]. Specifically, we use the negative loss
likelihood function for the Gaussian distribution to train our network, i.e.

LNLL(yt+H, µ̂t+H, σ̂2
t+H) = (−1)· 1

N · H

H∑
h=1

N∑
i=1

[
1
2

(
(yi,t+h − µ̂i,t+h)2

2 · σ̂2
i,t+h

)
+ log

(√
2 · π · σ̂2

i,t+h

)]
,

(6.13)
where yi,t+h is the true value from the i-th sample in the test data set for the forecast horizon
t + h, with h ∈ [1, 2, . . . , H]. Furthermore, µ̂i,t+h is the mean forecast for the i-th sample in the
test data set for the forecast horizon t + h, and σ̂i,t+h the corresponding variance forecast. The
resulting negative loss likelihood is calculated for all samples across all forecast horizons. We
train our models using the Adam optimiser [166], with a learning rate of 0.001 for 300 epochs.

The probabilistic forecasts are generated with a forecast horizon of 20 steps for the synthetic data
(H = 20) and a forecast horizon of 24 h for the real data sets (H = 24). Furthermore, for the
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synthetic data, we always consider the last 40 steps of data as history input (P = 40). However,
for the real data sets, we consider two different probabilistic forecasting models with different
amounts of history input information. The first model uses the last 48 h of historical information
as an input (P = 48), whilst the second variation uses the last 168 h (P = 168).

6.4 Evaluation

We consider three different aspects when evaluating our approach to explain the origins of
uncertainty in probabilistic forecasts. First, we use the synthetic data set to visualise exemplary
attributions from different XAI methods to analyse if any patterns can be identified. Second, we
compare the attributions from different explanation methods. Finally, we analyse the attributions
from the Saliency XAI method on the four real-world data sets to determine whether these
provide useful information.

6.4.1 Exemplary Attributions

To compare attributions, we visualise the attributions for the history input obtained from different
XAI methods for a single sample on the synthetic data with ω = 0.05 in Figure 6.3. We first
observe that although the attributions differ, there are also similarities. For the mean attributions,
the history values that are a multiple of the period length result in the highest positive attributions,
whilst those that are a multiple of half of the period result in the largest negative attributions. For
example, for the output neuron for the forecast horizon of one, the history values approximately
20 steps and 40 steps back have high positive attributions, whilst those approximately 10 and
30 steps back have large negative attributions. However, for the output neuron for the forecast
horizon of 10, the history values of approximately 10 and 30 steps in the past are strongly positive,
whilst those 20 and 40 steps in the past are negative. These positive and negative attributions
result in the diagonal pattern observed with varying degrees of clarity in all of the attribution
methods. Importantly, Saliency considers the absolute value of the gradients and, therefore, only
returns positive values. As a result, we cannot observe negative attributions in this case.

With regards to the attributions for variance, we also observe similarities across all the XAI
methods. Namely, the peaks in the sine curve always result in the highest magnitude of attribution.
This pattern is the clearest for IG and Saliency, although high magnitude negative attributions can
also be observed in the peaks for FA and SVS. The attributions from FP are less clear, although
the strongest attributions also seem to appear at the peaks.

Comparing the mean and the variance attributions, we observe a clear difference. Across the
forecast horizons, different points in the history input are important for the mean forecast.
However, for the variance forecast, the same points in the history input are important regardless
of the considered forecast horizon. This observation is consistent for all considered XAI attribution
methods.
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(b) Saliency
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(c) Feature Permutation
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(d) Feature Ablation
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(e) Shapley Value Sampling

Figure 6.3.: A comparison of the attributions generated from the five considered XAI methods for a single
sample on the synthetic data set with ω = 0.05, i.e. a period of 20 steps. We consider
the tenth sample in the test data set and apply different XAI to the same neural network.
The network only considers the last 40 history values as input and generates a probabilistic
forecast for the next 20 values. Although the attributions do differ, similar patterns can be
seen for each method, with the clarity of these patterns varying.
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(a) Offset of 0
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(b) Offset of 13

Figure 6.4.: A comparison of temporarily similar absolute attributes using the IG attribution method
on the synthetic data with ω = 0.05, i.e. a period of 20 steps. We compare two different
temporally similar sets of attributions: the first considers all samples placed 20 steps apart, i.e.
the length of one sine period, with an initial offset of zero from the beginning of the test data.
The second set considers samples 20 steps apart with an initial offset of 13. The network
only considers the last 40 history values as input and generates a probabilistic forecast for
the next 20 values.

Since one sample is not representative of the entire time series, we visualise temporally similar
absolute attributions for two different temporal groupings using IG on the synthetic data set
with ω = 0.05 in Figure 6.4. The temporal groupings are always separated by one-period length,
i.e. 20 steps, and differ in the offset calculated from the start of the test data. Considering the
temporally similar absolute attributions, we observe that the attributions for the mean forecast
are almost identical. Even though the start offsets are different and the temporal groupings are
at different points along the sine wave, we still observe similar patterns as for the single sample.
Furthermore, the attributions for the variance forecast still focus on the peaks of the sine wave.
However, since the offset causes the peaks to occur at different places, we see a clear difference
in the attributions for the variance forecast between both temporal groupings.

To investigate whether similar patterns are observed on different data, we compare the attri-
butions for a single sample and the temporally similar absolute attributes for an offset of zero
using the IG XAI method on synthetic data with ω = 0.1 in Figure 6.5. Specifically, doubling
the frequency of the sine curve from ω = 0.05 to ω = 0.1 results in the period length being
halved to 10 steps. This is reflected in Figure 6.5 where we observe an identical attribution
pattern to before, except the frequency is doubled. Specifically, the diagonal pattern caused by
the alternating positive and negative correlations occurs twice as often due to the sine wave
oscillating twice as rapidly. Similarly, the attributions for the variance forecast still consider the
peaks of the sine curve, with these peaks occurring twice as frequently.

6.4.2 Comparison of Attribution Methods

Although we observed similar patterns in the previous section, it was difficult to compare the
XAI methods due to the different scales of the attributions. Specifically, some XAI methods
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(a) Attribute for a Single Sample
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(b) Temporally Similar Absolute Attributes, offset of 0

Figure 6.5.: A comparison of attributes using IG on the synthetic data set with ω = 0.1, i.e. a period of
10 steps. We compare a single sample in (a), specifically the tenth sample in the test data
set, and temporally similar absolute attributes for an offset of 0 in (b). The neural network
only considers the last 40 history values as input and generates a probabilistic forecast for
the next 20 values.

allowed for negative attributions, whilst others only considered positive attributions. Therefore,
in this section, we consider the scaled absolute attributions to concretely compare the different
attribution methods.

Specifically, to comprehensively compare the different XAI attribution methods, we calculate the
mean scaled absolute attribution difference for all combinations and report these results on the
synthetic data for ω = 0.05 in Figure 6.6 and for ω = 0.1 in Figure 6.7. We first observe that the
results for both values of ω are almost identical. The second observation is that the attributions
for the variance forecast are slightly more similar than those for the mean forecast. For example,
with ω = 0.1 the largest MSAAD for the variance is 0.21 between Saliency and FP, whilst the
largest MSAAD for the mean forecast is 0.24 between IG and FP. Further, the smallest observed
MSAAD is 0.05 for the variance forecast and 0.099 for the mean forecast. Third, we observe that
there are two clear groups of methods that result in similar attributions. The first group is IG
and Saliency with a MSAAD no larger than 0.12, measured for the mean forecast attributions on
the synthetic data for both values of ω. The second group is FA and SVS whose MSAAD ranges
from 0.05 to 0.1 depending on the quantity explained and the value of ω. Finally, we note that
FP is the method with attributions that are the most different to all other methods. The lowest
MSAAD involving FP is 0.14 when compared to FA on the synthetic data set with ω = 0.05.

6.4.3 Analysis of Attributions on Real Data

In the final step of our evaluation, we apply our approach to real data to determine whether the
explanations for the origins of the uncertainty provide us with insightful information. Thereby,
we first briefly evaluate the forecast quality of our probabilistic forecasting models. Second,
we analyse the attributions for the history input of all of our models. Finally, we consider the
attributions for the exogenous forecast features for both the Price and Solar data sets. In this
section, we only consider Saliency as an attribution method due to its similarity with IG and the
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Figure 6.6.: A comparison of the mean scaled absolute attribution differences for all attribution methods
on the synthetic data with ω = 0.05, i.e. a period of 20 steps. We have two groups of similar
attributions: IG and Saliency form the first group, whilst FA and SVS form the second. The
attributions from FP are the most different when compared to the other methods.
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Figure 6.7.: A comparison of the mean scaled absolute attribution differences for all attribution methods
on the synthetic data with ω = 0.1, i.e. a period of 10 steps. We observe almost identical
results to those from the synthetic data with ω = 0.05.
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Table 6.2.: The average CRPS values calculated on the test data for all considered data sets. We compare
two variations of our probabilistic forecasting model: the first model only considers the last
48 h of history input, whilst the second considers the last 168 h. Both of these variants also
consider exogenous features. All models generate probabilistic forecasts for a forecast horizon
of 24 h.

Model Load Sweden Load Germany Solar Price

History 48h 0.1080 0.1548 0.1236 0.1562
History 168h 0.0995 0.1137 0.1157 0.1777

reduced computational complexity compared to the perturbation-based approaches. Furthermore,
we only present results for certain days and models and include further results in Appendix B.

Forecast Quality Before analysing the attributions for the probabilistic forecasts, it is important
to determine whether the models are generating reasonable probabilistic forecasts. Therefore, we
briefly analyse the quality of the probabilistic forecasts by considering exemplary visualisations
of the prediction intervals in Figure 6.8 and reporting the average CRPS for the test data
in Table 6.2. Qualitatively considering the prediction intervals suggests that the generated
probabilistic forecasts are of a reasonable quality. The prediction intervals are generally centred
around the ground truth and appear both reasonably sharp and calibrated. Furthermore, we
notice that the probabilistic forecasts from the models considering 168 h of history input appear
better on all data sets except for Price. Noticeably, the model with only 48 h History appears to
slightly underestimate all values on the Sweden load data set and overestimates the amount of
uncertainty in the Germany load data set.

Considering the CRPS values in Table 6.2 confirms the observations from the prediction interval
plots. Across all data sets, the worst performing model is the model with 168 h History on the
Price data set with a CRPS of 0.1777. Although we cannot directly compare these results to
Chapter 4 and Chapter 5 since we are using different input features and different train and
test sets, this result is better than the majority of the benchmarks considered in those chapters.
Similarly, low CRPS values for the remaining data sets confirm that the probabilistic forecasts are
of a reasonably high quality. Finally, we confirm that the model with 168 h history input is indeed
better on all data sets except Price, achieving a lower CRPS than the model with 48 h history
input on the Sweden, Germany, and Solar data set.

History Attributions To analyse the attributions for the history input feature, we consider each
of the data sets individually. We begin with the Sweden load data set by visualising the temporally
similar absolute attributions for Tuesdays in Figure 6.9. We first observe that in all cases, the
most recent time step has the highest attribution. Second, for the mean attributions, we observe
a slight diagonal pattern for the most recent 24 h of the history input for both models. However,
this pattern is not as clear as the synthetic data. Furthermore, this pattern varies in strength
depending on the day considered, i.e. it is stronger from Tuesday to Friday and weaker on
Saturday, Sunday, and Monday (see Appendix B). Third, apart from the high attributions for
the most recent time step and the slight diagonal pattern for the most recent day, the size of
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Figure 6.8.: Exemplary prediction intervals for both probabilistic forecasting models on all considered
data sets. The forecast horizon is always 24 hours, i.e. H = 24, and in this figure, we plot
three consecutive forecasts together starting from a random sample in the test data. We
observe that for all data sets, the probabilistic forecasts appear reasonable, with the prediction
intervals centred around the ground truth and being quite sharp and well-calibrated. The
neural networks used consider either 48 h or 168 h of history values as inputs as well as
exogenous features.
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(a) 48 h History, Temporally Similar
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(b) 168 h History, Temporally Similar

Figure 6.9.: A comparison of the temporally similar attributions for Tuesdays on the Sweden load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.

the attributions does not vary noticeably for history inputs further in the past. Instead, these
attributions fluctuate over the entire history input. Fourth, we observe a high correlation between
the attributions for the mean forecast and the variance forecast. Specifically, when considering
the temporally similar attributions, the attributions for the mean and the variance forecast are
almost always identical.

We also visualise the temporally similar absolute attributions for Tuesdays for the Germany load
data in Figure 6.10. On the Germany load data set, we again observe that the most recent history
input receives the largest attribution for all models for both the mean and variance forecast.
Second, we again observe a slight diagonal pattern in the mean attributions for the most recent
24 h for both models. If anything, this diagonal pattern is slightly more pronounced than the
Sweden load data. Third, we again observe that the attributions for the mean and variance
forecast are similar, however, they differ more than the Sweden load data. For example, for
the model considering 168 h of historical information, a reoccurring pattern approximately ever
12 h can be seen for the variance attributions. However, despite these minor differences, the
temporally similar absolute attributions for the Germany load data set are similar to those for the
Sweden load data set.

The attributions vary slightly when we consider the temporally similar absolute attributions
for Tuesdays for both models on the Price data in Figure 6.11. We first observe that the most
recent value is still obtaining the highest attribution for both the mean and variance forecast for
both models. Also, as with the previous data sets, the attributions for the mean and variance
forecast are almost identical. However, unlike the previous data sets, we do not observe any
diagonal pattern over the last 24 h. Instead, it appears that both models place slightly more
importance on the value exactly 24 h in the past since this point in time results in a slightly higher
attribution for both models. Furthermore, this higher attribution is visible in both the mean and
variance attribution. However, it is worth noting that this increased size of the attributions is
only marginal.
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(b) 168 h History, Temporally Similar

Figure 6.10.: A comparison of the temporally similar attributions for Tuesdays on the Germany load data.
Both the models with 48 h History and 168 h History are compared. The neural network
does not consider any exogenous features and always generates a probabilistic forecast for
the next 24 h.
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(a) 48 h History, Temporally Similar
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(b) 168 h History, Temporally Similar

Figure 6.11.: A comparison of temporally similar absolute attributions for the history input on Tuesdays
between the model with 48 h History and the model with 168 h History on the Price data.
The neural network also considers exogenous features as an input and always generates a
probabilistic forecast for the next 24 h.
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(a) 48 h History, Midnight
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(b) 168 h History, Midnight
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(c) 48 h History, 11 am
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(d) 168 h History, 11 am

Figure 6.12.: A comparison of temporally similar absolute attributions at two different times of the day
on the Solar data set for the two forecasting models considering 24 h and 168 h of history
inputs respectively. The neural network also considers exogenous features as an input and
always generates a probabilistic forecast for the next 24 h. We observe that the model only
considers the history information for points in time when solar generation is expected, i.e.
when it is daytime.

In contrast to the previous data sets, the history attributions for the Solar data set are noticeably
different. Furthermore, unlike the previous data sets, solar data is characterised by daily patterns
and not weekly patterns, therefore, we visualise the temporally similar absolute attributions for
two different times in a day in Figure 6.12. The first observation is that for many forecast horizons,
the history input for the mean forecast is completely ignored, i.e. we obtain an attribution of
zero. For the temporally similar attributions at midnight, the forecast horizons for the mean
forecast that consider the history input are between 9 h and 19 h ahead. On the other hand, the
temporally similar attributions at 11 am only consider the history input for the mean forecast for
the first 8 h steps ahead and then again from 22 h ahead. This suggests that the history values
are only relevant for the mean forecast for forecast horizons that occur during daylight hours.
Furthermore, within these attributions, we don’t identify any clear patterns. If anything, there
is perhaps a slightly higher attribution for the mean forecast at the beginning of a history day,
i.e. as solar power begins to be generated each day and before the spike of peak generation
occurs. However, on a whole, the attributions for the mean forecast are consistently high across
the entire history input for those forecast horizons that are considered. Importantly, unlike the
previous data sets, the most recent value does not receive the highest attribution.
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(b) Zonal Load

Figure 6.13.: A comparison of the temporally similar absolute attributes for Tuesdays for the two exoge-
nous forecast features for the Price data set. The comparison is created using the model that
considers 48 h of historical information as well as the exogenous features for the forecast
horizon and generates a forecast for the next 24 h.

With regard to the attributions for the variance forecast, we observe that these are noticeably
different from the attributions for the mean forecast. For both models and both considered
times of day, the history input feature is considered for every forecast horizon. However, despite
the attributions being visible for more forecast horizons than for the mean forecast, the visible
patterns are similar. More specifically, where the attributions fluctuate for the mean forecasts,
they also fluctuate for the variance forecast, but for the variance, these fluctuations are visible
for all forecast horizons. Therefore, it is also difficult to identify a clear correlation between the
fluctuations and the structure of the mean history input for the variance forecast attributions. As
with the attributions for the mean forecast, the most recent values also do not always obtain the
highest attributes.

Exogenous Attributions The previous results have only considered the attributions for the
history input, however, two of the considered data sets also contain forecast exogenous features
as inputs. We visualise the temporally similar attributions for Tuesdays for the two exogenous
features for the Price data set with the model considering 48 h of historical information as an
input in Figure 6.13. Similar to the history input, the highest attribution for both features is
always the first value in the forecast horizon, i.e. the value closest to the forecast origin. Second,
for both features, we observe that the attributions for the mean forecast and the variance forecast
are almost identical. Third, the attributions for both features are similar, although this similarity
is not surprising since the considered features demonstrate similar patterns and differ only in the
scale. Fourth, we do not observe any diagonal pattern in the input, which would be expected if
the model was accurately mapping the forecast horizon of the input to the forecast horizon of the
output target.

For the Solar data set, we visualise the temporally similar attributes for the three exogenous
features at midnight using the model taking 48 h of history input in Figure 6.14. For all three
exogenous features, we again observe that only certain forecast horizons are considered important
by the model for the mean forecast, with other forecast horizons receiving attributions of zero.
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As with the history inputs, the important forecast horizons for the mean forecast are between 9 h
and 19 h ahead when the forecast origin is midnight, and for the first 8 h steps ahead and then
again from 22 h when the forecast origin is 11 am. Second, we again observe that the variance
attributions occur for all forecast horizons, however, the patterns observed in the variance
forecasts are again similar to those in the mean forecasts. Third, although there are fluctuations
across the forecast horizon for all features, these fluctuations do not seem to react clearly to
the input feature’s patterns. For example, for SSRD and the model considering 48 h of historical
information (e), there does appear to be a higher attribution for the mean forecast when SSRD
is high between 9 am and 6 pm, however, there is also a high attribution between 1 am and 3
am. Finally, if we compare the values of the attributions for the different features, we note that
these values vary across the input features. More specifically, if we consider the attributions for
the mean forecast, the TCLW feature obtains a maximal attribution of 0.15, the TCC feature a
maximal attribution of 0.075 and SSRD a maximal attribution of 0.2. These differences are more
noticeable for the attributions for the variance forecast, ranging from a maximum of 1.0 for the
SSRD feature down to a minimum of 0.2 for the TCC feature.

To gain further insight into the attributions for the Solar data, we consider the Static Mean
Average Attributions for the first three days of the test data in Figure 6.15. The SMAA considers
the mean absolute effect of an input feature on the considered output, i.e. it shows the average
absolute attribution of this feature for the 24 h of considered input. For example, SMAA History
indicates how important the history input is, on average, for each forecast horizon given a specific
sample. In Figure 6.15, each sample is a new forecast origin, whereby we move forward one hour
for each forecast. This visualisation clearly shows that the inputs for both models are only relevant
for certain forecast horizons. Furthermore, the diagonal pattern highlights how these relevant
forecast horizons change depending on the forecast origin and are almost always daylight hours.
Consider, for example, the SMAA for SSRD. At 1 am, the SSRD inputs are relevant for a forecast
horizon between 8 h and 21 h. However, at 4 pm the SSRD inputs are only relevant for forecast
horizons from 1 h to 6 h and then again from 17 h to 24 h. Whilst we also observe a diagonal
pattern for the variance attributions, this is not as clear as the attributions for the mean forecasts.
Another interesting insight from the SMAA is that we can use them to see which features, as a
whole, are important for the model. Since the attributions are scaled across all inputs into the
model, the darker the attributions, the higher that features mean impact for the model. Here, we
clearly observe that for both the mean and variance forecasts, the darkest attributions are for the
SSRD feature. This implies that this feature, on average, receives the highest attributions and is,
therefore, more important for the model.

6.5 Discussion

In this section, we discuss the evaluation of our approach to explain the origins of uncertainty in
probabilistic forecasts. We first discuss some key observations from the results before highlighting
the limitations and benefits of our approach.
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(b) TCLW, 11 am
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(c) TCC, Midnight
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(d) TCC, 11 am
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(e) SSRD, Midnight
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(f) SSRD, 11 am

Figure 6.14.: A comparison of the temporally similar absolute attributes at midnight and 11 am for the
three exogenous forecast features for the Solar data set. The comparison is created using
the model that considers 48 h of historical information as well as the exogenous features for
the forecast horizon and generates a forecast for the next 24 h.
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(a) Attributions for the mean forecast
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(b) Attributions for the variance forecast

Figure 6.15.: The Static Mean Average Attributions (SMAA) for each input feature for the Solar data
set using the model considering 48 h of historical information. The diagonal pattern for
each feature indicates that only forecast horizons that occur during the day consider the
features. Furthermore, the darker colours for SSRD indicate that this feature has the highest
attributions on average and is, therefore, the most important feature for the forecast.
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Results The first main observation is that on the synthetic data, our proposed approach is
capable of generating attributions for both the mean and variance forecast that seem plausible.
Importantly, these attributions are noticeably different, suggesting that the models consider
different points in time in the history input when estimating uncertainty. More specifically, for the
mean forecast attributions, our approach suggests that the model places more relevance on values
that are multiple periods of the sine wave in the past. However, the attributions for the variance
forecast demonstrate that the model considers the peaks of the sine wave when estimating the
uncertainty. One possibility why this is plausible is that the peaks of the sine wave demonstrate
the extreme values which are most likely to be affected by noise, i.e. if an unexpected spike
occurs at a peak, then this will have a more noticeable effect on the sine curve than a spike
occurring in the middle of the wave. However, although these initial results appear plausible, it is
important to investigate more complicated synthetic data sets with more complicated uncertainty
structures in the future.

Second, we observe that although the explanations from multiple attribution-based XAI methods
differ, they still demonstrate similar patterns in the attributions on the synthetic data. A direct
comparison of the attribution-based method highlights that these similarities are higher for two
groups of methods. The first of these groups is Saliency and IG, which are also the two gradient-
based attribution methods. The second group is FA and SVS, which are both perturbation-based
methods. However, although FP is also a perturbation-based method, this method is not grouped
with the others as it generates the most different attributions. It may, therefore, be interesting to
further investigate FP and the reasons for its differing attributions in future work.

Third, for the two real-world data sets that only consider history input, we observe slight diagonal
patterns for the mean attributions, but these patterns cannot be observed for the history input for
the models that also consider exogenous inputs. Furthermore, when we consider the exogenous
inputs for these models, we cannot observe any diagonal pattern in these inputs either. Such
diagonal patterns suggest that the model is mapping the appropriate history value or exogenous
feature value to the forecast output neuron, and their absence suggests that the models are not
effectively learning this mapping. One explanation is that the combination of history inputs
and exogenous feature inputs in a relatively simple network structure is too complicated for the
network to effectively learn. Therefore, it is important to analyse whether more advanced model
structures or similar model structures with a reduced number of features lead to clearer patterns
in the attributions.

Fourth, we observe that, in general, the attributions obtained for the real-world data are similar
for both the mean forecast and the variance forecast. Furthermore, these attributions suggest that
the most recent value for the history inputs is by far the most relevant for three of the four data
sets. These results seem to further suggest that the applied models do not accurately consider
the temporal structure of the input when generating forecasts and only focus on the most recent
value and a few singular points further in the past. To further investigate this phenomenon
networks that are better suited to capture temporal dynamics, e.g. long short-term memory
networks, should be applied and their outputs explained.

6.5 Discussion 127



Fifth, the attributions obtained for the mean forecast on the Solar data set suggest that the model
only considers the inputs for forecast horizons occurring during daylight hours. Furthermore, the
model does not clearly react to spikes in the input from either the history or exogenous features.
This suggests that either the model is not accurately learning the temporal dynamics in the input,
or the input data is not presented in a way that allows these temporal dynamics to be learnt.
Therefore, in addition to alternative models, it would be interesting to investigate if smart data
representations can improve the model’s ability to learn temporal dynamics, similar to Neumann
et al. [236].

Sixth, the Static Mean Average Attributions present for the Solar data provide valuable in-
formation regarding overall feature performance. We observe that various inputs do receive
different-sized attributions when compared to one another. For the Solar data set, the solar
surface radiation downwards is consistently identified as the most important feature. Since solar
radiation is the main factor contributing to solar power generation, this attribution is also logical.
Therefore, such SMAA may be a valuable tool when selecting features in model design.

Limitations Despite the interesting results, our approach has some limitations. Firstly, we only
compare common attribution-based explanations, mostly from the computer vision domain.
However, the temporal dynamics of time series pose different challenges, and therefore, it would
be interesting to develop attribution-based methods that are specifically designed for time series,
e.g. extending approaches for time series classification developed by Tonekaboni et al. [221] and
Munir et al. [222].

Secondly, the heat map visualisations presented are not always directly informative or intuitive.
For the synthetic data, for example, plausible explanations exist as to why the model considers
the peaks in more detail for the variance attributions, however, it is also possible to construct
arguments as to why this is not logical. For example, since the peaks indicate the extreme values
within the synthetic data, it is plausible that these points are responsible for the uncertainty.
However, on the other hand, since the noise applied to the synthetic data is equal for all points in
time, it is possible to argue that the explanation for the uncertainty should be equally weighted
for all time steps. Furthermore, for the real-world data, it is difficult to judge whether the
high attributions for specific points in time are logical without domain knowledge. The lack of
intuitive information when using heat maps to visualise time series attributions for classification
tasks was previously highlighted by Rojat et al. [49], however, currently no alternative has been
proposed. Therefore, it would be worthwhile considering a more informative way of visualising
and communicating attributions, perhaps also using smart data representations [236].

Third, our approach relies on separate forecasts for the deterministic and uncertain components
of the forecast. Non-parametric methods, such as quantile forecasts, do not automatically contain
this separation, and therefore, our approach can not yet be applied to explain the uncertainty in
such models. This is demonstrated in Figure 6.16, where we compare the attributions for three
different quantiles on the synthetic data set. We see that the attributions are almost identical
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Figure 6.16.: A comparison of the attributions generated Saliency and IG for quantile forecasts for a
single sample on the synthetic data set with ω = 0.05, i.e. a period of 20 steps. We consider
the tenth sample in the test data set and use a neural network that only considers the
last 40 history values as input and generates a probabilistic forecast for the next 20 values.
Although the quantiles are fundamentally different, the attributions for each quantile are
almost identical.

despite fundamentally different quantiles being forecast. Therefore, future work should also
investigate how the origins of uncertainty can be explained in such non-parametric models.

Fourth, all our evaluations in the present chapter focus on time series that are predictable, i.e. a
simple sine curve, or real-world data with clear patterns or helpful exogenous features. Therefore,
we expect that each input feature is important for the output and thus receives an attribution.
However, this may not be the case if we were to consider a data set comprised of random data
with no useful features. Therefore, it would be interesting to investigate the attributions obtained
when a forecasting model is trained on such completely random data.

Finally, in the present chapter, we explain the origins of uncertainty in probabilistic forecasts via
post-hoc attribution methods, however, another possibility is to create probabilistic forecasts that
are directly interpretable. Although recent work does attempt to consider interpretability when
designing forecasting models, these approaches are almost entirely focused on point forecasts
[40], [213], [214], [223], [224]. Therefore, further investigating probabilistic forecasting
models that are directly interpretable, specifically regarding the origins of uncertainty would be
worthwhile. Ideally, such interpretable forecasting models will generate probabilistic forecasts
with a similar quality to state-of-the-art probabilistic forecasts, thus removing the need for
post-hoc explanations [237]. Therefore, these interpretable models should be compared to
state-of-the-art probabilistic forecasting models both regarding forecast quality and the effect of
their interpretable design on trust.

Benefits Our approach demonstrates several key benefits. The first benefit is the ability to create
explanations for both the deterministic and uncertain components of a probabilistic forecast with
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existing XAI methods. These methods can be applied to a variety of neural networks, with the
only requirement being that the gradients of the model can be propagated back to the inputs. In
fact, for the perturbation-based attribution methods, even this requirement must not be fulfilled.
As a result, our approach can easily be applied to existing probabilistic forecasting models without
modifying these models to make them interpretable.

Second, the explanations provide valuable information for model development. Comparing the
attributions for all input features, as in Figure 6.15, can be used to determine feature importance
and possibly perform feature selection in the model design process. This is particularly useful if,
as with the synthetic data, different regions of the input are important for the mean and variance
forecasts. In such a case, one feature may be irrelevant for the mean forecast but important for
the variance. Therefore, future work could explore how the attributions from our approach can
be extended to improve model design.

Finally, our approach highlights possible challenges in the model architecture. For example,
our explanations suggest that the considered models struggle to learn the temporal dynamics
of the real data, and specifically for the Solar data, the dynamics in the input are completely
ignored. Such observations are vital for deploying forecasting models in real-world settings. In
this case, the explanations suggest the models are poorly designed, contrary to the low CRPS
scores suggesting high-quality forecasts. As a result, the end user will be encouraged to not
blindly trust the forecasts generated from the model. Therefore, by combining attributions with
forecast quality evaluation, forecasting models can be designed that react appropriately to inputs
and demonstrate high forecast quality, i.e. truly trustworthy forecasting models.

6.6 Conclusion

To increase trust in probabilistic forecasts, we present an approach that explains the origins of
uncertainty in these forecasts. We first separate the deterministic and uncertainty components of
the forecast through a model architecture with two separate outputs forecasting both the mean
and the variance of the probabilistic forecast. Given these separated outputs, we explain existing
attribution-based XAI methods to generate attributions for each point in time for each of the
model inputs. By visualising these inputs as heat maps, it is possible to determine which regions
of the inputs are responsible for the uncertainty in the resulting probabilistic forecast.

We evaluate our approach by comparing multiple attribution-based XAI methods on synthetic
data and show that our approach is capable of explaining both the mean and variance forecast.
Furthermore, these explanations appear plausible, highlighting periodic values for the mean fore-
cast and extreme regions for the variance forecast. Furthermore, we apply our approach to four
real data sets, generating explanations for both the history input and exogenous forecast features.
This application reveals key information about the models, such as the relative importance of
exogenous features and their failure to learn temporal dynamics in the input data. As a result,
these explanations can be used as a further tool to evaluate the trustworthiness of a model before
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deploying it in real-world situations and can also provide valuable insights for further model
development.

In light of these interesting results, there are numerous opportunities for future work. Firstly, our
approach should be extended to state-of-the-art probabilistic forecasting models, which should
be better suited to capturing temporal dynamics. Second, explainability methods specifically
designed for time series applications should be extended and integrated into our approach. Third,
alternative visualisation methods that are intuitive for time series should be developed to better
communicate the information from our explanations. Fourth, applying our approach to optimise
feature selection and develop intuitive models should be considered. Finally, our approach
should be extended to explain the uncertainty in non-parametric forecasts where the uncertainty
component cannot be simply separated.
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Representing Critical Regions of
Uncertainty for Mobility
Applications

7

The content of this chapter is based on:

K. Phipps et al., “Customized uncertainty quantification of parking duration predictions for
EV smart charging”, IEEE Internet of Things Journal, pp. 1–1, 2023. DOI: 10.1109/JIOT.
2023.3299201.

As human mobility is faced with growing changes due to, for example, climate change [238] and
an increase in remote work [239], innovative solutions are required to adapt to these changing
patterns and develop a mobility system that is efficient and sustainable for many years to come
[240]. However, to realise such a system, it is important to quantify the uncertainty in many
different applications. As a result, probabilistic forecasts for many important mobility applications
already exist in the literature, for example, for ride-sharing and taxi demand [241]–[244],
for traffic congestion [245], [246], for bike-sharing services demand [247], [248], for public
transport demand and public transport headway [249], [250], and for parking space availability
[251], [252].

However, merely generating these probabilistic forecasts will not create a sustainable mobility
system. Instead, the probabilistic forecasts should be used by humans or autonomous systems,
such as smart traffic signals [240], [253], to make decisions that will enable these sustainable
mobility systems. Depending on the mobility application, the importance of certain regions of
uncertainty will change. In bike-sharing, for example, it is crucial that peak demand is met,
otherwise, the bike-sharing service will lose customers. On the other hand, for public transport
operators, the forecast headway used for timetable creation should never be overestimated since
this may result in public transport departing earlier than expected and passengers missing their
commute. As a result, the quantified uncertainty should be represented in a way that accounts for
important regions and assists decision-makers. For example, the representation of the uncertainty
quantification in bike-sharing demand should specifically account for the uncertainty surrounding
peak demand to avoid underestimation. Furthermore, the representation of uncertainty for
headway forecasts should specifically help decision-makers avoid overestimation.

Therefore, in the present chapter, we consider customised representations of uncertainty to
specifically assist mobility applications. Specifically, we focus on the application of Electric Vehicle
(EV) smart charging and the uncertainty associated with the time an EV user spends in a given
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location, i.e. the parking duration [254]. In such a setting, the critical uncertainty from a user
perspective is the uncertainty resulting in undercharging, i.e. the EV leaves earlier than expected
due to an overestimated parking duration. As a result, a customised representation of uncertainty
is required that ensures that the parking duration is not overestimated. This is almost identical to
the challenge faced in public transport headway forecasts and opposite to the challenge faced
by bike-sharing demand forecasts. Therefore, although we only consider one smart charging
application in the present chapter, the findings are transferable to other mobility applications.

The rest of the chapter is structured as follows. In Section 7.1, we introduce the EV smart
charging use case before considering existing literature related to uncertainty quantification for
our use case in Section 7.2. In Section 7.3, we present our methodology for customising the
representation of uncertainty quantification in parking duration forecasts. We discuss the case
study used to evaluate our methodology in Section 7.4 before reporting all results in Section 7.5.
We analyse and discuss these results in Section 7.6 before concluding in Section 7.7.

7.1 The Electric Vehicle Smart Charging Use Case

Smart charging of EVs is particularly important because EVs are considered as a major factor
in reaching important climate targets, especially when charged by a highly renewable energy
mix [255]. However, coupling this energy mix with an increased share of EVs causes new strains
on our electrical system and can lead to grid instabilities [256]. As a result, coordinated and
intelligent charging approaches, so-called smart charging, of EVs are required [256]–[259]. These
intelligent charging approaches involve integrating EVs into a smart Internet of Things (IoT)
electrical grid, enabling bi-directional communication to manage power flow, and optimising
charging schedules [260]. However, these smart charging approaches should not inconvenience
the user by, e.g., resulting in extra charging stops due to insufficient state of charge or forcing the
user to charge at an unknown destination. Therefore, smart charging can only be successfully
applied if information regarding a user’s mobility behaviour is available and combined into the
smart charging application [261]. This mobility behaviour includes common destinations, travel
frequency, distance travelled, and how long a user stays at a specific location [261]. Additionally,
for smart charging to be fully accepted, this mobility behaviour should be integrated into the smart
charging application without the user manually feeding parameters into the SC algorithm [259],
[262]. As a result, such mobility behaviour must be automatically predicted.

As with the mobility applications previously discussed, EV mobility also contains aspects of
randomness [263]. For example, a EV user may leave for work every morning at a regular
time, but due to fluctuating traffic conditions or unforeseen vehicle problems, the trip duration
varies [264], [265]. Similarly, fluctuations in parking duration may be caused by external
factors, such as a varying meeting schedule or after-work commitments [264]. The amplitude
of these fluctuations depends on the individual EV user and their typical mobility habits [263].
Furthermore, this individuality also extends to a user’s risk preference, e.g., some users may
be willing to sacrifice a fully charged EV for a flexible schedule that maximises profit [266].
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As a result, any forecast of a user’s mobility behaviour must quantify this uncertainty, account
for a user’s individual risk preferences, and integrate this information into the smart charging
algorithm. More importantly, the representation of this uncertainty should specifically account
for the fact that undercharging, i.e. the EV leaves earlier than expected, is more problematic
than an EV that is fully charged earlier than required. Such a representation of the uncertainty
quantification allows for the application of stochastic smart charging algorithms [254], [259],
[267], [268].

7.2 Related Work

Overall, few researchers have focused on parking duration forecast for a single user [189].
Instead, most research has forecast the demand of an EV either at a charging station, parking
lot, or for a fleet of vehicles [269]–[273]. Furthermore, when considering probabilistic forecasts,
almost all work focuses on electric vehicle charging demand [274]–[280], and does not consider
the associated user-specific parking duration.

Machine learning methods are used to forecast both arrival and departure time in [254]. However,
the paper’s main focus is on the effects of this forecast on the scheduling and not on the accuracy
of the forecast itself. Furthermore, Frendo et al. [254] focus on departure time point forecasts
for a single location (a workplace) and a fleet of vehicles without quantifying the associated
uncertainty. Uncertainty in parking duration and energy demand is considered in [189] via
quantile forecasts for both quantities. These forecasts, however, are only performed for a single
location, i.e., the home location [189]. Furthermore, Huber et al. [189] do not consider how to
represent the uncertainty quantification in a way that is beneficial for smart charging. The first
daily departure time is forecast in [281], and whilst prediction intervals based on an assumed
Gaussian distribution of the errors are generated, the representation of this uncertainty for smart
charging is again not considered. Mobility forecast for many vehicles is considered in [282] to
analyse effects on a distribution grid, however, only point forecasts are considered. A review of
scheduling, forecasting, and clustering strategies for EV charging is provided in [257], focusing
on typical scheduling problems and coordinating the charging of multiple vehicles. Whilst
probabilistic methods are discussed in [257], they again focus on EV charging demand or EV
charging scheduling and do not consider the individual user’s parking duration. Further mobility
point forecasts are considered for a fleet of vehicles in [283] and in the form of next-place forecast
in [284]–[286].

As shown in Table 7.1, none of the above papers specifically consider the representation of the
quantified uncertainty in parking duration forecasts for user-centric smart charging. Most papers
only consider point forecasts and only focus on a single location, or the locations are pre-labelled
and not provided as GPS coordinates. When uncertainty is included, it is limited to a single
location and only used to compare different forecasts, and the representation of this uncertainty
is not customised specifically for smart charging. Therefore, in the remainder of this chapter, we
focus on representations of the quantified uncertainty that are beneficial for smart charging.
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Table 7.1.: Overview of related work that considers predicting a user’s mobility behaviour. None of the
identified papers focuses on representing the uncertainty quantification of parking duration
forecasts specifically for smart charging. [5]

Paper Quantity Individual User Multiple Probabilistic Representing
Locations UQ

[189]
Parking Duration
& Energy Demand

3 7 3 7

[254] Parking Duration 3 7 7 7

[281]
First Daily
Departure Time

3 7 3 7

[257]
Energy Demand
& Schedule

7 3 3 7

[282] Energy Demand 7 3 7 7

[283] Energy Demand 7 7 7 7

[274]–[280] Energy Demand 7 7 3 7

[269]–[273] Energy Demand 7 7 7 7

[284]–[286] Next-Place 7 3 7 7

Uncertainty Quantification

Historic Data of
User's Mobility

Behaviour

Data
Preprocessing

Probabilistic Forecast of
Label A (Parking Duration)

Probabilistic Forecast of
Label B (Departure Time)

Smart
Charging 

Estimation
Merger

Customised Representation
of the Uncertainty 

Customised Representation
of the Uncertainty 

Figure 7.1.: Overview of our methodology with the focus of this chapter highlighted in blue. First, we
preprocess data to derive known and commonly visited locations and create two forecast
labels, parking duration (Label A) and departure time (Label B). Second, we generate a
probabilistic parking duration forecast. Third, we create a customised representation of this
uncertainty quantification designed for smart charging applications. Finally, the forecasts for
both labels can be merged and integrated into stochastic smart charging. [5]

7.3 Methodology

Our methodology to customise the representation of uncertainty quantification specifically for
smart charging applications is shown in Figure 7.1. First, the data is preprocessed before
the uncertainty is quantified with probabilistic forecasts. In the third step, we customise the
representation of this uncertainty quantification specifically for smart charging applications. The
final step, which is not dealt with in the present chapter, is merging probabilistic forecasts for
both labels and integrating this uncertainty into the smart charging application. In this section,
we describe each of the first three steps.

7.3.1 Data Preprocessing

The data preprocessing includes three steps: data cleaning, spatial clustering, and data engi-
neering. In the following, we describe these steps and provide an overview of the associated
hyperparameters in Table 7.2.
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Table 7.2.: An overview of the hyperparameters for the data preprocessing. [5]

Parameter Value

Minimum Parking Time 2 h
Maximum Parking Time 24 h
Cluster Density Parameter (DBSCAN) 100 m
Minimum Number of Data Points per Cluster (DBSCAN) 5
Maximum Cluster Distance for Joining Clusters 500 m
Neighbourhood Radius to Assign Noise 300 m

Data Cleaning The first step in the preprocessing chain is data cleaning. The data cleaning
initially involves removing all trips with measurement errors, for example, trips with invalid GPS
locations or corrupt time stamps. After removing invalid trips, we calculate the parking duration,
i.e. how long the vehicle is stationary before the next trip begins. We then remove all trips shorter
than 15 s since we assume these to be measurement errors and unrealistic trip times. Finally, we
aim to focus on parking durations relevant for smart charging applications. For a parking time of
less than 2 h, there is not enough flexibility to enable smart charging. On the other hand, if the
duration exceeds 24 h, there is too much flexibility, meaning smart charging is trivial. Therefore,
we filter the data to only include parking durations between 2 h-24 h.

Spatial Clustering Given clean data, the next aspect of preprocessing is spatial clustering,
described in more detail in [6]. Spatial clustering is necessary to determine key locations
and account for small fluctuations in GPS coordinates. These fluctuations can occur when the
destination is the same, but the exact parking location is slightly different, i.e. a different parking
spot at the same supermarket. The spatial clustering consists of two steps. In the first step, we
apply standard DBSCAN1 [288] to the GPS parking location of all trips. Although this initial
clustering generates several suitable clusters, it creates multiple clusters less than 500 m apart.
Therefore, in the second spatially clustering step, we join clusters whose centroids are less than
this predefined threshold of 500 m apart. Such clusters count as a single location for our charging
purpose since a user would either walk between them (without using the EV) or, if they choose
to drive, the energy consumption is negligible. Once these clusters are determined, we consider
the noise points that do not belong to any location cluster. We assign a location labelled as noise
to a given cluster if they are within a predefined neighbourhood radius of 300 m. We assume
this neighbourhood radius is a reasonable distance for users to walk when parking at a known
location. Finally, we label the clusters according to the frequency of their occurrence, i.e. the
cluster that contains the most data points is “cluster 1”, that with the second-most data points
“cluster 2”, and so on. We also label the noise data points with “-1”.

In the present chapter, we only consider the eight most frequently visited locations for both the
training and evaluation of the parking duration forecasts. All trips with unknown end locations,
i.e. those trips assigned to the noise cluster, are removed. This decision is made because a smart
charging application is not possible if the location, and as a result, the charging infrastructure
available is unknown.

1We apply the clustering algorithm with Scikit-Learn [287].
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Table 7.3.: Additional features generated for the parking duration forecast. [5]

Feature Description

Current Location Cluster label for the current location of the EV given as a number.
Hour of Day Time since midnight given as a real numeric value, e.g., 09:36 am is encoded

as 9.6.
Time Window of Day One-hot encoded variable to indicate different time windows of a day,

i.e. morning (5-9 am), noon (9 am-1 pm), afternoon (1-5 pm), evening (5-10
pm), and night (10 pm-5 am).

Day of Week Encoding of the day of the week (numeric value 0-6) to represent frequently
recurring weekly trips.

Month Month of the year (numeric value 1-12) to represent seasonally varying
mobility behaviour.

Is Holiday Boolean value based on a holiday calendar indicating which days are public
and/or school holidays.

Last Parking Time at Current
Location

How long the user stayed at the given location the last time they visited.

Data Engineering We engineer specific features from the end time of each trip, which are
designed to provide useful information for the parking duration forecast. These additional
features are shown and explained in Tab. 7.3. We also generate two labels for the parking
duration forecasts. The first label is Label A (Parking Duration), which is the time delta between
arriving at the current location and departing for the next destination. The second label is Label
B (Departure Time), which is the point in time at which the next departure will occur, given the
current location.

7.3.2 Uncertainty Quantification

The uncertainty quantification in our methodology consists of two steps. First we quantify the
uncertainty with probabilistic forecasts. Second, given these probabilistic forecasts we customise
the representation of the uncertainty so that it is beneficial for smart charging.

Probabilistic Forecasts

To quantify the uncertainty in parking duration forecasts, we generate probabilistic forecasts.
For the present chapter, we focus on generating quantile forecasts, as defined in Section 2.3 via
Equation (2.8). Furthermore, based on these quantile forecasts, we create prediction interval
forecasts, defined in Equation (2.10). Thereby, our methodology is not limited to a given
probabilistic forecasting model or method. Both parametric approaches, where a probabilistic
distribution is assumed, and non-parametric distributions can be used. The difference is that in
a parametric approach, the quantiles and Prediction Intervals (PIs) are calculated based on a
forecast distribution, whilst in non-parametric approaches, these quantiles are forecast directly.
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Figure 7.2.: A schematic representation of two options to customise the representation of uncertainty
for parking duration forecasts specifically for smart charging applications. The error outside
the prediction interval shown in red in (a), assumes that the smart charging application
is only at a disadvantage if the EV departs at a time outside the given prediction interval
and thus only penalises observations outside this interval (see Equation (7.1)). Critical and
non-critical error decomposition, shown in (b), makes a further distinction between forecasts
that overestimate the parking duration resulting in the EV leaving earlier than expected
and possibly undercharged (critical errors, shown in blue) and forecasts that underestimate
the parking duration (non-critical errors, shown in green). This error decomposition is
introduced in Equation (7.4). [5]

Customised Representation of the Uncertainty

Whilst the above-introduced forecasts quantify the uncertainty of parking duration forecasts, they
fail to account for regions of uncertainty that may be critical for user-centric smart charging
applications. Therefore, we now introduce three options to customise the representation of this
uncertainty quantification specifically for smart charging, namely the error outside the prediction
interval, an error decomposition, and security levels. We describe each of these options in the
following.

Error Outside the Prediction Interval The first customised representation of uncertainty is cre-
ated by comparing the error outside of the prediction interval and the width of that prediction
interval. The idea behind this quantification is shown in Figure 7.2 (a). More precisely, we define
the error outside of the prediction interval Et,PI as

Et,PI =


ŷ

(
¯
α)

t − yt, if yt < ŷ
(
¯
α)

t ,

0, if ŷ
(
¯
α)

t ≤ yt ≤ ŷ
(ᾱ)
t ,

yt − ŷ
(ᾱ)
t , if ŷ

(ᾱ)
t < yt,

(7.1)

for trip t, and the upper and lower quantile predictions for that trip ŷ
(ᾱ)
t and ŷ

(
¯
α)

t , respectively.
This quantification assumes that the only errors relevant for smart charging applications are those
outside a given prediction interval, i.e., the red sections in Figure 7.2 (a). Therefore, the smart
charging application is only at a disadvantage if the EV departs at a time that is not included in
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the predicted interval. The Et,PI is particularly useful when combined with the average width W
of the prediction interval, defined as

W = 1
N

N∑
t=1

(ŷ(ᾱ)
t − ŷ

(
¯
α)

t ), (7.2)

for N considered trips. By jointly considering EPI and the width of the prediction interval, a smart
charging application can manage the trade-off between possible parking durations and errors.

Error Decomposition Whilst the combination of the error outside the prediction interval and
the width of the prediction interval is useful for smart charging applications, it assumes that
errors on both sides of the prediction interval are equally important. However, in the case of a
user-centric smart charging application, forecasts that overestimate the parking duration, i.e.,
they predict the EV will depart later than it actually does are far more problematic. Such forecasts
could lead to an incomplete charging cycle and an EV that cannot reach its destination without
additional charging stops.

Therefore, we define the critical and non-critical errors for a user-centric smart charging applica-
tion, shown in Figure 7.2 (b). First, in the deterministic case, we consider the total mean error for
a parking duration forecast as the mean absolute error between the forecast and actual parking
duration

ETot = 1
N

N∑
t=1

|ŷt − yt|, (7.3)

for each considered trip t = 1, . . . , N . With this definition, we define the critical and non-critical
components by rewriting Equation (7.3) as

ETot = 1
N

N∑
t=1

(
1[ŷt≥yt] · (ŷt − yt) + 1[ŷt<yt] · (yt − ŷt)

)
= 1

N

N∑
t=1

1[ŷt≥yt] · (ŷt − yt)︸ ︷︷ ︸
Ec

+ 1
N

N∑
t=1

1[ŷt<yt] · (yt − ŷt)︸ ︷︷ ︸
Enc

= Ec + Enc,

(7.4)

where Ec is the critical error for the parking duration forecast, Enc the non-critical error, and 1

the indicator function. With this definition, we can create a representation of the uncertainty
quantification that can be used to minimise critical errors when combined with smart charging
algorithms. Formally, for a given tolerance T we can solve the optimisation problem

minimise
ŷt

P[ŷt > yt | g, X, Θ̂]

subject to Enc = 1
N

N∑
t=1

1[ŷt<yt] · (yt − ŷt) ≤ T ,
(7.5)
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i.e., we aim to minimise the probability of a critical error occurring whilst ensuring that the
total non-critical error is under a given threshold T . This threshold is highly dependent on a
user’s individual risk preferences, and therefore, a method is required to determine appropriate
thresholds.

Security Levels To help identify an appropriate threshold, we define quantile-based security
levels that can be used to minimise the critical error depending on an individual EV user’s risk
preferences. Per definition, a quantile forecast ŷ(α) ensures that the probability of the observation
y being smaller than the quantile forecast is α. For example, a quantile forecast with α = 0.9
should be larger than the observation 90% of the time. Regarding parking duration forecasts, this
concrete example would also result in a critical error 90% of the time. Therefore, there is a clear
mathematical relationship between quantile forecasts and the chance of a critical error. To take
advantage of this relationship, we define security levels (SL) at level η,

η = 100 · (1 − α), (7.6)

which minimise the critical error Ec with increasing η. With this definition, a security level of η

should guarantee that for η% of the observations, only non-critical errors occur. Whilst security
levels do not determine a user-specific threshold T , they provide a general starting point that can
be used to determine approximate thresholds given a user’s risk preferences.

7.4 Case Study

We evaluate our methodology to customise the representation of uncertainty in parking duration
forecasts specifically for smart charging applications on two data sets and with four probabilistic
forecast models. In this section, we introduce these data sets and forecast models before
explaining the evaluation metrics applied.

7.4.1 Data

To evaluate the proposed approach, we consider two data sets: an openly available semi-synthetic
data set with reduced uncertainty introduced in [6] and a real data set based on two years of
real mobility behaviour that contains the full uncertainty of an EV user [259]2.

Semi-Synthetic Data As described in [6], we generate a semi-synthetic data set to create data
representing a typical and predictable EV user. The semi-synthetic data set aims to replicate real
user behaviour, excluding unpredictable events that cannot be accounted for in the optimisation
process, for example, randomly visiting an unknown location. The semi-synthetic data set thus

2Due to data protection and privacy we cannot release the real data set openly.
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contains reduced uncertainty compared to the real data. To achieve this goal, the semi-synthetic
data set contains eight locations representing a real EV user’s most commonly visited places.
Furthermore, this semi-synthetic data set has no location “noise”, as we assume only known
locations are visited. To generate the semi-synthetic data set, we take real travel times between
locations from a routing service and multiply them with a normally distributed random factor
k ∼ N (1, 0.05) to account for stochastic fluctuations in travel times. Given these trip times, we
generate semi-synthetic sequences of trips, including time and location scatter with normally
distributed offsets, to replicate the temporal and spatial variation in the trips. Furthermore, the
trip sequences include recurrences on four levels: daily, weekly, monthly, and seasonally and two
random trips per week to the grocery store occurring with a probability of 50% each. As a result,
the semi-synthetic data set still includes uncertainty, but unexpected events or trips to unknown
locations are removed.3

Real Data The real data is recorded from a personal vehicle over two years, from 2018 to 2019
[259]. During these two years, the vehicle was only used by a single person and was also the
prioritised means of transport during this time frame [259]. The vehicle was equipped with an
onboard computer to record trip data and parking duration. This data was then communicated via
an IoT system (using the MQTT protocol) to a back-end database for storage (see also [260]). The
final data set in the database consists of 2906 trips. Each trip includes GPS coordinates (which we
use for spatial clustering) and timestamps (which we use to calculate the time-dependent features
and labels). It is important to note that this real data set only mirrors the behaviour of one
individual and is, therefore, not necessarily representative of other EV users. Furthermore, since
this real data is collected from an individual using their EV to fulfil their mobility requirements, it
contains all uncertainty associated with an EV user [259].

7.4.2 Probabilistic Forecast Models

We use probabilistic forecasts to quantify the uncertainty associated with parking duration
predictions. When selecting probabilistic forecast models, we focus on robust models that are
computationally inexpensive, openly available, and proven to perform well. Therefore, we
exclude complex deep learning-based regression models that rely on extensive automated feature
extraction, are computationally expensive to train, and are not openly available, e.g. [289]–[294].
Furthermore, since there is no clear correlation between successive trips, we also exclude time-
series-based forecast models that consider auto-regressive terms, e.g. [40], [164], [170], [213].
Based on our selection criteria, we identify four probabilistic forecast models that are shown
in Table 7.4: Bayesian Ridge Regression (BRR), Gaussian Process Regression (GPR), Natural
Gradient Boosting (NGBoost), and a quantile regression Feed-Forward Neural Network (NN).
Additionally, for each of these models, we consider a location-dependent ensemble, shown to be
beneficial by Schwenk et al. [6]. The following briefly describes the general idea behind these

3The exact algorithm used for trip generation is openly available via GitHub https://github.com/KarlSchwenk/
mobility-data-creator.
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Table 7.4.: Overview of the selected probabilistic forecast models. [5]

Model Uncertainty Distribution Relationship

BRR Bayesian Prior Parametric Linear
GPR Covariance Function Parametric Non-Linear
NGBoost Gradient Boosting Parametric Non-Linear
NN Quantile Loss Non-Parametric Non-Linear

Table 7.5.: An overview of the used hyperparameters for the selected probabilistic forecast models. [5]

Model Hyperparameters

BRR

Prior Distribution: Spherical Gaussian
Max Number of Iterations: 300
Convergence Tolerance: 0.003
Regularisation Parameters Noise: α1 = α2 = 0.000006
Regularisation Parameters Weights: λ1 = λ2 = 0.000006

GPR

Kernel: Radial Basis Function Kernel
Kernel Length Scale: 1.0
Noise Regularisation: α = 0.1
Number of Optimizer Restarts: 10

NGBoost

Base Regressor: Random Forest
Number of Trees in Random Forest: 100
Random Forest Loss Metric: Mean Squared Error
NGBoost Distribution: Gaussian distribution
NGBoost Number of Boosting Iterations: 10000
NGBoost Number of Early Stopping Rounds: 10
NGBoost Learning Rate: 0.01
NGBoost Scoring Rule: Logarithmic Scoring Rule

NN

Network Type: Fully-Connected Feed-Forward Neural Network
Number of Hidden Layers: 2
Hidden Layer Size: 100 Neurons, 50 Neurons
Hidden Layer Activation Function: Rectified Linear Units
Output Activation Function: Linear
Epochs: 200
Loss Metric: Pinball Loss
Optimizer: Adam [166]

probabilistic forecast methods and how the location ensemble is created. We refer to the existing
literature for detailed mathematical descriptions of the applied models and present an overview
of the used hyperparameters in Table 7.5.

Bayesian Ridge Regression The simplest probabilistic forecast model we apply is BRR. BRR
is a Bayesian statistics approach for linear regression that incorporates prior distributions over
the model parameters to regularise the estimates [295], [296]. Assuming a linear relationship
between the input features and the parking duration target, BRR uses a prior distribution over
the coefficients to quantify uncertainty. Since this assumed prior is a parametric distribution,
BRR is classified as a parametric forecast method. We implement the BRR in Python [297] using
Scikit-Learn [287] and assume the prior distribution to be a spherical Gaussian. For detailed
information regarding BRR, we refer to Tipping [298], and MacKay [299].
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Gaussian Process Regression Another simple probabilistic forecast model is GPR. The GPR is
also based on Bayesian statistics, however, instead of assuming a specific distribution for the
prior, it assumes a Gaussian process prior [300]. A Gaussian process is a collection of random
variables of which any finite number has a joint Gaussian distribution [301]. As a result, GPR
calculates the probability distribution over all admissible functions that fit the data and can,
therefore model complex non-linear relationships. The considered Gaussian process is defined
by a mean function and a covariance function, with uncertainty quantified with the covariance
function. We implement the GPR in Python [297] using Scikit-Learn [287] with Gaussian process
prior with a constant mean equal to that of the training data, and a radial basis function kernel
with length-scale parameter equal to 1. For detailed information regarding GPR, we refer to
Williams and Rasmussen [301].

Natural Gradient Boosting The third probabilistic forecast model is NGBoost, proposed by Duan
et al. [177]. NGBoost applies gradient boosting [302] to optimise a probabilistic loss function.
More specifically, NGBoost uses multi-parameter boosting and natural gradients to estimate the
parameters of an assumed parametric probability distribution. NGBoost is based on an arbitrary
deterministic base learner capable of modelling complex non-linear relationships [177]. In the
training process, a separate base learner is trained for each parameter of the selected probability
distribution using natural gradient boosting to minimise a proper scoring rule [177], such as
the logarithmic score or continuous ranked probability score [32]. We implement NGBoost
in Python [297], with the same random-forest base learner as in our previous work [6] using
Scikit-Learn [287], and the NGBoost [177] Python package. We assume a Gaussian distribution
[177] and apply the logarithmic proper scoring rule [32] for training. For detailed information
regarding NGBoost we refer to Duan et al. [177] and Friedman [302].

Quantile Regression Neural Network The final probabilistic forecast model is a simple feed-
forward quantile NN [171]. A quantile NN is trained like any feed-forward NN with gradient
back-propagation, however, this training is designed to approximate a given target quantile
directly. This approximation is achieved by training a NN with the Pinball Loss (PL) (see
Equation (2.14)). In the present paper, we train multiple NNs to predict multiple quantiles and
combine these predicted quantiles by sorting overlapping quantiles to achieve a non-parametric
approximation of the full probability distribution. We implement the quantile feed-forward NN
with two hidden layers of 100, and 50 neurons, respectively. The hidden layers use the rectified
linear units (ReLU) activation function [303], whilst the output layer takes a linear activation
function. Similar to [172], we predict 99 quantiles α ∈ {0.01, . . . , 0.99}, with individual NNs.
The NN is implemented in Python [297] using TensorFlow [167] with Keras [168]. For detailed
information on quantile neural networks, we refer to Koenker et al. [171], Gneiting et al. [15],
and Goodfellow et al. [304].

Location Ensemble for Each Model To create a location ensemble, we first separate the training
data into the known locations based on spatial clustering to quantify the uncertainty associated
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with each location. Therefore, the location ensemble uses a separate model for each location to
generate probabilistic parking duration forecasts. Although this allows the models to learn the
varying levels of uncertainty at each location, it also leads to higher computational complexity,
increasing with the number of known locations. Furthermore, the amount of training data
available decreases when only a single location is considered, which may lead to an inaccurate
representation of the uncertainty at this location. For each of the four probabilistic forecast
models, we create a location ensemble.

7.4.3 Evaluation Metrics

We first consider a qualitative evaluation of the probabilistic forecasts by visualising prediction
intervals. To further evaluate the probabilistic forecasts, we compare the predicted Cumulative
Distribution Function (CDF) F̂ (ŷ), with the observed empirical CDF F (y). To this means, we
integrate over the absolute difference between the two CDFs, i.e.

EINT =
∫ 24

2
|F̂ (z) − F (z)|dz, (7.7)

where the integral between 2 h and 24 h is due to the filtered considered parking duration. In this
case, a perfectly predicted CDF identical to the empirical CDF would result in an EINT of zero,
whilst the theoretical maximum EINT is 22.

To evaluate our methodology for creating a customised representation of this uncertainty quantifi-
cation, we consider the metrics defined in Section 7.3.2 and the mean error outside the prediction
interval for all trips, i.e.,

EPI = 1
N

N∑
t=1

Et,PI. (7.8)

7.5 Results

In this section, we first analyse the probabilistic forecasts before reporting the results of our
methodology for creating a customised representation of the uncertainty quantification specifically
for smart charging. 4

7.5.1 Probabilistic Forecasts

We first compare the prediction intervals before reporting differences between the predicted and
empirical Probability Density Functions (PDFs) to analyse the uncertainty quantification from the
probabilistic forecasts.

4Code to replicate the visualisations and error metrics considered is available via GitHub: https://github.com/
KIT-IAI/Customized-UQ-of-Parking-Duration-Predictions.
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Figure 7.3.: A comparison of the observed and forecast values from the NGBoost model for both Label A
and B, on a subset of trips from the test data set. The red dotted line indicates a theoretical
perfect point forecast, the mean point forecasts are blue crosses, and the light blue lines
indicate the width of the 90% prediction interval. [5]

Prediction Intervals A comparison of the forecast values from NGBoost and observed values for
25 randomly selected trips from the test data set is shown in Figure 7.3. The blue crosses are the
point forecasts obtained as the mean of the probabilistic forecast, and the 90% prediction intervals
are shown by light blue bars. For both labels on the semi-synthetic data set, the mean forecasts
always lie on or close to the diagonal, which indicates a perfect theoretical forecast. Furthermore,
the prediction intervals for the semi-synthetic data are relatively narrow. Interestingly, prediction
intervals for trips occurring in the middle of the considered time range, i.e. around 10 h for
Label A and 12 h for Label B, are narrower than those for values at the edge of the considered
time range. In contrast to the semi-synthetic data set, the mean forecasts for the real data
set do not often lie on the desired diagonal. Furthermore, for both Labels A and B, the mean
forecasts overestimate the parking duration for short stops and underestimate this duration for
long stops. The prediction intervals on the real data set are also much wider than those from the
semi-synthetic data set.

Probability Distribution To compare the true and predicted probabilistic distribution, we plot
the predicted CDF and observed empirical CDF for two locations using NGBoost in Figure 7.4.
For both data sets, the predicted CDF accuracy is highly dependent on the location. For example,
on the semi-synthetic data set in Location 1, the predicted CDF is underdispersed and struggles
to predict trips with either a very short or very long parking duration. On the other hand, the
CDF for Location 2 on the semi-synthetic data set is highly accurate. For the real data, similar
results are observed. For this data set, Location 1 results in an accurate CDF, whilst Location 5 is
difficult to predict.

To further analyse the deviations in the predicted and true PDF for each location, we report the
mean integral error, EINT for Label A and B in Table 7.6. Concerning the data sets, the errors are
generally lower for the semi-synthetic data than the real data. However, for certain combinations
of labels and locations, the errors are lower for the real data set. For both data sets, the location
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Figure 7.4.: The predicted CDF and the observed CDF for the semi-synthetic data set (a) and real data set
(b) calculated with the test data for two different locations using the NGBoost model. The
error between the two distributions is the highlighted area between the two curves. [5]

plays a major role. Not only do the errors differ noticeably across the locations but also the
best-performing label changes. For example, Label A is generally more accurate than Label B for
the semi-synthetic data, but Label B delivers better results for Locations 3 and 7.

7.5.2 Customised Representation of the Uncertainty Quantification

In this section, we evaluate the customised representation of uncertainty by considering the
error outside the prediction interval and the error decomposition results combined with different
security levels.

Error Outside the Prediction Interval We report the trade-off between EPI and W in Table 7.7 for
Label A, and Table 7.8 for Label B. Comparing these tables, the errors on the semi-synthetic data
set are lower than those from the real data, and at the same time, the width of the prediction
intervals is also smaller. As expected, as the width of the prediction intervals increases, the error
outside the prediction intervals decreases.

Considering Label A and the semi-synthetic data set, a minimum EPI of 0.03 h (approximately
1.8 min) is achieved with the BRR location ensemble with a W of 10.39 h. However, on this
semi-synthetic data set, the NGBoost location ensemble performs similarly with a EPI of 0.04 h
(approximately 2.4 min) and a lower W of 2.33 h. On the real data set, the smallest EPI of 0.09 h
(approximately 5.4 min) is achieved with the GPR location ensemble, however, the W is 15.92 h.
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Table 7.6.: The integral error, EINT, between the predicted distribution function and the actual observed
distribution function for both labels. [5]

Label A Label B
Data Location BRR GPR NGBoost NN BRR GPR NGBoost NN

Se
m

i-S
yn

th
et

ic
D

at
a

Mean for All Locations 0.9733 2.3763 2.4203 2.6101 2.0008 4.2096 4.2429 4.5634
Location 1 1.4981 2.1349 2.3448 2.5258 2.7283 3.0856 3.5817 3.5413
Location 2 0.2521 0.1421 0.1814 0.3618 0.5737 0.5012 0.4837 0.6468
Location 3 1.8093 0.1752 0.1586 0.1663 0.0388 0.0375 0.0369 0.0896
Location 4 0.2373 0.2627 0.2133 0.4149 0.2424 0.2378 0.2591 0.3413
Location 5 1.6834 0.0925 0.0968 0.1167 1.4939 0.0468 0.0439 0.0540
Location 6 5.6065 0.9957 0.1948 0.5113 7.2874 1.0292 0.2883 0.7282
Location 7 0.4984 0.5314 0.5371 1.2980 0.4822 0.4953 0.4963 0.7570
Location 8 0.5027 0.4848 0.5320 0.6274 2.0801 1.8908 1.8918 2.2633

R
ea

lD
at

a

Mean for All Locations 0.9969 1.2119 1.4666 2.6141 0.9497 0.9855 1.1690 2.1500
Location 1 1.4773 1.6453 1.8423 3.0827 0.6975 0.7479 0.7965 1.4152
Location 2 0.6862 0.6840 0.8088 1.5589 0.9972 1.2688 1.2883 1.4998
Location 3 1.1425 1.4316 1.1238 2.5132 1.3411 1.0643 1.2206 1.0875
Location 4 0.1626 0.1603 0.1607 0.3090 1.7334 1.5058 2.0576 2.2980
Location 5 3.8654 3.3779 3.3786 5.3612 3.1125 2.9198 1.2539 2.4804
Location 6 2.2741 2.9024 3.0737 3.7693 1.6942 1.8172 2.2209 1.7147
Location 7 0.8766 0.3412 0.2797 0.2812 0.7190 0.6626 0.9439 0.5664
Location 8 -a -a -a -a -a -a -a -a

a There was only one trip for Location 8 in the test data set, making the calculation of an observed empirical CDF for
this location impossible.

For Label B, the lowest EPI of 0.07 h (approximately 4.2 min) on the semi-synthetic data is achieved
by NGBoost with a W of 3.67 h. For the real data, both BRR and the BRR location ensemble
achieve the lowest EPI of 0.07 h (approximately 4.2 min), although the Ws of 13.92 h and 13.77 h
respectively are far larger.

Error Decomposition & Security Levels The error decomposition in Ec and Enc for security levels
from 10% to 90% calculated with the NGBoost location ensemble is shown in Figure 7.5. Although
the total error for the real data set is much larger than the semi-synthetic data, a high security
level of 90% results in a similar small critical error. Furthermore, for both data sets, the minimal
total error occurs at a security level between 40% to 60%.

To further analyse this error decomposition, we report the mean critical error Ec, and non-critical
error Enc for both the semi-synthetic and real data set for Label A, and Label B in Table 7.9 and
Table 7.10, respectively. Although the total error is much larger on the real data set, a high
security level results in a small critical error for both sets. For example, for Label A, we can
achieve an average critical error of only 0.03 h (approximately 1.8 min) on the semi-synthetic data
set and 0.1 h (approximately 6 min) on the real data set, with a security level of 90%. Similarly,
for Label B, the same security level can result in an average critical error of 0.01 h (approximately
0.6 min) on the semi-synthetic data set and 0.09 h (approximately 5.4 min) on the real data set.
Comparing both labels, we observe that the error is not consistently lower for any one label but
depends on the considered probabilistic forecast model.
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Table 7.7.: The mean EPI outside of the prediction interval and the average width W of this prediction
interval in hours calculated on the test data for parking duration (Label A). All forecast models
and their associated location ensemble (Ens) are compared. [5]

Data Model 10%-PI 20%-PI 40%-PI 60%-PI 80%-PI 90%-PI
EPI W EPI W EPI W EPI W EPI W EPI W

Se
m

i-S
yn

th
et

ic
D

at
a BRR 1.64 0.74 1.35 1.48 0.91 2.07 0.58 4.92 0.28 7.50 0.15 9.62

GPR 0.61 0.19 0.54 0.38 0.41 0.78 030 1.25 0.20 1.91 0.14 2.45
NGBoost 0.44 0.19 0.38 0.38 0.28 0.78 0.20 1.25 0.12 1.91 0.08 2.45

NN 0.52 0.11 0.46 0.24 0.36 0.49 0.26 0.81 0.17 1.33 0.11 2.07
BRR Ens 1.23 0.79 0.97 1.60 0.57 3.31 0.31 5.31 0.11 8.09 0.03 10.39
GPR Ens 0.57 0.22 0.48 0.44 0.35 0.90 0.24 1.45 0.15 2.21 0.10 2.83

NGBoost Ens 0.37 0.18 0.32 0.36 0.23 0.74 0.15 1.19 0.08 1.82 0.04 2.33
NN Ens 0.51 0.11 0.47 0.20 0.39 0.41 0.31 0.67 0.20 1.20 0.13 1.88

R
ea

lD
at

a

BRR 3.60 1.31 3.03 2.64 2.03 5.46 1.16 8.76 0.40 13.34 0.14 17.12
GPR 3.84 1.29 3.28 2.59 2.20 5.36 1.46 8.60 0.67 13.09 0.36 16.80

NGBoost 3.27 1.12 2.77 2.26 1.88 4.67 1.14 7.50 0.50 11.41 0.22 14.65
NN 4.35 0.75 3.92 1.60 3.16 3.44 2.38 5.46 1.69 7.75 1.32 9.91

BRR Ens 3.02 1.24 2.51 2.50 1.63 5.17 0.92 8.29 0.344 12.63 0.14 16.21
GPR Ens 3.32 1.22 2.79 2.45 1.84 5.07 1.07 8.14 0.36 12.40 0.09 15.92

NGBoost Ens 2.83 0.92 2.44 1.84 1.76 3.82 1.12 6.13 0.59 9.33 0.34 11.98
NN Ens 5.02 0.54 4.76 1.08 4.27 2.21 3.65 3.93 2.73 6.21 2.27 7.94

7.6 Discussion

In this section, we first discuss the probabilistic forecasts before analysing our customised
representation of this uncertainty quantification specifically designed for smart charging. Finally,
we briefly discuss the implications of our findings for further mobility use cases.

Probabilistic Forecasts The first observation is that the increased uncertainty in the real data
set is directly visible. When comparing the two data sets, the prediction intervals for the real
data set are far wider than those for the semi-synthetic data set for all prediction models and
labels. Interestingly, the mean integral error, EINT, is sometimes lower for the real data than the
semi-synthetic data. This could be due to the extreme values observed in the real data. More
specifically, whilst the predicted CDF is accurate for a majority of the values leading to a low EINT,
it is extremely poor for the extreme values, which leads to the wide prediction intervals.

The second observation is that uncertainty is highly location-dependent. For certain locations, the
predicted CDF is similar to the observed empirical CDF, whilst this prediction differs noticeably
in other locations. Furthermore, both Label A and Label B can be beneficial depending on the
location. This result is not surprising since a regular parking duration characterises some locations
(e.g., visiting the gym), whilst other locations are characterised by a regular departure time (e.g.,
leaving work at the end of the working day).

Finally, the probabilistic forecasts emphasise the need for a customised representation of this
uncertainty quantification for smart charging. More specifically, although a prediction interval or
CDF is useful for visualising uncertainty, a smart charging algorithm will have difficulty optimising
a charging schedule based purely on a large range of possible parking durations or an entire
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Table 7.8.: The mean EPI outside of the prediction interval and the average width W of this prediction
interval in hours calculated on the test data for departure time (Label B). All forecast models
and their associated location ensemble (Ens) are compared. [5]

Data Model 10%-PI 20%-PI 40%-PI 60%-PI 80%-PI 90%-PI
EPI W EPI W EPI W EPI W EPI W EPI W

Se
m

i-S
yn

th
et

ic
D

at
a BRR 2.55 1.09 2.14 2.20 1.44 4.54 0.82 7.29 0.31 11.11 0.14 14.26

GPR 0.88 0.26 0.77 0.53 0.58 1.10 0.43 1.77 0.29 2.70 0.22 3.46
NGBoost 0.59 0.28 0.51 0.56 0.37 1.17 0.25 1.87 0.13 2.85 0.07 3.67

NN 0.64 0.15 0.57 0.32 0.44 0.65 0.31 1.09 0.21 1.79 0.14 3.07
BRR Ens 1.83 0.98 1.43 1.98 0.86 4.09 0.52 6.57 0.27 10.00 0.12 12.84
GPR Ens 0.80 0.32 0.68 0.63 0.50 1.29 0.37 2.08 0.23 3.16 0.15 4.06

NGBoost Ens 0.67 0.2 0.60 0.40 0.47 0.83 0.36 1.34 0.24 2.03 0.18 2.61
NN Ens 0.72 0.15 0.64 0.33 0.51 0.69 0.39 1.10 0.27 1.70 0.20 2.73

R
ea

lD
at

a

BRR 2.61 1.06 2.16 2.14 1.37 4.44 0.72 7.12 0.25 10.84 0.07 13.92
GPR 3.15 1.03 2.69 2.08 1.86 4.31 1.10 6.92 0.48 10.53 0.28 13.52

NGBoost 2.64 0.93 2.24 1.88 1.51 3.89 0.86 6.24 0.29 9.50 0.10 12.19
NN 3.97 0.62 3.62 1.30 2.92 2.75 2.35 4.19 1.80 5.91 1.44 7.51

BRR Ens 2.49 1.05 2.04 2.12 1.26 4.39 0.62 7.05 0.19 10.73 0.07 13.77
GPR Ens 2.69 0.99 2.25 1.99 1.43 4.12 0.74 6.61 0.22 10.07 0.11 12.92

NGBoost Ens 2.61 0.90 2.21 1.81 1.43 3.74 0.77 6.01 0.27 9.14 0.14 11.74
NN Ens 3.66 0.64 3.35 1.36 2.77 2.73 2.19 4.15 1.63 6.02 1.40 7.09

CDF. Furthermore, the low EINT values for the real data, despite the large amounts of uncertainty,
suggest that a complete CDF may also be misleading.

Customised Representation of the Uncertainty Quantification We first observe that quantifying
the trade-off between the error outside the prediction interval and the prediction interval width
only has limited benefit. To achieve small errors outside the prediction interval, we observe that
large prediction intervals are required, which may not be viable in smart charging algorithms.
Furthermore, the error outside the prediction interval does not explicitly quantify critical scenarios
that may lead to undercharging.

Therefore, we observe that security levels based on probabilistic forecasts combined with an
error decomposition provide the most useful quantification for smart charging applications. This
customised representation of the uncertainty reduces the critical error to acceptable levels, even
for real data exhibiting high uncertainty levels. Furthermore, using security levels can account
for individual user’s risk preferences and can be combined with a smart charging scheduling to
optimise the smart charging application for that individual user. Given information regarding a
user’s risk attitude, it may be possible to optimally select a smart charging schedule that perfectly
fits their profile.

However, we currently focus on user-centric smart charging applications, but the impact on
other participants in an IoT smart grid should be considered. For example, an EV charging
station owner who aims to schedule charging slots optimally will consider errors resulting in
underestimated parking duration critical since the charging slot is not free for an additional EV
when expected. Therefore, multiple definitions of critical errors, associated security levels, and
the impacts on an IoT smart grid should be analysed.
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Figure 7.5.: The total mean error broken down into critical and non-critical error components for different
security levels for the NGBoost ensemble calculated on the test data using all locations. The
critical error decreases as the security level increases. [5]

Further Mobility Use Cases In this chapter, we only considered the EV smart charging use case,
however, our methodology can be transferred to other mobility applications. For example, in
public transport, headway forecasts critical errors also occur when the headway is overestimated
and the public transport vehicle considered thus departs earlier than expected, causing passengers
to miss their commute. Therefore, applying the same security levels and error decomposition will
also benefit public transport headway forecasts. On the other hand, the problem of bike-sharing
demand forecasts is inverse, i.e. the critical error occurs when underestimating peak demand.
Thus, by simply reversing the definition of a security level to ηInverse = 100 · α, it is possible to
create security levels and an associated error decomposition that is suitable for the bike-sharing
application. Therefore, although only validated on one use case, the customised representations
discussed in this chapter should be helpful in many more mobility applications. Furthermore, if
an asymmetrical cost function was provided that penalised over- or underestimation specifically
for the given application, it would be possible to minimise these costs using α similar to the
process undertaken in modern classification methods [305].

7.7 Conclusion

To enable a sustainable and efficient future mobility system, many mobility applications require
uncertainty quantification in the form of probabilistic forecasts. However, these probabilistic
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forecasts may not convey the uncertainty information in a way that is directly beneficial to that
mobility application due to, for example, critical regions of uncertainty. Therefore, focusing on
the use case of EV smart charging, this chapter introduces a methodology to create a customised
representation of uncertainty quantification of parking duration forecasts designed to benefit
smart charging. First, the uncertainty is quantified with probabilistic forecasts before a customised
representation of this uncertainty quantification is created by decomposing critical errors that
result in undercharging and non-critical errors. Furthermore, we define quantile-based security
levels, which can minimise the probability of an EV being undercharged, given a user’s risk
preferences.

Using four probabilistic forecasting methods, we evaluate our approach on an openly available
semi-synthetic data set and a real data set. We show that uncertainty is highly location-dependent
and that probabilistic forecasts alone do not provide the specific information required by smart
charging applications. However, our customised representation of this uncertainty quantification
does provide such information by enabling critical errors to be reduced to acceptable levels for
smart charging algorithms, even when high uncertainty exists in the data. Furthermore, due to
the similarity of the smart charging use case with other mobility applications, our methodology
can be transferred to further mobility applications with little or no modification.

In light of these findings, probabilistic forecasting models that automatically select the optimal
label based on location-dependent uncertainty could be considered. Since the present paper
focused on user-centric smart charging applications, future work should consider all participants
in an IoT smart grid. Specifically, this work should investigate how the definition of critical errors
varies for each participant and how these, perhaps contradictory, preferences can be combined to
benefit all participants mutually. Furthermore, future work should focus on taking the customised
uncertainty quantification presented in this paper and integrating it into stochastic optimisation
problems, similar to [306], or using it to detect unusual behaviour, similar to [307]. Finally, the
approach introduced in this chapter should be applied to further mobility use cases.
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Discussion 8
In the previous two parts, we dealt with quantifying and interpreting uncertainty. In Part II, we
focused on quantifying uncertainty by presenting novel methods for generating probabilistic
forecasts and customising the properties of these forecasts. In Part III, we focused on interpreting
uncertainty, introducing an approach to explain the origins of uncertainty in a probabilistic
forecast and also considering customised representations of uncertainty that highlight critical
regions for mobility applications. Whilst each of the previous chapters included a discussion that
addresses the key results and findings for that specific contribution, we have not yet discussed
these individual contributions as a whole. Specifically, we have not considered how these
individual contributions fit together to increase trust in time series forecasts. Therefore, in the
present chapter, we address this question by discussing our findings and their impact on trust in
forecasts in Section 8.1. Additionally, we discuss some main limitations and benefits of the work
presented in the present dissertation in Section 8.2.

8.1 Findings and their Impact on Trust in Forecasts

In the present dissertation, we address five separate research questions and each of these research
questions contributes to increasing the trust in a time series forecast. Therefore, in this section, we
go through each of these research questions and highlight how the associated findings contribute
to trust in forecasts.

RQ1 The first research question addressed whether it is possible to link the meteorological
uncertainty to a time series forecast for a quantity that is affected by meteorological conditions.
We show that, in principle, this is possible by propagating the uncertainty within a meteorological
Ensemble Prediction System (EPS) through to a forecast for the target time series. However,
since these EPSs are biased and underdispersed, ensemble post-processing is required. We show
that post-processing in the final step is the most important, delivering forecasts with the best
calibration and lowest Continuous Ranked Probability Score (CRPS). These findings offer both
positive and negative implications for trust in the associated forecast. Regarding the positive
implications, the approach generates probabilistic forecasts, and this quantification of uncertainty
should immediately help increase trust in the forecast. Furthermore, the source of uncertainty
used to generate the probabilistic forecast is known and tangible - i.e. the weather system.
Compared to many probabilistic forecasting methods, which include uncertainty through specific
loss functions or assumed distributions, this is an intuitive source of uncertainty that should
also lead to the forecast being more tangible. However, the requirement for post-processing
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decreases the trust. The applied post-processing method, Ensemble Model Output Statistics
(EMOS), assumes a parametric distribution to perform calibration, meaning the meteorological
uncertainty is only indirectly linked to the final probabilistic forecast. Furthermore, the simple
fact that post-processing is required suggests that the meteorological uncertainty is not an ideal
proxy for the uncertainty in the final forecast, which decreases trust. Finally, not all time series
are affected by meteorological uncertainty, and therefore, the methods presented in Chapter 3
will only increase the trust in a specific class of time series forecasts. To summarise, the findings
from Chapter 3 help to increase the trust in probabilistic forecasts by quantifying the uncertainty
using a tangible source of uncertainty, however, they are only applicable to a small subset of all
time series and limited by their use of parametric post-processing methods.

RQ2 In Chapter 4, we address the second research question, considering whether it is possible
to use the underlying unknown data distribution of a given time series to include uncertainty in a
forecast. We propose an approach that learns a mapping between the unknown data distribution
and a known and tractable latent distribution with a Conditional Invertible Neural Network
(cINN). This known and tractable latent space distribution can then be used to include uncertainty
in an arbitrary point forecast. This approach also contributes to increasing trust in the forecast by
quantifying the associated uncertainty, however, it is applicable to any time series and not just
those affected by meteorological conditions. Furthermore, the source of the uncertainty included
by our approach is in the data distribution itself. Although this uncertainty is not as tangible as
meteorological uncertainty, it is still not entirely arbitrary and should, therefore, help increase
trust in the forecast. However, our approach is a classic black-box machine learning approach.
Whilst the idea itself is intuitive, the approach is not interpretable. For example, if the forecast
is poor, it may not be clear if this results from a poor sampling hyperparameter or the cINN
not accurately learning the mapping from the unknown distribution to the known and tractable
latent space distribution. However, one advantage is that our approach includes uncertainty in
existing arbitrary point forecasts. Therefore, if the underlying point forecast is trustworthy, then
this should automatically increase trust in the resulting probabilistic forecast. To summarise, the
contributions in Chapter 4 increase the trust in forecasts by quantifying the uncertainty for any
time series, however, this forecast is not completely trustworthy due to the black-box nature of
the approach.

RQ3 The third research question considers whether the properties of probabilistic forecasts
can be customised without retraining the existing forecast model or developing an alternative
model. In Chapter 5, we extend our approach that includes uncertainty in an arbitrary point
forecast by integrated automated Hyperparameter Optimisation (HPO) and customising the
forecasts to suit different probabilistic loss metrics. This approach goes one step further in
increasing trust in the forecast than in the previous two contributions. Although the focus is still
on quantifying uncertainty, our extension with HPO enables multiple probabilistic forecasts with
customised properties to be easily generated. As a result, a probabilistic forecast can be designed
to fulfil a user’s requirements explicitly, and this added level of customisation should further
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increase the trust in the forecast. Despite this increased trust, the resulting forecasts are not fully
trustworthy. Our approach is still a black-box model and, therefore, difficult to interpret. Also,
the customisation relies on automated HPO and customised probabilistic loss metrics, which is an
added layer of machine learning and statistics. This extra layer may further decrease trust in the
forecasts. Therefore, in summary, we observe that whilst the contribution from Chapter 5 should
generate probabilistic forecasts that are more trustworthy than the previous contributions, they
are still not truly trustworthy due to the added layers of machine learning and black-box nature
of the approach.

RQ4 In Chapter 6, we consider whether the origins of uncertainty in a probabilistic forecast
can be explained with existing Explainable Artificial Intelligence (XAI) methods. We propose an
approach that separates the deterministic and uncertainty components of a probabilistic forecast
within the network structure, enabling attribution-based XAI methods to explain the origins of
uncertainty. Whilst an explanation of the origins of uncertainty will generally increase trust in a
forecast, this may not always be the case. One reason is that communicating these explanations,
often via visualisations, is not trivial for time series. As we observe in our evaluation in Chapter 6,
it is not always trivial to interpret the visualisations and determine whether they were realistic.
Without this intuitive representation of the explanations, it is difficult to trust the generated
explanations, especially if the resulting probabilistic forecast appears realistic. We observe exactly
this problem in Chapter 6, where the explanations for the real-world models seem to contradict
the evaluation of the forecast quality. Therefore, whilst the contributions from Chapter 6 further
increase trust in probabilistic forecasts, explaining the origins of the uncertainty is only truly
useful if the explanations can be intuitively interpreted and confirm the findings from further
evaluations.

RQ5 The fifth research question addresses how the quantified uncertainty can be represented in
a manner that is beneficial for the downstream application. In Chapter 7, we consider mobility
applications and highlight which regions of uncertainty are critical for smart charging. Given
these critical regions, we propose how customised representations of the uncertainty can be used
to minimise critical errors and convey useful information to the smart charging algorithm. Such
customised representations of uncertainty should directly impact the trust associated with the
forecast. Although this representation does not alter the forecast itself, it causes information
that is important for the considered applications to be clearly highlighted. As a result, the
information required to make decisions is presented in a helpful manner, automatically leading
to a higher trust and acceptance of the forecast. However, since these customised representations
do not alter the forecast, they are not useful if the forecast itself is poor. Therefore, whilst the
contributions from Chapter 7 definitely increase the trust in the forecast, they are dependent on
a high-quality forecast and are likely to be ineffective if the initial forecast does not contain any
useful information.
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Summary Although each individual contribution helps increase trust in forecasts, none alone
is the solution to truly trustworthy forecasts. The true value of the present dissertation is the
combination of these contributions. If a probabilistic forecast whose properties can be customised
was generated, the origins of the uncertainty in this probabilistic forecast explained, and a
useful representation of the uncertainty within this forecast created, then we would have a truly
trustworthy forecast.

8.2 Limitations and Benefits

Whilst the present dissertation presented several novel contributions, it is also limited in some
aspects. Therefore, in this section, we briefly highlight these key limitations, as well as mentioning
some of the major benefits of the work.

Limitations The first key limitation of the present thesis is that it does not combine all contri-
butions to create a truly trustworthy forecast. For example, meteorological uncertainty is only
considered in Chapter 3, with EPSs not being considered in further chapters. Furthermore, the
probabilistic forecasting methods using a cINN proposed in Chapter 4 and Chapter 5 cannot
consider EPSs inputs without additional modification. Additionally, although the origins of
uncertainty are explained in Chapter 6, this chapter does not consider the black-box models intro-
duced in Chapter 4 and Chapter 5. Furthermore, the ability to customise probabilistic forecasts
introduced in Chapter 5 is not applied to the mobility application considered in Chapter 7. As a
result, although each of the contributions helps increase trust, based on the results of the present
thesis, we cannot determine the effect of all contributions as a whole. Therefore, it would be
interesting to investigate this aspect in more detail in future work by combining all contributions
from the present dissertation to create a truly trustworthy forecast. Such a trustworthy forecast
would quantify the uncertainty in a way customised for the considered application, consider
exogenous sources of uncertainty, explain the origins of this uncertainty, and be represented in a
useful way for the considered application.

Second, although many contributions are designed for real-world applications, we do not evaluate
these applications in the field. This is particularly true for the loss-customised probabilistic
forecasts proposed in Chapter 5 and the customised representations of uncertainty proposed
in Chapter 7. Both of these contributions are only truly useful if they can be used to improve
performance in a given application. If, for example, standard probabilistic forecasts perform
just as well as forecasts customised for a selected application, then the loss customisation was
not truly effective – even if it is able to alter the characteristics of the forecast. Similarly, if the
customised representation of uncertainty does not enrich a smart charging application, then
these representations also have little value. Therefore, it is imperative that further testing in a
real-world setting is undertaken to validate and extend the results of this dissertation. A first step
towards a real-world evaluation could be through the use of controlled research infrastructure,
such as the Energy Lab 2.0 [308]. Such infrastructure that combines hardware and software to
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enable controlled testing in close to real-world conditions could provide a platform to evaluate
the present dissertation’s contributions further. Furthermore, with applications such as smart
charging [268] and battery storage optimisation [309] integrated into the infrastructure, the
effects of real-world uncertainty on concrete applications can also be evaluated.

Finally, the present dissertation aims to quantify and interpret uncertainty to increase the trust
in forecasts. However, we do not explicitly evaluate trust. Although trust can be estimated by
considering different requirements, this is different than explicitly evaluating trust in the field.
Therefore, it is necessary to analyse and evaluate trustworthiness in more detail to substantially
determine how each of the contributions in the present dissertation contributes to trust. This
step comprises multiple steps. First, based on discussions with experts and the users of forecasts,
a formal definition of trustworthiness in time series forecasts and a list of criteria to measure this
trustworthiness should be developed. Second, based on these criteria, a thorough survey could
be undertaken to measure how trustworthy users find different types of probabilistic forecasts.
Finally, this information should be used to adapt and improve the methods presented in this
dissertation to improve the overall trust in the resulting probabilistic forecasts.

Benefits As well as the previously described limitations, the present dissertation has several
benefits. First, we present multiple approaches to quantify the uncertainty in time series forecasts.
These approaches are shown to generate reliable probabilistic forecasts that, in many cases,
outperform existing benchmarks. Furthermore, we present an approach capable of generating
forecasts with customised properties, which is useful for various applications.

Another key benefit of the present dissertation is that it takes the first steps towards explain-
able probabilistic forecasts. Whilst our approach for explaining the origins of uncertainty in
probabilistic forecasts is simple, it is also the first of its kind. The valuable insights gained from
these explanations should encourage further research in this field. In order for probabilistic
forecasts to be successfully integrated into a variety of applications, it is imperative that the
origins of uncertainty are clear and, therefore, such explanations will only grow in importance in
the future.

Furthermore, the present dissertation also opens the door to a new research direction by focusing
on the representation of probabilistic forecasts. Generally, forecasts in their pure form, i.e.
quantiles or prediction intervals, are considered sufficient. However, we demonstrate that this is
not always the case and that alternative representations that are designed for a specific application
could be useful. Therefore, these observations should also encourage further research in this
field and an investigation of how uncertainty can be best represented for a wide variety of
applications.

Finally, all contributions in the present dissertation are made openly available via GitHub. These
contributions include the base code for the presented methods and data and evaluation scripts
to replicate the results presented here. By making our contributions openly available, we
help to contribute to the open science movement and ensure our results are transparent and
understandable for any interested party.
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Summary and Outlook 9
With time series increasingly being integrated into a variety of applications in multiple domains,
the demand for trustworthy forecasts of these time series is increasing. However, any forecast
contains an inherent component of uncertainty, and for a forecast to be trustworthy, this uncer-
tainty must be quantified with probabilistic forecasts. Although probabilistic forecasts help to
increase trust, merely quantifying the uncertainty may not be sufficient for the forecast to be
truly trustworthy. The quantified uncertainty must also be interpreted in a manner that is useful
for the application using the probabilistic forecasts. Therefore, the present dissertation addresses
the challenges of quantifying and interpreting uncertainty in time series forecasts. We answer
five research questions to address these challenges, leading to five novel contributions.

The first novel contribution is a comparison of post-processing strategies designed to link me-
teorological uncertainty to time series that are affected by this uncertainty. We show that the
meteorological uncertainty can be linked to a further time series, however, post-processing is
required to generate high-quality and calibrated forecasts. Furthermore, post-processing the final
target forecast is the most important step. The second contribution is a novel method to generate
probabilistic forecasts from arbitrary point forecasts using a Conditional Invertible Neural Net-
work (cINN). We show how this cINN can be employed to learn a mapping from the unknown
distribution of the considered time series to a known and tractable distribution in the latent space.
We then use this latent space distribution to include uncertainty in arbitrary point forecasts. The
third contribution is an extension of this approach with automated Hyperparameter Optimisation
(HPO), which enables the properties of the resulting probabilistic forecasts to be customised
according to a given probabilistic loss metric. Importantly, this customisation is possible without
retraining either the base forecasting model or the cINN. These first three contributions all deal
with quantifying uncertainty to increase the trust in the forecast. Whilst the first two focus on
merely generating probabilistic forecasts, the third contribution goes a step further by enabling
the customised generation of probabilistic forecasts, which should further increase trust in this
forecast.

The fourth and fifth contributions of the present dissertation deal with interpreting uncertainty.
The fourth contribution is an approach that enables the origins of uncertainty in a probabilistic
forecast to be explained with existing attribution-based Explainable Artificial Intelligence (XAI)
methods. By separating the deterministic and uncertain components of the probabilistic forecast
in the network architecture, we can apply existing XAI methods to explain both components,
including the origins of uncertainty. We show that these explanations are plausible and deliver
important insights when evaluated on real-world data. The fifth contribution focuses on repre-
sentations of uncertainty that are beneficial for downstream applications. Focusing on mobility
applications, we identify regions of uncertainty that are critical for smart charging applications.
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Given these critical regions of uncertainty, we propose various representations of the quantified
uncertainty that highlight critical regions so they can be better considered in smart charging
applications. Although we only consider a single mobility application, our approach is easily
extendable to other applications.

In light of these findings, there are numerous opportunities for future work. First, the individual
contribution of this dissertation should be combined to create truly trustworthy forecasts. Such
a forecast should consider exogenous sources of uncertainty, such as weather forecasts, and
be capable of generating probabilistic forecasts whose properties can be customised depending
on the requirements. Furthermore, this truly trustworthy forecast should be interpretable by
explaining the origins of the quantified uncertainty and being represented in a beneficial way for
the considered application. Second, the interpretable nature of probabilistic forecasts should be
considered in more detail. Thereby, explanation methods that better account for the temporal
dependencies in time series should be developed to explain the origins of uncertainty better,
improved visualisation could be considered and, ideally, probabilistic forecasting models that are
naturally interpretable should be created. Third, the results obtained in the present dissertation
should be validated and extended for use in real-world scenarios. For example, probabilistic
forecasts should be generated and customised to fulfil the requirements of a given downstream
application, and the performance improvement of this application should be monitored. Alter-
natively, the customised representation of uncertainty could be integrated into stochastic smart
charging algorithms and evaluated by real users. Finally, the present dissertation quantifies and
interprets uncertainty to increase the trust in forecasts, however, we do not explicitly investigate
what forecasts are considered to be trustworthy by an end user. Therefore, future work should
investigate the definition of trustworthiness in more detail and explicitly evaluate how each
contribution affects trust.
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Probabilistic Forecasts from
Meteorological Uncertainty

A

To show the robust nature of our approach, we perform numerous further experiments. First,
we implement both an alternative linear regression and a neural network as further forecasting
methods, before also including the full results when considering different distributions for
wind power and wind speed. Finally, we show that the selected probability distributions are a
reasonable fit for our data and therefore a suitable choice for Ensemble Model Output Statistics
(EMOS).

Alternative Linear Regression Model The linear regression proposed by Zhang and Wang [126]
only considers wind speed and the hour of the day as regressors. The linear regression model can
be described as

yt+h =β0 + β1St+h + β2 (St+h)2 + β3 (St+h)3 + β4 cos
(2π

24 Ht+h

)
+

β5 sin
(2π

24 Ht+h

)
+ β6 cos

(4π

24 Ht+h

)
+ β7 sin

(4π

24 Ht+h

)
+ εt+h,

(A.1)

where yt is the dependent variable, which in this case is the wind power, St+h is the forecasted
wind speed for the considered forecast horizon, Ht+h is the hour of the day for the considered
forecast horizon, and βi, i = 0, . . . , 7 are the regression coefficients. As observed by Zhang and
Wang [126], the sine and cosine terms account for diurnal periodicities through a Fourier series
considering the time of the day. We fit and apply this alternative linear regression model in the
same way as the linear regression model described in Section 3.3.3.

Neural Network as an Alternative Non-Linear Forecasting Model We select a simple feed forward
neural network for our evaluation and test multiple configurations before choosing a configuration
with two hidden layers of 10 and 7 neurons respectively. This network architecture is selected
because it is the simplest we found that still returns accurate forecasts. Given this architecture,
we train the neural network with the resilient backpropagation algorithm. The chosen activation
function is a hyperbolic tangent and the input features are the same as those selected for the
linear regression and random forest models (see Section 3.3.3). The parameters (i. e. weights)
are fitted using the actual historical weather data and each ensemble member is passed through
the network to get an ensemble of wind power forecasts.
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Considering Different Distributions for Wind Speed and Wind Power From the literature, we
identify both the truncated normal distribution and gamma distribution as possible candidates
for modelling wind speed and wind power. To ensure robust results we consider both distribu-
tions and report the Continuous Ranked Probability Score (CRPS) values when using different
combinations of the two distributions here. Following Gneiting [93], we implement a gamma
distribution using Gamma(α, β) = Fα,β, with α = a + b1x1 + . . . + bM xM and β = c + dmENS

with mENS = a + b
∑M

m=1 xm.

Results The following tables (Table A.1 - Table A.4) show that the additional models confirm
the results obtained with the linear regression and random forest forecasting models. They
again highlight that post-processing the final wind power ensemble is crucial. Both the One
Step-T and Two Step-WT strategies, which post-process the wind power ensemble, improve
performance on the benchmark and the Swedish data sets. However, only post-processing the
weather ensembles does not necessarily lead to improvements. Furthermore, the tables show no
noticeable performance difference when using different distributions. We also report the results
of models that do not include weather forecasts as input and are based solely on historical wind
power values.
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Table A.1.: Summary of mean CRPS on the test data for the onshore benchmark for all forecast horizons.
The distribution used for post-processing the wind speed (W) and wind power (P) is shown
in brackets. We compare linear regression (LR), alternative linear regression (ALR), random
forest (RF), and a neural network (NN).

Strategy 6h 12h 18h 24h

LR No Weather 7.24 11.38 11.42 10.97
LR Raw 3.91 5.60 5.67 6.08

LR One Step-T (Gamma) 3.42 4.68 5.60 5.48
LR One Step-T (T-Normal) 3.53 4.88 5.71 5.76
LR One Step-W (Gamma) 3.80 5.29 5.66 5.96

LR One Step-W (T-Normal) 3.81 5.26 5.51 5.90
LR Two Step-WT (W: Gamma, T: Gamma) 3.52 4.96 5.63 5.78

LR Two Step-WT (W: Gamma, T: T-Normal) 3.42 4.96 5.61 5.72
LR Two Step-WT (W: T-Normal, T: Gamma) 3.50 4.87 5.64 5.84

LR Two Step-WT (W: T-Normal, T: T-Normal) 3.48 4.97 5.68 5.77

ALR No Weather 13.45 15.73 12.45 11.46
ALR Raw 4.59 5.79 6.21 5.93

ALR One Step-T (Gamma) 3.67 4.12 5.78 5.43
ALR One Step-T (T-Normal) 3.81 4.35 5.91 5.53
ALR One Step-W (Gamma) 4.73 4.32 6.31 5.82

ALR One Step-W (T-Normal) 4.73 4.19 6.38 5.91
ALR Two Step-WT (W: Gamma, T: Gamma) 4.01 4.22 5.86 5.52

ALR Two Step-WT (W: Gamma, T: T-Normal) 3.99 4.22 5.99 5.63
ALR Two Step-WT (W: T-Normal, T: Gamma) 3.98 3.93 5.89 5.56

ALR Two Step-WT (W: T-Normal, T: T-Normal) 3.85 4.04 6.15 5.89

RF No Weather 9.52 12.18 10.41 10.31
RF Raw 3.98 5.34 5.68 5.84

RF One Step-T (Gamma) 3.31 4.21 5.67 5.23
RF One Step-T (T-Normal) 3.61 4.63 5.84 5.38
RF One Step-W (Gamma) 3.85 4.44 5.82 5.83

RF One Step-W (T-Normal) 3.97 4.53 5.78 5.83
RF Two Step-WT (W: Gamma, T: Gamma) 3.34 4.08 5.73 5.45

RF Two Step-WT (W: Gamma, T: T-Normal) 3.57 4.30 5.86 5.52
RF Two Step-WT (W: T-Normal, T: Gamma) 3.41 4.05 5.73 5.42

RF Two Step-WT (W: T-Normal, T: T-Normal) 3.67 4.34 5.84 5.70

NN No Weather 7.80 11.34 10.15 10.31
NN Raw 7.16 10.42 10.19 10.19

NN One Step-T (Gamma) 6.05 8.57 8.56 7.83
NN One Step-T (T-Normal) 6.19 9.12 8.56 8.02
NN One Step-W (Gamma) 5.85 9.49 8.96 9.43

NN One Step-W (T-Normal) 5.90 9.60 9.38 9.44
NN Two Step-WT (W: Gamma, T: Gamma) 5.46 8.61 8.02 8.01

NN Two Step-WT (W: Gamma, T: T-Normal) 5.54 9.00 7.71 7.76
NN Two Step-WT (W: T-Normal, T: Gamma) 5.53 8.76 8.21 7.89

NN Two Step-WT (W: T-Normal, T: T-Normal) 5.44 8.99 7.71 7.65
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Table A.2.: Summary of mean CRPS on the test data for the offshore benchmark for all forecast horizons.
The distribution used for post-processing the wind speed (W) and wind power (P) is shown
in brackets. We compare linear regression (LR), alternative linear regression (ALR), random
forest (RF), and a neural network (NN).

Strategy 6h 12h 18h 24h

LR No Weather 35.64 54.01 66.41 68.15
LR Raw 18.98 23.51 25.46 24.11

LR One Step-T (Gamma) 17.97 22.52 24.95 23.69
LR One Step-T (T-Normal) 17.92 22.23 24.85 23.44
LR One Step-W (Gamma) 18.33 23.54 24.15 23.81

LR One Step-W (T-Normal) 18.74 23.31 24.51 23.88
LR Two Step-WT (W: Gamma, T: Gamma) 17.64 22.98 23.84 24.76

LR Two Step-WT (W: Gamma, T: T-Normal) 17.21 22.36 24.03 23.38
LR Two Step-WT (W: T-Normal, T: Gamma) 18.19 22.67 24.10 25.10

LR Two Step-WT (W: T-Normal, T: T-Normal) 17.30 22.08 24.28 23.49

ALR No Weather 69.48 70.90 72.09 69.61
ALR Raw 21.25 24.25 26.25 24.60

ALR One Step-T (Gamma) 19.94 23.48 25.86 24.68
ALR One Step-T (T-Normal) 19.85 23.12 25.34 25.10
ALR One Step-W (Gamma) 20.97 24.12 25.93 23.88

ALR One Step-W (T-Normal) 21.24 23.93 26.49 24.65
ALR Two Step-WT (W: Gamma, T: Gamma) 20.19 24.21 26.42 25.79

ALR Two Step-WT (W: Gamma, T: T-Normal) 20.22 23.67 25.29 24.94
ALR Two Step-WT (W: T-Normal, T: Gamma) 20.48 23.81 27.14 26.40

ALR Two Step-WT (W: T-Normal, T: T-Normal) 20.96 24.13 26.09 25.92

RF No Weather 51.37 58.67 64.36 64.75
RF Raw 20.77 23.80 25.00 25.54

RF One Step-T (Gamma) 18.91 21.97 25.03 24.54
RF One Step-T (T-Normal) 19.47 22.15 24.24 23.83
RF One Step-W (Gamma) 21.26 23.20 25.07 24.79

RF One Step-W (T-Normal) 21.45 23.22 25.41 24.93
RF Two Step-WT (W: Gamma, T: Gamma) 20.31 21.94 25.23 25.26

RF Two Step-WT (W: Gamma, T: T-Normal) 20.24 22.27 24.49 23.64
RF Two Step-WT (W: T-Normal, T: Gamma) 20.33 22.51 25.67 25.13

RF Two Step-WT (W: T-Normal, T: T-Normal) 20.47 22.43 25.56 24.08

NN No Weather 37.99 54.47 64.61 68.55
NN Raw 42.61 55.57 49.78 47.01

NN One Step-T (Gamma) 38.18 46.36 46.47 42.79
NN One Step-T (T-Normal) 38.19 45.67 44.03 43.71
NN One Step-W (Gamma) 37.80 49.98 44.11 41.22

NN One Step-W (T-Normal) 38.58 51.33 45.52 42.19
NN Two Step-WT (W: Gamma, T: Gamma) 36.89 43.32 42.87 39.69

NN Two Step-WT (W: Gamma, T: T-Normal) 36.07 42.74 40.47 38.90
NN Two Step-WT (W: T-Normal, T: Gamma) 38.13 43.60 44.01 40.38

NN Two Step-WT (W: T-Normal, T: T-Normal) 38.12 43.20 42.24 39.70
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Explaining the Origins of
Uncertainty in Probabilistic
Forecasts

B

On the following pages, we present further results from Chapter 6. The further results consider
temporally similar attributes for points in time not presented in Chapter 6. These extra results
are as follows:

• Figure B.1 – Figure B.6 show the temporally similar absolute attributes for the history input
for the remaining days of the week for the Sweden load data set. These days are Monday,
Wednesday, Thursday, Friday, Saturday, and Sunday.

• Figure B.7 – Figure B.12 show the temporally similar absolute attributes for the history
input for the remaining days of the week for the Sweden load data set. These days are
Monday, Wednesday, Thursday, Friday, Saturday, and Sunday.

• Figure B.13 – Figure B.18 show the temporally similar absolute attributes for the history
input for the remaining days of the week for the Price data set. These days are Monday,
Wednesday, Thursday, Friday, Saturday, and Sunday.

• Figure B.19 – Figure B.24 show the temporally similar absolute attributes for the exogenous
feature inputs for the remaining days of the week for the Price data set using the model
considering 48 h of historical information. These days are Monday, Wednesday, Thursday,
Friday, Saturday, and Sunday.

• Figure B.25 – Figure B.30 show the temporally similar absolute attributes for the exogenous
feature inputs for the remaining days of the week for the Price data set using the model
considering 168 h of historical information. These days are Monday, Wednesday, Thursday,
Friday, Saturday, and Sunday.

• Figure B.31 shows the temporally similar attributions for the exogenous forecast features
at midnight and 11 am for the Solar data for the model considering 168 h of historical
information.

• Figure B.32 shows the Static Mean Average Attributions for each input feature on the Solar
data set for the model considering 168 h of historical information.
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Figure B.1.: A comparison of the temporally similar attributions for Mondays on the Sweden load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.
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Figure B.2.: A comparison of the temporally similar attributions for Wednesdays on the Sweden load
data. The models with 48 h History and 168 h History are compared. The neural network
does not consider any exogenous features and always generates a probabilistic forecast for
the next 24 h.
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Figure B.3.: A comparison of the temporally similar attributions for Thursdays on the Sweden load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.
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Figure B.4.: A comparison of the temporally similar attributions for Fridays on the Sweden load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.
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(a) 48h History Mean Saturday
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Figure B.5.: A comparison of the temporally similar attributions for Saturdays on the Sweden load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.
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(a) 48h History Mean Sunday
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Figure B.6.: A comparison of the temporally similar attributions for Sundays on the Sweden load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.
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Figure B.7.: A comparison of the temporally similar attributions for Mondays on the Germany load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.
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(b) 168h History Mean Wednesday

Figure B.8.: A comparison of the temporally similar attributions for Wednesdays on the Germany load
data. The models with 48 h History and 168 h History are compared. The neural network
does not consider any exogenous features and always generates a probabilistic forecast for
the next 24 h.
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(a) 48h History Mean Thursday
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Figure B.9.: A comparison of the temporally similar attributions for Thursdays on the Germany load data.
The models with 48 h History and 168 h History are compared. The neural network does not
consider any exogenous features and always generates a probabilistic forecast for the next
24 h.
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Figure B.10.: A comparison of the temporally similar attributions for Fridays on the Germany load data.
The models with 48 h History and 168 h History are compared. The neural network does
not consider any exogenous features and always generates a probabilistic forecast for the
next 24 h.
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Figure B.11.: A comparison of the temporally similar attributions for Saturdays on the Germany load
data. The models with 48 h History and 168 h History are compared. The neural network
does not consider any exogenous features and always generates a probabilistic forecast for
the next 24 h.
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Figure B.12.: A comparison of the temporally similar attributions for Sundays on the Germany load data.
The models with 48 h History and 168 h History are compared. The neural network does
not consider any exogenous features and always generates a probabilistic forecast for the
next 24 h.
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Figure B.13.: A comparison of temporally similar absolute attributions for the history input on Mondays
between the model with 48 h History and the model with 168 h History on the Price data.
The neural network also considers exogenous features as an input and always generates a
probabilistic forecast for the next 24 h.
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Figure B.14.: A comparison of temporally similar absolute attributions for the history input on Wednes-
days between the model with 48 h History and the model with 168 h History on the Price
data. The neural network also considers exogenous features as an input and always gener-
ates a probabilistic forecast for the next 24 h.
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Figure B.15.: A comparison of temporally similar absolute attributions for the history input on Thursdays
between the model with 48 h History and the model with 168 h History on the Price data.
The neural network also considers exogenous features as an input and always generates a
probabilistic forecast for the next 24 h.
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Figure B.16.: A comparison of temporally similar absolute attributions for the history input on Fridays
between the model with 48 h History and the model with 168 h History on the Price data.
The neural network also considers exogenous features as an input and always generates a
probabilistic forecast for the next 24 h.
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Figure B.17.: A comparison of temporally similar absolute attributions for the history input on Saturdays
between the model with 48 h History and the model with 168 h History on the Price data.
The neural network also considers exogenous features as an input and always generates a
probabilistic forecast for the next 24 h.
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Figure B.18.: A comparison of temporally similar absolute attributions for the history input on Sundays
between the model with 48 h History and the model with 168 h History on the Price data.
The neural network also considers exogenous features as an input and always generates a
probabilistic forecast for the next 24 h.
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Figure B.19.: A comparison of the temporally similar absolute attributes for Mondays for the two exoge-
nous forecast features for the Price data set. The comparison is created using the model that
considers 48 h of historical information as well as the exogenous features and generates a
forecast for the next 24 h.
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Figure B.20.: A comparison of the temporally similar absolute attributes for Wednesdays for the two
exogenous forecast features for the Price data set. The comparison is created using the
model that considers 48 h of historical information as well as the exogenous features and
generates a forecast for the next 24 h.
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Figure B.21.: A comparison of the temporally similar absolute attributes for Thursdays for the two
exogenous forecast features for the Price data set. The comparison is created using the
model that considers 48 h of historical information as well as the exogenous features and
generates a forecast for the next 24 h.
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Figure B.22.: A comparison of the temporally similar absolute attributes for Fridays for the two exogenous
forecast features for the Price data set. The comparison is created using the model that
considers 48 h of historical information as well as the exogenous features and generates a
forecast for the next 24 h.
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Figure B.23.: A comparison of the temporally similar absolute attributes for Saturdays for the two
exogenous forecast features for the Price data set. The comparison is created using the
model that considers 48 h of historical information as well as the exogenous features and
generates a forecast for the next 24 h.
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Figure B.24.: A comparison of the temporally similar absolute attributes for Sundays for the two exoge-
nous forecast features for the Price data set. The comparison is created using the model that
considers 48 h of historical information as well as the exogenous features and generates a
forecast for the next 24 h.
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Figure B.25.: A comparison of the temporally similar absolute attributes for Mondays for the two exoge-
nous forecast features for the Price data set. The comparison is created using the model that
considers 168 h of historical information as well as the exogenous features and generates a
forecast for the next 24 h.
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Figure B.26.: A comparison of the temporally similar absolute attributes for Wednesdays for the two
exogenous forecast features for the Price data set. The comparison is created using the
model that considers 168 h of historical information as well as the exogenous features and
generates a forecast for the next 24 h.
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Figure B.27.: A comparison of the temporally similar absolute attributes for Thursdays for the two
exogenous forecast features for the Price data set. The comparison is created using the
model that considers 168 h of historical information as well as the exogenous features and
generates a forecast for the next 24 h.
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Figure B.28.: A comparison of the temporally similar absolute attributes for Fridays for the two exogenous
forecast features for the Price data set. The comparison is created using the model that
considers 168 h of historical information as well as the exogenous features and generates a
forecast for the next 24 h.
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Figure B.29.: A comparison of the temporally similar absolute attributes for Saturdays for the two
exogenous forecast features for the Price data set. The comparison is created using the
model that considers 168 h of historical information as well as the exogenous features and
generates a forecast for the next 24 h.
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Figure B.30.: A comparison of the temporally similar absolute attributes for Sundays for the two exoge-
nous forecast features for the Price data set. The comparison is created using the model that
considers 168 h of historical information as well as the exogenous features and generates a
forecast for the next 24 h.
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(b) TCLW, 11 am
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Figure B.31.: A comparison of the temporally similar absolute attributes at midnight and 11 am for the
three exogenous forecast features for the Solar data set. The comparison is created using
the model that considers 168 h of historical information as well as the exogenous features
and generates a forecast for the next 24 h.
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Figure B.32.: The Static Mean Average Attributions (SMAA) for each input feature for the Solar data
set using the model considering 168 h of historical information. The diagonal pattern for
each feature indicates that only forecast horizons that occur during the day consider the
features. Furthermore, the darker colours for SSRD indicates that this feature has the
highest attributions on average and is therefore the most important feature for the forecast.
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