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Zusammenfassung

Mikrowellen-Bildgebungssysteme werden in verschiedenen Anwen-
dungen umfangreich eingesetzt, z.B. für die biomedizinische Bildgebung,
Bodenradar (GPR), Bildgebung durch Wände (TWRI) und zerstörungs-
freie Prüfung (NDT). In dieser Arbeit wird eine neue Anwendung der
Mikrowellenbildgebung für Mikrowellentrocknungssysteme beschrieben.
Diese Anwendung ist besonders schwierig, da industrielle Mikrowellen-
trocknungssysteme die Anwendung von Mikrowellenbildgebungssystemen
einschränken, da sie mit den Signalen interferieren, die zur Rekonstruk-
tion des Bildes des Mediums verwendet werden. Zusätzlich erfordert die
Echtzeitinspektion des Mediums eine Echtzeitdatenerfassung zusätzlich zur
Echtzeitbildrekonstruktion. In diesem Zusammenhang muss der verwen-
dete Mikrowellenbildgebungsalgorithmus mit einer ausreichend geringen
Anzahl von Antennen kompatibel sein. Darüber hinaus ist nicht nur die
Lokalisierung der Ziele im Medium wichtig, sondern auch der Wert der
zugehörigen Dielektrizitätskonstante ist ein kritischer Parameter für die
Bewertung des Prozesses. In dieser Arbeit werden zwei neuartige Bildge-
bungsalgorithmen entwickelt, die mit einer geringen Anzahl von Antennen
und einer beschränkten Anordnung des Antennenarrays kompatibel sind.
Eine weitere Technik wird in die entwickelten Bildgebungsalgorithmen
integriert, um die Dielektrizitätskonstante der detektierten Ziele im inter-
essierten Medium abzurufen.
Um die Echtzeitbildrekonstruktion zu bilden, wird zunächst die Green-
sche Funktion des geschichteten mehrschichtigen Mediums im spektralen
Bereich abgeleitet. Zur schnellen Implementierung des Bildgebungsal-
gorithmus wird eine stationäre Phasenapproximation angewendet, um
eine geschlossene Form für die Greensche Funktion des mehrschichtigen
Mediums zu erhalten. Ein neuer Mikrowellenbildgebungsalgorithmus
namens Multistatischer Gleichmäßiger Beugungstomographie (MUDT)
wird entwickelt, um die Lage der Ziele im mehrschichtigen Medium zu
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Zusammenfassung

erfassen. Die Gleichmäßige Beugungstomographie (UDT) ist eine Technik,
die eine Echtzeitbildgebung ermöglichen kann. Ihre datenbasierte inversen
Streuformulierung mit einem Eingang und einem Ausgang führt jedoch
zu zeitaufwändiger Datenerfassung. Darüber hinaus ist die Leistung der
UDT mit einer geringen Anzahl von Antennen in den meisten Fällen nicht
ausreichend. Stattdessen ermöglicht der MUDT-Bildgebungsalgorithmus
eine Echtzeitbildgebung aus dem inspizierten Medium mit einer geringen
Anzahl von Antennen und besserer räumlicher Auflösung.

Im Fall hoher Kontraste, wenn die unterschiedliche Dielektrizität-
skonstante der beiden benachbarten Schichten hoch ist, scheitern viele
Bildgebungsalgorithmen daran, die Lage der Ziele im mehrschichtigen
Medium wirklich zu rekonstruieren. Es verwendet nur den Übertragung-
steil der Greenschen Funktion. Hier wird ein Zeitumkehrbildgebung (TRI)-
Algorithmus eingesetzt und erweitert, um die Position der Ziele im hochkon-
trastigen mehrschichtigen Medium zu erhalten. Für die Anwendung des
TRI ist eine exakte oder ungefähre dyadische Greensche Funktion (DGF)
des Mediums erforderlich. Daher wird ein ungefährer Ausdruck der DGF
konstruiert, indem sowohl der Übertragungs- als auch der Reflexionsteil
des mehrschichtigen Mediums berücksichtigt werden. Darüber hinaus
wird ein neues Single-Frequency (SF)-TRI-DORT (Dekomposition des TRI-
Operators) basierend auf dem Verhalten der Eigenwerte des Zeitumkehrop-
erators (TRO) eingeführt, um eine schnelle Datenerfassung zu fördern.

QuantitativeMikrowellenbildgebungsmethoden liefern sowohl die Lage
als auch die dielektrische Konstante der lokalisierten Objekte. Sie sollten je-
doch im Allgemeinen zeitaufwändige nichtlineare inversen Probleme lösen.
Daher sind sie nicht für Echtzeitbildgebung geeignet. Hier wird durch Ken-
ntnis der Lage der Ziele ein schneller Optimierungsalgorithmus abgeleitet,
indem die Eigenwerte und Eigenvektoren der Streumatrix abgeleitet werden,
um die dielektrische Konstante der lokalisierten Ziele zu erhalten und eine
quadratische Fehlerfunktion zu verwenden.

Ein quantitatives bayesianisches Inversionsframework für Mikrowellen-
tomographie (MWT) wird mit der MUDT-Methode gekoppelt, um (i) die
Form zu erhalten, (ii) die dielektrische Konstante der Ziele zu erhalten und
(iii) die Bildqualität der Ziele zu verbessern. Im Wesentlichen wird die In-
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formation aus dem Single-Frequency-Bayesianischen Inversionsframework
unter Verwendung hochauflösender ergänzender Strukturinformationen
des Bildgebungsdomäne von einem qualitativen Ansatz MUDT unter Ver-
wendung von breitbandigen Frequenzbereichsdaten modifiziert. Diese Art
der Erlangung von strukturellen Vorinformationen ist effektiv, da sie die
Daten aus demselben Mikrowellensensorsystem nutzt.
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Abstract

Microwave imaging systems have been extensively used in different
applications e.g. for biomedical imaging, ground penetrating radar (GPR),
through-the-wall imaging (TWRI), and non-destructing testing (NDT). In
this work, a new application of microwave imaging to microwave drying
systems is described. This application is particularly difficult, as industrial
microwave drying systems limit the application of microwave imaging sys-
tems because they interfere with the signals used to reconstruct the image of
the medium. Additionally, the real-time inspection of the media demands
real-time data collection in addition to real-time image reconstruction. In
this regard, the employed microwave imaging algorithmmust be compatible
with a sufficiently low number of antennas. Moreover, not only the location
of the targets in the media is important to obtain, but also the value of the
associated dielectric constant is a critical parameter for the evaluation of the
process. In this work, two novel imaging algorithms that are compatible with
a low number of antennas and a limited-view arrangement of the antenna
array are developed. Another technique is incorporated in the developed
imaging algorithms to retrieve the dielectric constant of the detected targets
in the interested media.

To form the real-time image reconstruction, at first, the Green’s function
of the stratified multilayered media is derived in the spectral domain. For
the fast implementation of the imaging algorithm, a stationary phased ap-
proximation is applied to obtain a closed form for the Green’s function of the
multilayered media. A new microwave imaging algorithm called multistatic
uniform diffraction tomography (MUDT) is developed to acquire the location
of the targets in the multilayered media. Uniform diffraction tomography
(UDT) is one technique that can provide real-time imaging. However, its
single-input single-output data-based inverse scattering formulation leads
to time-consuming data acquisition. Moreover, the performance of the UDT
with a low number of antennas is not sufficient in most cases. Instead, the
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MUDT imaging algorithm enables a real-time image from the inspected
media with a low number of antennas and better spatial resolution.

In the high contrast case when the different dielectric constant of the
two adjacent layers is high, many imaging algorithms fail to reconstruct truly
the location of the targets in the multilayered media. It employs only the
transmission part of the Green’s function. Here, a Time Reversal Imaging
(TRI) algorithm is employed and extended to obtain the position of the tar-
gets inside the high-contrast multilayered media. An exact or approximate
Dyadic Green’s Function (DGF) of the medium is required to apply the
TRI. Therefore, an approximate expression of the DGF is constructed by
incorporating both, the transmission and reflection parts of the multilayered
media. Furthermore, a new Single-Frequency (SF)-TRI-DORT (decomposi-
tion of TR operator) is introduced based on the behavior of eigenvalues of
the Time-Reversal operator (TRO) to foster high-speed data acquisition.

Quantitative microwave imaging methods deliver both the location and
the dielectric constant of the localized objects. However, they should gen-
erally solve computationally time-consuming nonlinear inverse problems.
Hence, they are not appropriate for real-time imaging. Here, by knowing
the location of the targets, a fast optimization algorithm is derived by de-
riving the eigenvalues and eigenvectors of the scattering matrix to obtain
the dielectric constant of the localized targets and by using a square error
function.
A quantitative Bayesian inversion framework for Microwave Tomography
(MWT) is coupled with MUDT method (i) to obtain the shape, (ii) to obtain
the dielectric constant of the targets, and (iii) to improve the image quality of
the targets. In essence, the information from the single-frequency Bayesian
inversion framework is modified using high-resolution complementary
structural information of the imaging domain from a qualitative approach
MUDT utilizing broadband frequency-domain data. This way of obtaining
structural prior information is effective as it utilizes the data from the same
microwave sensor setup.
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1 Introduction

Microwave imaging received much attention from various research
groups in the last two or three decades. The significance of this subject is
more due to the non-destructive nature and penetration of electromagnetic
(EM)waves into differentmedia or passing through them. Active and passive
remote sensing in themicrowave (300MHz to 300GHz) andmillimeter-wave
(30GHz to 300GHz) ranges, in addition to detection, has provided a remark-
able capability for concealed-object imaging [1, 2]. Employed frequencies
in microwave and millimeter-wave imaging (MMI) technologies are much
lower than visible light. Consequently, MMI technologies provide adequate
penetration into different media and materials for examination purposes
[3].

It must be mentioned that X-rays can be used for imaging and remote
sensing, especially in medical applications. In this case, the tissue is illu-
minated by the X-rays, and the reflected rays are recorded. The amount of
absorption by the tissue is thenmeasured by these rays. Considering that the
absorption of healthy and cancerous tissues is not the same, their presence
and absence, as well as their location, are detected. However, the problems
caused by the destruction of living cells due to ionization are usually wor-
rying and may cause cancer. In addition, employing X-rays technologies
in industrial applications will be costly. Hence, their use has restrictions.
Microwave and millimeter-wave radiation offer a non-ionizing alternative
for imaging at moderate power levels, making them a safer and less costly
option compared to X-rays. Microwave testing also does not require the
same safety precautions as X-rays [4].

Since microwave and millimeter waves can penetrate smoke, fog, and
dust better than optical and infrared systems, remote sensing in these fre-
quencies in forest environments or rescue and fire fighting conditions are
very remarkable. Moreover, the wideband measurement of data and acquir-
ing both phase and magnitude is challenging at frequencies higher than
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microwave andmillimeter-wave [5]. So, even in the situation thatmicrowave
and millimeter waves do not have a special superiority over other remote
sensing methods, because the implementation of multi-sensor systems or
systems with distributed sensors is associated with greater comfort, they
play a significant role. Developing microwave technology demands various
specializations in the electrical engineering area [6]. Particularly those re-
lated to signal, array, and image processing, as well as radars, antennas, and
EM waves.

Different components are utilized to build a typical microwave imaging
system, such as a microwave source, processor (PC), control, multiplexer,
data acquisition (DAQ), switch, and transmit/receive antennas [5, 7–9].
Transmitting antennas are used to illuminate the inspected media, which
includes the background media and any targets present within it. Fig. 1.1
illustrates a simplified schematic of the transmitter and receiver antennas,
multi-layered medium, and the object inside it. Targets refer to objects in the
media that have dielectric properties distinct enough to scatter electromag-
netic fields. The scattered field collected by the receiving antenna consists
of the scattered fields from any objects in the media and the background
media. The acquired data is then processed to reconstruct 2D or 3D images
of the inspected media.

The configuration of transmitting and receiving antennas in micro-
wave imaging systems is commonly classified as monostatic, bistatic, or
multistatic [10–12]. The monostatic case, also known as single-input-single-
output (SISO) involves using a single antenna for both transmission and
reception. In the bistatic scenario, one antenna is responsible for trans-
mitting the EM waves into the media, and another antenna is responsible
for receiving the scattered waves. Finally, in the multistatic scenarios, also
known as multiple-input-multiple-output (MIMO), an array of the antenna
is responsible for transmitting and receiving scattered EM waves. Addition-
ally, DAQ can be achieved through stationary or non-stationary methods [13,
14]. Stationary DAQ involves an electronic switch to record scattered fields
over a fixed antenna array, while non-stationary DAQ involves mechanical
scanning to collect fields at different positions. Non-stationary DAQ may
result in positioning errors. It is a time-consuming process and makes the
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Fig. 1.1: A schematic of a bistatic microwave imaging setup. The transmitter antenna illumi-
nates the background medium, and the object inside the background media scatters
the EM field. Part of the scattered field receives by the receiver antenna for further
process to locate the object.

measurement less repeatable. It may not be applicable in real-time applica-
tions.

Microwave imaging techniques have been vastly employed in the time
domain and frequency domain based on data collection and reconstruc-
tion in the different applications [15–20]. In frequency domain techniques,
measurements are performed at different frequencies using a frequency syn-
thesizer. The analysis is performed in the frequency domain and frequency
range, but for several discrete frequencies. The implementation of those
methods is relatively simple and inexpensive due to the narrow-band nature
of the techniques. It should be mentioned that the frequency domain tech-
niques are used in the current work. In contrast, time-domain techniques
employ narrowbandGaussian-like pulses separated by sufficiently long quiet
intervals for wideband measurements. Unlike frequency domain methods,
the analysis in the time domain utilizes a signal with a wide bandwidth. A
wide bandwidth has a higher resolution limit due to high-frequency compo-
nents and a greater penetration depth due to the presence of low-frequency
components. A wideband antenna with a sufficiently large bandwidth is
used to radiate these pulses. These techniques are more complicated to
implement compared to the frequency domain techniques due to the large
frequency bandwidth. Hence it will result in higher costs. However, the
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algorithms used in the time domain are much simpler to be derived than
the algorithms in the frequency domain. But, the functional advantage
of the frequency-domain techniques over the time-domain methods is the
larger dynamic range. In time domain techniques, the signals are measured
over a period of time. Any noise or interference present during this entire
time can affect the measurements, reducing the dynamic range. In contrast,
frequency-domain techniques often involve measurements at discrete fre-
quencies, which can be analyzed independently and then combined. This
allows for the exclusion of noise that is not consistent across all frequencies.

1.1 Applications of Microwave Imaging

During the last years, many microwave tomography (MWT) systems
have been developed for different applications and purposes like medical
imaging [21–23], subsurface imaging or ground-penetrating-radar (GPR)
[24–26], through-the-wall-radar imaging (TWRI) [27–29], non-destructive
testing (NDT) [30, 31], homeland security, etc. Here some growing applica-
tions for microwave imaging systems are listed.
For instance, using TWRI, behind as well as inside a wall, enclosed structure,

Fig. 1.2: (Left) A GPR system for mapping the location of the underground abandoned pipe,
(right) a TWRI system that provides a clear position of people behind the wall.
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Fig. 1.3: (Left) Configuration of the whole microwave imaging system, (right) Imaging results
with the locations of a hemorrhagic stroke. The exact locations of the strokes are
indicated by black ellipses [40].

or man-made building materials, can be inspected, classified, and tracked
for the hidden target(s), and persons, moving objects. This characteristic
is favorably profitable for various organizations, including police, fire, and
rescue, and defense forces [5, 32–35].

Ground penetrating radar (GPR), also known as surface penetrating
radar (SPR), is another microwave imaging system for scanning beneath the
ground for both civil and military programs. GPR can be used for monitor-
ing underground pipes, environmental remediation, detecting landmines,
archeology, and measuring the thickness of ice. Hence, it can be employed
by civil and structural engineers, surveyors, or in environmental resources
and archaeological applications [36–39].

Microwave imaging systems have a well-established application in syn-
thetic aperture radar (SAR), which has been utilized for over 40 years in
earth remote sensing. SAR provides high-resolution images that are inde-
pendent of weather conditions and can be captured day or night, making
it suitable for a range of applications such as geoscience, climate change
research, environmental and earth system monitoring, 2D and 3D map-
ping, change detection, 4D mapping (space and time), security-related use,
and planetary exploration [41–43]. The ability of microwaves to penetrate
through farmland, herbage, and foliage enables the imaging system to detect
hidden targets in forested environments. Additionally, remote sensing can
be employed in agriculture applications, including identifying crop condi-
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tions, determining soil moisture content, and analyzing crop health.
It is worth mentioning that microwave imaging has been widely used in

biomedical applications for breast cancer detection, osteoporosis detection,
head imaging for tumor detection, etc [44–47]. In Fig. 1.3 (left) [40], a clini-
cal prototype of a microwave imaging system for brain imaging is shown.
The head phantom is surrounded by the transceiver Vivaldi antenna in order
to achieve a wideband operation in the frequency range of 1GHz-4GHz in a
monostatic configuration. In Fig. 1.3 (right), reconstructed images represent
the position of the strokes marked with the black ellipse [40].

1.2 Emerging Application of Microwave Imaging
and Challenges

Another new emerging application of the microwave imaging system is
in industrial applications. Drying bymicrowaves has been widely used, espe-
cially in the industry, for different applications and purposes. This method
provides volumetric heating and is more effective than conventional drying
procedures. However, ensuring a uniform distribution of heat is crucial in
industrial-scale production to avoid hot-spot formation and thermal run-
away [48], which can decrease efficiency, compromise safety, and result in
low-quality processing. In addition to these considerations, reducing drying
time, energy consumption, and process intensification are also important
factors for the industry.

It is well known that microwave heating is a non-linear process which
means that an increase in the dielectric loss factor with increasing temper-
ature as the drying process leads to a rapid rise in the rate of change of
temperature causing a thermal runaway effect. This necessitates an intel-
ligent control of the input power to prevent overheating. Thus, in most
industrial heating systems temperature is used as the feedback parameter
for online control [49]. Temperature output can be used to (i) switch the
input power off at a set temperature, (ii) maintain the temperature at a set
level for a specific period, or (iii) achieve a constant rate of heating. An
excellent overview of the control strategies for the industrial microwave
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Fig. 1.4: A side view of the HEPHAISTOS microwave oven system. The main modules of the
oven are represented by number tags 1, 2, 3, 4, 5. Tag 1 and Tag 5 represent the entrance
of the wet foam and exit doors for the dry foam on the conveyor belt, respectively. Tags
2, 3, and 4 indicate the three modular heating systems which inbuilt the hexagonal
cavity with high-power microwave heating sources and control system block.

oven is provided in [50, 51]. In [52], an intelligent temperature control
is demonstrated by controlling the power of distributed microwave power
sources (magnetrons). However, for non-uniform moisture distributions
in the samples, temperature controlled process alone is not sufficient as
the electromagnetic (EM) heating might cause some parts of the samples
to be over dried which might cause catastrophic overheating. For precise
control of the distribution, in this case, [53], the control requires an in-situ
and non-invasive measurement of the unknown distribution of moisture
inside the samples.
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1.3 Literature Review

There are twomain categories of microwave imagingmethods: quantita-
tive and qualitative. Quantitative methods, also known as inverse scattering
or optimization-based methods, aim to solve nonlinear inverse problems to
retrieve information such as the shape, location, and properties of an object,
respectively. Those problems are typically approximated by a linear inverse
problem using the Born or Rytov approximations [54]. Direct inversion
methods can be used to reconstruct the image. However, this approach can
be time-consuming, particularly for large-scale imaging scenarios for which
the computation time increases with the number of pixels in the image. As
a result, quantitative methods may not be suitable for real-time processing.
The main issue of these methods is the costly and time-consuming inverse
operation process if dealing with large matrices of coefficients. Usually,
in those cases, an iterative-based method is used for the inversion of the
problem. Distorted born approximation [55], subspace-based optimization
[56], and contrast source inversion [57] are some examples. In qualitative
techniques, a reflective function (qualitative image) is illustrated to represent
the desired object. Generally, those methods are not time-consuming and
deliver the reconstruction image in real-time. However, the value of the con-
stitutive parameters is not expected from those methods. To form an image
by those methods, some simplifications are made. Synthetic aperture radar
(SAR) [58, 59], time-reversal (TR) [60–64], and diffraction tomography (DT)
[65–68] are some of the prevalent qualitative microwave imaging methods
employed to reconstruct the image.

The fundamental difference between ultrasound and microwave tomog-
raphy imaging on one side and X-ray imaging on the other side is that the
latter travel on a straight path and are non-diffracted. Hence, it makes it
possible to employ the Fourier slice theorem for inversion [69]. It implies
employing inversion algorithms that assume straight ray traveling may lead
to an inaccurate reconstruction of the media of interest [70]. The diffraction
tomography algorithm, which is the generalization of the X-ray tomography,
was introduced to reconsider the diffraction effect. Diffraction tomography
is based on a simple relation between the spatial Fourier transform of the
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object function and the scattered field. Moreover, those algorithms recon-
struct the quasi-real-time images under the conditions i) the object is a weak
scatterer (Born approximation), and ii) the far-field assumption [71–75]. A
DT algorithm for the geophysical survey was developed by Devaney [71] to
generalize the medical diffraction tomography for geophysical applications.
In this numerical study, the transmitter and receivers are deployed on oppo-
site sides of the media, which might be not applicable to GPR applications.

In the GPR application, the effect of the planar air-soil interface was
considered to cast the 3D diffraction tomography algorithm for detecting
the pipelines under the ground [68]. The spectral representation of Green’s
function of the half-space in conjunction with the Born approximation was
considered to estimate the object function. However, for the proper imple-
mentation, the pipelines should be located shallow enough, and the effect
of the other layers of the ground was neglected, which is not realistic. In the
work of [76], in addition to the planar soil interface, the loss of the soil was
considered by applying the Tikhonov-regularized pseudo-inverse operator
instead of the Fourier transform to obtain a more general object function,
resulting in fewer artifacts if compared to [68].

In [65] a diffraction tomography (DT) was employed in the TWRI ap-
plication to provide valuable information about the target extent in length,
height, and width in real-time. The spectral representation of the dyadic
Green’s function of the layered media is used. As a result, a linear relation-
ship between the received scattered field and the spectral representation of
the object was obtained.
A uniform diffraction tomography (UDT) algorithm was proposed in [77]
that correctly applies the stationary phase approximation to improve the
estimate in comparison to the DT for embedded targets in a multilayered
media. The reconstruction provided by the UDT is in real-time. It uses a
monostatic antenna configuration and the algorithm incorporates only the
reflected field. For its suitable implementation in the fixed array case, the
following guidelines have to be taken into account: i) desired antenna type
and specifications to achieve a good spatial resolution, ii) a large number of
antennas or measurement points should be considered, and iii) the antennas
should be positioned in close vicinity to meet the Nyquist sampling rate
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criteria. It should be mentioned, that the uniform diffraction tomography
algorithm utilizes the Fourier transform of the scattered field at the antenna
locations. To ensure accurate target localization and prevent aliasing, it’s
essential to maintain a minimum distance between the antennas. Conse-
quently, this necessitates the use of a substantial number of antennas within
a fixed aperture. But, considering real-time monitoring in the industrial
application, the given guidelines have to be compromised. The use of a large
number of antennas increases the DAQ time and overall system cost.
A TR UDT was proposed for the TWRI application to address specifically
the localization of the weak targets behind the wall [78, 79]. A pole extrac-
tion algorithm was performed to extract the wall information, including
thickness, the dielectric constant of the wall layers, and the conductivity.
Then by removing the reflected fields from the wall, a singular value de-
composition was applied to the scattering matrix. A new set of excitations
for the UDT algorithm was generated. This new set of excitation provides
selective focusing and also detects weak scatterers. However, to implement
the imaging algorithm, all scattering data is required, which makes DAQ
time-consuming.

TR imaging is another method to reconstruct the location of a target
in different media and under various conditions. This method was first
demonstrated in 1989 by Fink et al. using ultrasound signals. It was inspired
by the conjugate phase method in optics. The most significant difference
between the method presented and the conjugate phase method in optics
is that instead of the operation in the frequency domain, Fink et al. per-
formed its equivalent in the time domain. Consequently, instead of a single
frequency, a conjugation operation was applied in the entire frequency band.
To experimentally investigate the TR technique, Fink et al. sent a signal to
the region of interest. The reflected signal was recorded using the transduc-
ers surrounding the media. The received signal was time reversed and used
as a new excitation for the transducers. Later, Fink et al. retransmitted this
new excitation (time-reversed signal) to the region of interest (ROI), and it
was observed that the newly sent signals focused on the target. It indicates
that the converged time-reversed signals travel the same path as the diverged
signal travels from the inhomogeneity [60, 80, 81]. The super-resolution
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property, i.e., the ability to resolve scatterers beyond the classical diffraction
limit, of the TRI helps to better focus on and detect a target embedded in a
backgroundmedium [82, 83]. This property comes from the utilization of the
multipath in strong clutter condition. TRI is mainly divided into experimen-
tal and computational categories where experimental TRI’s major advantage
over computational TRI is that the former does not require the dyadic Green
function (DGF) of the medium containing the scatterers. In computational
TRI, however, the images of the target are synthetically generated. Indeed
computational TRI needs an exact or approximate knowledge of the DGF
of the total medium (e.g. the background medium with the presence of
the scattering target). Computational TRI is based on the decomposition of
the TR operator (TRO). The method of decomposition of the TR operator
(DORT) uses the signal subspace of the decomposition while the method of
multiple signal classification uses the null subspace of the decomposition.
The null space in time-reversal imaging helps to identify areas or configura-
tions within the medium that do not contribute significantly to the recorded
scattered fields.

TR imaging has been applied in numerous practical applications of ultra-
sound [84, 85] and EMs. It is also used in medical applications like diagnosis
and treatment of breast cancer [86], and to keep track of kidney stones for
lithotripsy process [87]. Further, this method is employed in non-destructive
testing, such as the detection of the defects in pipelines [61] and solids [88],
and retrieving the dielectric constant of a hidden dielectric target in a cylin-
drical multilayered structure [64]. The high-resolution characteristic of TR
facilitates the detection of the targets even under strong clutter conditions
[62, 63, 89]. In [62], ultra-wideband TR imaging is used to detect the target
location in the free space continuous random media. A TR-DORT method
was used to achieve selective focusing to distinguish different targets from
each other. It was shown that under continuous randommedia, the multiple
scattering effect increases, which increases the effective aperture of the TRI.
In [63], the performance of the TR-DORT and time reversal-multiple signal
classification (TR-MUSIC) were investigated under non-ideal conditions.
The multistatic data matrix (MDM) was collected in the spatial-frequency
domain (SF). In media with strong multiple scattering or clutter, unlike the
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time domain (TD)-DORT, the SF-DORT can provide a coherent MDM for
TR imaging (TRI).
A TR-DORT and TR-MUSIC methods were used to identify the moving
targets in a free space media [83]. The steps were as follows: i) at first, an
average MDMmatrix was constructed by performing several measurements,
ii) this average MDM corresponds to the stationary targets present in the
media, iii) Next, by subtracting the constructedMDM from the newmeasure-
ment and average MDM, those MDM corresponding to the moving targets
can be produced, and utilized for the moving target detection. In [90], TRI
was used in the GPR application to discover the location of the dielectric
and metallic targets under the Gaussian rough surface. It was shown by
increasing the distance of the antenna from the top of the rough surface, the
signal-to-clutter power ratio (SCR) significantly increases, which enhances
the TRI detectability of buried targets on a strong rough surface. Moreover,
in order to reduce the rough surface scattering effect, time-gating was used.
Furthermore, a single-frequency TR-MUSIC (SF-TR-MUSIC) was proposed
for image reconstruction. In [91], Green’s function of the air-soil interface
with the rough surface, was estimated using the transmitted electric field.
The reflected field was not considered. In [77–79, 90–93], only the trans-
mission part of Green’s function was considered to locate the target in the
multilayered media. However, it is not sufficient to take into account the
presence of a metal plate or high-contrast layered media. Therefore, it is
required to construct an expression of the DGF by incorporating both the
transmission and reflection parts of the multilayered media. Here, it should
be noted that in diffraction tomography-based algorithms, e.g., UDT [77],
MUDT [93], incorporating the reflected part will render the integral unde-
fined as closed-form of the object function cannot be evaluated by applying
stationary phase approximation (SPA).

1.4 Objective and Content

This dissertation introduces two microwave imaging algorithms for the
detection of multilayered media, along with two distinct approaches for
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determining the dielectric constant of targets within those media. Firstly, a
closed form for Green’s function of the multilayered media is obtained using
the stationary phase approximation. In this case, the integral, which involves
an integrand exhibiting rapid oscillations, is simplified by concentrating on
the contributions from stationary points (points where the derivative of the
phase of the integrand is zero) while neglecting other oscillatory terms.

Secondly, a multistatic uniform diffraction tomography algorithm
(MUDT) is proposed, which is specifically designed for the measurement
case of a MIMO fixed array sensor configuration. The MUDT algorithm
utilizes a reduced number of antennas compared to current diffraction
tomography-based algorithms and produces superior reconstructed images
by utilizing the non-diagonal element of the scattering matrix. Additionally,
the performance of the proposed algorithm is evaluated under non-ideal
conditions, such as random rough interfaces of the dielectric layer and
random dielectric constant distribution in the background media.

To address the microwave imaging of high-contrast layered media for
which the dielectric constants of adjacent layers differ significantly, TRI is
proposed by incorporating both, the transmission and reflection parts of the
multilayered media. Additionally, a new single-frequency (SF)-TRI-DORT
method is introduced, exploiting the behavior of eigenvalues of the TRO to
enhance high-speed data acquisition (DAQ). The performance of both the
TRI and SF-TRI algorithms is evaluated using numerical data, particularly
focusing on scenarios without metal-plate backing conditions.

Additionally, a singular value decomposition (SVD)-based approach
is used to determine the dielectric constant of targets within multilayered
media without the need to use the time-consuming quantitative method.
Furthermore, a coupled microwave imaging algorithm combining MUDT or
TRI with a quantitative Bayesian inversion framework is developed to deter-
mine the location and dielectric constants of targets, with MUDT providing
prior information to the Bayesian inversion framework.

This thesis is organized as follows: Chapter 2 describes the EM scatter-
ing equation between the received scattered field and the object function. A
closed-form expression using stationary phase approximation is obtained.
The MUDT and TRI are formulated. Chapter 3 presents the simulation
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and experimental results of MUDT and TRI for different scenarios and
conditions. In Chapter 4, the SVD-based approach and coupled method
for retrieving the dielectric constant of the detected targets are presented.
Finally, Chapter 6 discusses the results and provides a final conclusion.

14



2 Multistatic Uniform Diffraction
Tomography and Time-Reversal
Imaging Formulation

The objective of the study is to determine the distribution and values of
dielectric constants of irregularities within a media, which is described as
stratified media. To achieve this goal, the inverse problem is solved. This
problem is addressed using different microwave imaging algorithms and
MWT sensors.
There are twomain categories of sensors: passive and active. Passive sensors
include different types of radiometers and spectrometers, which are com-
monly used in remote sensing applications in the visible, infrared, thermal
infrared, and microwave portions of the EM spectrum. On the other hand,
active sensors transmit a signal into the environment and then measure
the scattered response. Examples of some active sensor-based technologies
include scanning electron microscopes, LiDAR, radar, GPS, x-ray, sonar,
infrared, and seismic.
Sensor configurations can bemono-static, bi-static, ormultistatic, with differ-
ent considerations for the forward model. In previous work, the monostatic
configuration was used for data collection, where one antenna transmits the
signal and the other antenna (or the same antenna) receives the scattered
field from the media under investigation. However, this scenario requires
mechanical scanning to scan the aperture length, since two antennas are
used for receiving the scattered fields, which might not be applicable when
real-time data collection is required.
In this chapter, multistatic microwave imaging through multilayered me-
dia is investigated. The array of antennas is positioned linearly and trans-
mits/receives EM waves. In numerous applications such as GPR and TWRI,
accessing both sides of the medium is often impractical. Therefore, it is
crucial to develop algorithms that can effectively operate when linearly posi-
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tioned on only one side. Even in industrial scenarios where access to the
other side of the product is possible, challenges arise due to the presence
of conveyor belts, making it challenging to install an antenna array on the
opposite side. Consequently, positioning the antenna array on a single side is
the preferred approach. Moreover, in this configuration, a reduced number
of antennas is typically utilized in comparison to dual-sided positioning.

Fig. 2.1: Generalized geometry of the multilayered media with 𝑁 layers. The inhomogeneities
can be located anywhere inside the multilayered media.
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2.1 Introduction

To acquire the microwave image, a relation between the scattered field
at the position of the antenna array and the objects positioned in layer 𝑛
must be obtained.
The generalized configuration of the multistatic imaging system for the
layered media is represented in Fig. 2.1. The multistatic array resides in
semi-infinite free space above the media. Generally, in practical scenarios
like TWRI, or GPR, the antenna array cannot be positioned on both sides of
themedia. It canmake the problemmore severe since the transmittingwaves
shall propagate twice through themedia when the transmitter/receiver array
is co-located. In the following, the formulation of the inverse problem is
represented in the frequency domain. The measurements are performed
at different frequencies using a synthesizer. Each measured data point
(scattered field) is represented by a complex number characterized by its
magnitude and phase terms.

The distance of the antenna to the first layer is defined as 𝑡0, and the
thickness of each layer is 𝑡𝑞 = 𝑑𝑞+1−𝑑𝑞 where 𝑞 = 1, 2,⋯𝑁, and the center
to center distance between two adjacent antennas is 𝑑𝑎. The free space is
represented as layers 0 and𝑁+1. In free space, the relative dielectric constant
is denoted as 𝜀𝑟,0 = 𝜀𝑟,𝑁+1 = 1 whereas the relative dielectric constant of
the layer 𝑛 (background without irregularities) is set to 𝜀𝑟,𝑛, and dielectric
constant of the layer 𝑛 with irregularity is set to 𝜀𝑟,𝑛(𝑟). The background
media is the medium without any scatterer. The dielectric constant (of the
background media) varies only in the z-direction, and diffractions from the
corners are neglected.

To obtain a relation between the received scattered field and the object(s)
in the 𝑛th layer, the inhomogeneous vector wave equations in layer 𝑛 for the
incident and total electric field is formulated as follows

∇ × ∇ × 𝐸⃗inc𝑛 (𝑟) − 𝑘20𝜀𝑟,𝑛𝐸⃗
inc
𝑛 (𝑟) = −𝑗𝜔𝜇0𝐽(𝑟) (2.1)

∇ × ∇ × 𝐸⃗tot𝑛 (𝑟) − 𝑘20𝜀𝑟,𝑛(𝑟)𝐸⃗
tot
𝑛 (𝑟) = −𝑗𝜔𝜇0𝐽(𝑟) (2.2)
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where 𝐸⃗tot𝑛 and 𝐸⃗inc𝑛 are the total and the incident EM electric fields in layer
𝑛, respectively. 𝐽(𝑟) is the current source or antenna, exciting the media.
𝑟 = (𝑦, 𝑧) denotes point in the media, and 𝑘0 represents the wavenumber in
free-space. 𝜀𝑟,𝑛 is the dielectric constant of the background in layer 𝑛. All
through the equations, 𝑒−𝑗𝜔𝑡 harmonic time-convention is assumed. 𝜔 is
the angular frequency, and 𝜇0 is the permeability constant in the dielectric
media.
By adding ±𝑘20𝜀𝑟,𝑛𝐸⃗

tot
𝑛 (𝑟) to the left-hand side of Equation (2.2), and then

subtracting the Equation (2.2) from the Equation (2.1), an inhomogeneous
vector wave equation for the scattered field generated by the object is derived

∇ × ∇ × 𝐸⃗sct𝑛 (𝑟) − 𝑘20𝜀𝑟,𝑛(𝑟)𝐸⃗
sct
𝑛 (𝑟) = −𝑘20

(
𝜀𝑟,𝑛(𝑟) − 𝜀𝑟,𝑛

)
𝐸⃗tot𝑛 (𝑟) (2.3)

where the scattered electric field is the subtraction of the total electric field
from the incident one, represented as follows

𝐸⃗sct = 𝐸⃗tot − 𝐸⃗inc. (2.4)

In (2.3), the right-hand side can be shown as an equivalent current den-
sity as follows

𝐽Eeq(𝑟) = −𝑗𝜔∆𝜀(𝑟)𝐸⃗tot𝑛 (2.5)

where ∆𝜀(𝑟) = 𝜀𝑟,𝑛(𝑟) − 𝜀𝑟,𝑛 is the difference between the dielectric constant
of the layer 𝑛 and the dielectric constant of the background media in layer 𝑛.
From the Equation of (2.5), it can be perceived that the scatterer is replaced
by an equivalent induced current source in the layer 𝑛, that generates the
scattered electric field. It is interpreted as the volumetric current model [94].

To find the solution for the Equation (2.3), the dyadic Green’s technique
is employed. The electric dyadic Green’s function is the response to the three
infinitesimal electric dipoles (point source) located at 𝑟 = 𝑟′ with the triple
orthogonal orientation (for example 𝑥̂, 𝑦̂, 𝑧̂ in the Cartesian coordinate) that
satisfies the following equation [95]

∇ × ∇ × ̄̄𝐺e(𝑟, 𝑟′) − 𝑘2 ̄̄𝐺e(𝑟, 𝑟′) = ̄̄𝐼𝛿(𝑟 − 𝑟′) (2.6)
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where ̄̄𝐺𝑒 is defined as the electric dyadic Green’s function [95], ̄̄𝐼 is a idem
factor [95], and 𝛿 is the Kronecker delta function. The wave equations for
the electric DGF are to be used to integrate the eq. (2.3) are

∇ × ∇ × ̄̄𝐺(0𝑛)
e (𝑟, 𝑟′) − 𝑘20 ̄̄𝐺

(0𝑛)
e (𝑟, 𝑟′) = 0 (2.7)

∇ × ∇ × ̄̄𝐺(𝑛𝑛)
e (𝑟, 𝑟′) − 𝑘2𝑛 ̄̄𝐺

(𝑛𝑛)
e (𝑟, 𝑟′) = ̄̄𝐼𝛿(𝑟 − 𝑟′). (2.8)

Subscribe in ̄̄𝐺(𝑛𝑛)
e denotes both source and observation points are located

in layer 𝑛, and superscript in ̄̄𝐺(0𝑛)
e means the observation point is located in

layer 0, and source point is positioned in layer 𝑛. Using the second vector
Green’s theorem [95] as shown below

∭
Ω

[
𝑃.∇×∇× ̄̄𝑄−(∇×∇×𝑃). ̄̄𝑄

]
𝑑Ω = −∯

𝜕Ω
𝑛̂.
[
𝑃×∇× ̄̄𝑄+(∇×𝑃)× ̄̄𝑄

]
𝑑𝑆,

(2.9)
where 𝜕Ω is the boundary surface surrounded the region Ω. By letting
𝑃 = 𝐸⃗0(𝑟) and ̄̄𝐺 = ̄̄𝐺(𝑛𝑛)

e (𝑟, 𝑟′), it follows

𝐸⃗sct0 (𝑟) = 𝑗𝜔𝜇0∭
Ω𝑛

̄̄𝐺(0𝑛)
e (𝑟, 𝑟′) ⋅ 𝐽Eeq(𝑟)𝑑𝑟′ (2.10)

where the range of integration is all volume of the regionΩ𝑛. Note that in Eq.
(2.10), the Sommerfeld radiation condition [96] is employed. This condition
indicates that the far-zone EM field due to any current distribution satisfies
the condition

lim
𝑟→∞

[∇ × ( 𝐸⃗
𝐻⃗ ) − 𝑗𝑘0𝑟 × (

𝐸⃗
𝐻⃗ ) ] = 0, (2.11)

where 𝑟 is the unit vector in spherical coordinates. Since∆𝜀(𝑟) = 𝜀𝑟,𝑛(𝑟)−𝜀𝑟,𝑛,
𝐽Eeq = −𝑗𝜔∆𝜀𝐸⃗tot𝑛 , it can be written from Eq. 2.10

𝐸⃗sct0 (𝑟) = −𝑗𝜔𝜇0∭
Ω𝑛

[ ̄̄𝐺(𝑛0)(𝑟′, 𝑟)
]𝑇
⋅
[
𝑗𝜔(𝜀(𝑟) − 𝜀𝑟,𝑛)

]
𝐸⃗tot𝑛 (𝑟′, ∆𝜀(𝑟′))𝑑𝑟′

(2.12)
The above expression is the well-known Lippmann-Schwinger integral equa-
tion [97] of the EM scattering problem and relates the scattered electric field
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2 Multistatic Uniform Diffraction Tomography and Time-Reversal Imaging Formulation

at the position of the antenna array to the target in the Region Of Interest
(ROI). This integral equation is intrinsically non-linear because the total
internal electric field is an implicit function of the unknown dielectric coef-
ficients.

To obtain the characteristics of the targets, an inverse integral equation
must be derived. Depending on the scenario and application, the above
integral equation can be solved differently. In the above equation, as noted
earlier, ̄̄𝐺(𝑛0)

e (𝑟, 𝑟′) is the Green’s function of the media,. In this work, it is
a stratified multilayered media. The Green’s function only depends on the
observation point, the source point, but not the type of antenna. Before
addressing the above integral equation to exploit the characteristics of the
target, the integral representation of the Green’s function of the stratified
multilayered media in the spectral-frequency domain is obtained. Next, for
fast implementation of the imaging algorithm, using the stationary phase
approximation method, a simplified expression of the Green’s function will
be derived.

2.2 Green’s Function of the Multilayered Media

2.2.1 Spectral Representation of Green’s Function

Here themultilayeredmedia shown in Fig. 2.1 with the planar interfaces
parallel to the 𝑥𝑦 plane of the Cartesian coordinate system is considered.
Without loss of generality, it is assumed that themultilayeredmedia does not
have any variation concerning the 𝑥 position. Moreover, the EM field in the
source-free region can be expressed as the sum of a transversemagnetic (TM)
field and a transverse electric (TE) field [98, 99]. For TM waves all fields can
be expressed in terms of the 𝑥-component of the electric field 𝐸⃗ and for TE
waves the electric field can be expressed in terms of the 𝑥-component of the
magnetic field 𝐻⃗. Here, it is assumed that the equivalent currents in the
media and antenna locations are located at the top of the multilayered media
and predominant by 𝑥-polarized (both transmitting and receiving antennas
are 𝑥-polarized), so only one term (𝑥𝑥) of the dyadic Green’s function (DGF)
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2.2 Green’s Function of the Multilayered Media

is employed. That implies the Eq. (2.12) reduces to a scalar form.
The spectral representation of the Green’s function in the source layer

(the layer where the scatterer is located) is given by [94, 100]

̄̄𝐺(00)
e (𝑟𝑟, 𝑟𝑡) =

1
𝜋 ∫

+∞

−∞

1
𝑘𝑧0

[
𝑒−𝑗𝑘𝑧0|𝑧 − 𝑑0|

+ 𝑅𝑇𝑀0 (𝑘𝑦)𝑒+𝑗𝑘𝑧0|𝑧 − 𝑑0|
]
⋅ 𝑒−𝑗𝑘𝑦(𝑦 − 𝑦𝑡)𝑑𝑘𝑦

(2.13)

where 𝑘𝑧0 is thewavenumber in 𝑧-direction in layer 0, 𝑘𝑧𝑛 is thewavenumber
in 𝑧-direction in layer 𝑛, and 𝑘𝑦 denotes the wavenumber in 𝑦-direction.
𝑟𝑡 = (𝑦𝑡, 𝑧𝑡 = 𝑑0) is the source point. 𝑅TM0 (𝑘𝑦) is the Fresnel reflection
coefficient in layer 0. The first and second terms in the kernel of the integral
represent the transmission and reflection terms, respectively. The spectral
representation of the Green’s function in layer 𝑛, where 𝑧 > 𝑑0 is as follows

𝐺(𝑛0)
e (𝑟, 𝑟𝑡) =

1
𝜋 ∫

+∞

−∞

1
𝑘𝑧0

[
𝑇𝑇𝑀𝑛 (𝑘𝑦)𝑒−𝑗𝑘𝑧𝑛(𝑧 − 𝑑0) (2.14)

+ 𝑅𝑇𝑀𝑛 (𝑘𝑦)𝑒+𝑗𝑘𝑧𝑛(𝑧 − 𝑑0)
]
⋅ 𝑒−𝑗𝑘𝑦(𝑦 − 𝑦𝑡)𝑑𝑘𝑦 .

where 𝑘𝑦 is the wavenumber in 𝑦-direction. Subscribes in 𝐺
(𝑛0)
e denotes the

observation point is located in layer n and the source point is located in layer
0. The dispersion relation in the layer 𝑛 is expressed by

𝑘𝑧𝑛 =
√
𝑘2𝑛 − 𝑘2𝑦 (2.15)

and 𝑘𝑛 = 𝑘0
√
𝜀𝑛 is the wavenumber in layer 𝑛 while 𝑘0 is the free-space

wavenumber. 𝑇TM𝑛 (𝑘𝑦) and 𝑅TM𝑛 (𝑘𝑦) are the Fresnel transmission and reflec-
tion coefficients in layer 𝑛 respectively and can be obtained by applying the
boundary conditions between layers.
From the above expression, it is clear that Green’s function is constructed
from different plane waves. In other words, Green’s function is a summation
of the plane waves, with different weighted coefficients. To obtain transmis-
sion and reflection coefficients of Green’s function, the boundary conditions
for one arbitrary plane wave at the different layers are applied, and then
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2 Multistatic Uniform Diffraction Tomography and Time-Reversal Imaging Formulation

these coefficients are calculated [101]. As long as the integral is a linear
operator, by applying integration to the coefficients with the various spectral
weights, Green’s function, can be achieved. The detail of the derivation of
the coefficients is provided in the Appendix section.

Once the reflection/transmission coefficients of a layer are determined,
it is possible to construct the behavior of the EMfieldwithin that layer. Using
Equation (2.14) and substituting the reflection and transmission coefficients
of layer 𝑛, the spectral representation of Green’s function can be obtained.
It is important to note that only the first-order reflection and transmission
coefficients within each layer are taken into account. It’s worth emphasizing
that when referring to ’first-order reflection’, the specific emphasis is on
the reflection of a wave within the dielectric layer while disregarding any
additional reflections occurring within that same layer. An expression for
the Green’s function with the source point located in the 0𝑡ℎ layer and the
observation point in the 𝑛𝑡ℎ layer can be derived as follows

𝐺(𝑛0)
e (𝑟𝑟, 𝑟𝑡)

= 1
𝜋 ∫

+∞

−∞

1
𝑘𝑧0

× [
𝑛−1∏

𝑞=0
𝑇TM𝑞(𝑞+1)𝑒

−𝑗
[
𝑘𝑧𝑛(𝑧 − 𝑑0 −

𝑛−1∑

𝑞=0
∆𝑑𝑞) +

𝑛−1∑

𝑞=0
𝑘𝑧𝑞∆𝑑𝑞

]

+
𝑛−1∏

𝑞=0
𝑅TM𝑞(𝑞+1)𝑇

TM
𝑞(𝑞+1)𝑒

+𝑗
[
𝑘𝑧𝑛(𝑧 − 𝑑0 −

𝑛−1∑

𝑞=0
∆𝑑𝑞) +

𝑛−1∑

𝑞=0
𝑘𝑧𝑞∆𝑑𝑞

]

]𝑒−𝑗𝑘𝑦(𝑦 − 𝑦𝑡)𝑑𝑘𝑦 .

(2.16)

where 𝑟𝑟 = (𝑦𝑟, 𝑧𝑟) is the receiver point. 𝑇TM𝑛(𝑛+1) is the Fresnel transmission
coefficient for interface between layers 𝑛 and 𝑛 + 1 and is given by [94]

𝑇TM𝑛(𝑛+1) =
2𝑘𝑧𝑛

𝑘𝑧𝑛 + 𝑘𝑧(𝑛+1)
. (2.17)
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2.2 Green’s Function of the Multilayered Media

2.2.2 Stationary phase approximation

In this part, a new closed-form representation for the Green’s function
of the multilayered media will be derived. The Green’s function in the above
equation is composed of two parts, and it can be written as a summation of
the transmission and reflection terms, i.e., 𝐺(𝑛0)

e = 𝐺(𝑛0)
T + 𝐺(𝑛0)

R , where the
subscribe 𝑇 in 𝐺(𝑛0)

𝑇 denotes the transmission part and the subscribe 𝑅 in
𝐺(𝑛0)
𝑅 denotes the reflection part. In the following, each part is addressed

individually and a closed form for Green’s function of the multilayer media
is obtained by employing the stationary phase approximation (SPA) method.
The stationary phase approximation estimates a solution for the integral
with an oscillatory kernel [102] as follows [103]

𝐼(𝜅) = ∫
+∞

−∞
𝑓(ℎ)𝑒𝑗𝜅𝜙(ℎ)𝑑ℎ

≈ [ 2𝜋
𝜅||||𝜙′′(ℎ0)

||||
]
1
2
𝑓(ℎ0)𝑒

𝑗
[
𝜅𝜙(ℎ0) −

𝛽
2 +

𝜋
4
]
, (2.18)

𝜙′′(ℎ0) =
[
𝜙′′(ℎ0)

]
𝑒𝑗𝛽 𝜙′(ℎ0) = 0, (2.19)

𝜅 is real large and dimensionless. 𝑓 and 𝜙 are real and continuous functions
and infinitely differentiable, so that an infinite asymptotic expansion can
be obtained via the integration-by-parts method [102]. Also, ℎ0 is the point
where 𝜙′ = 𝑑𝜙

𝑑ℎ
= 0 so called a stationary point (SP). Later to separate the

stationary point for the transmission and the reflection parts, one will be
represented as sp1, and the other one will be represented as sp2, respectively.
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So, the first term of (2.16) is derived using the SPA and reduced to a simple
summation given as

𝐺(𝑛0)
T = 1

𝜋(
𝑛−1∏

𝑞=0
𝑇TM𝑞(𝑞+1)(𝑘𝑦,sp1))[

2𝜋
|Φ′′𝑇 (𝑘𝑦,sp1)|

]

1
2

𝑒
−𝑗
[
𝑘𝑦,sp1(𝑦 − 𝑦𝑡) + 𝑘̃𝑧𝑛(𝑧 − 𝑑0 −

𝑛−1∑

𝑞=0
∆𝑑𝑞) +

𝑛−1∑

𝑞=0
𝑘̃𝑧𝑞∆𝑑𝑞

]

𝑒
−𝑗 (

𝛽
2 −

𝜋
4 )

(2.20)

where

Φ′′T (𝑘𝑦,sp1) = −
𝑘2𝑛
𝑘3𝑧𝑛

(𝑧 − 𝑑0 −
𝑛−1∑

𝑞=0
∆𝑑𝑞) +

𝑛−1∑

𝑞=0

𝑘2𝑞
𝑘3𝑧𝑞

∆𝑑𝑞 (2.21)

Φ′′𝑇 (𝑘𝑦,sp1) =
|||||Φ

′′
𝑇 (𝑘𝑦,sp1)

||||| 𝑒
−𝑗𝛽, (2.22)

where 𝑘𝑦,sp1 is the stationary point and is the solution of the following
equation

𝑘𝑦,sp1 =
𝑦 − 𝑦𝑡

𝑛−1∑

𝑞=0

∆𝑑𝑞
𝑘𝑧𝑞

+ 1
𝑘𝑧𝑛

(𝑧 − 𝑑0 −
𝑛−1∑

𝑞=0
∆𝑑𝑞)

(2.23)

𝑘̃𝑧𝑛 =
√
𝑘2𝑛 − 𝑘2𝑦,sp1 (2.24)

Analogous to the transmission term, a closed form for the reflection term
can be derived leading to

𝐺(𝑛0)
R = 1

𝜋(
𝑛−1∏

𝑞=0
𝑇TM𝑞(𝑞+1)(𝑘𝑦,sp2)𝑅

TM
𝑞(𝑞+1)(𝑘𝑦,sp2))[

2𝜋
|Φ′′𝑇 (𝑘𝑦,sp2)|

]

1
2

.𝑒
−𝑗
[
𝑘𝑦,sp2(𝑦 − 𝑦𝑡) + 𝑘̃𝑧𝑛(𝑧 − 𝑑0 −

𝑛−1∑

𝑞=0
∆𝑑𝑞) −

𝑛−1∑

𝑞=0
𝑘̃𝑧𝑞∆𝑑𝑞

]

𝑒
−𝑗 (

𝛽
2 −

𝜋
4 )

(2.25)
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where

Φ′′R(𝑘𝑦,sp2) = −
𝑘2𝑛
𝑘3𝑧𝑛

(𝑧 − 𝑑0 −
𝑛−1∑

𝑞=0
∆𝑑𝑞) −

𝑛−1∑

𝑞=0

𝑘2𝑞
𝑘3𝑧𝑞

∆𝑑𝑞 (2.26)

where 𝑘𝑦,sp2 is the stationary point and is the solution of the following
equation

𝑘𝑦,sp2 =
𝑦 − 𝑦𝑡

𝑛∑

𝑞=0

∆𝑑𝑞
𝑘𝑧𝑞

− 1
𝑘𝑧𝑛

(𝑧 − 𝑑0 −
𝑛−1∑

𝑞=0
∆𝑑𝑞)

(2.27)

Equations (2.20) and (2.25) represent the closed forms of the transmission
and the reflection part of Green’s function of the multilayered media. This
representation will be used later in TRI algorithm, and to determine the
dielectric constant of the target in the mutilayered media.

2.3 Multistatic Uniform Diffraction Tomography

As mentioned earlier, a uniform diffraction tomography (UDT) algo-
rithmwas proposed in [78, 104] to achieve improved estimates in comparison
to diffraction tomography for embedded targets in amultilayeredmedia. The
reconstruction provided by the UDT is in real-time with monostatic antenna
configuration and the algorithm incorporates only reflection data. For its
suitable implementation in the fixed array case, the following guidelines
should be taken into account: i) desired antenna type and specifications to
achieve good spatial resolution, ii) to cover a large imaging domain, a high
number of antennas or measurement points should be employed, and iii)
the antennas should be positioned in close vicinity to meet the Nyquist sam-
pling rate criteria. But, considering real-time monitoring in the industrial
application, given guidelines are compromised. The use of a large number of
antennas increases the DAQ time and overall system cost. Thus, an obvious
choice would be to use a fixed array, i.e. a multistatic MWT system with
a low number of antennas. However, with the use of a limited number of
antennas, the aliasing effect is seen in the reconstructed image, and spatial
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2 Multistatic Uniform Diffraction Tomography and Time-Reversal Imaging Formulation

resolution is affected when multiple scatterers in the multilayered media
are present. The former is caused due to the Nyquist criteria not being met.
While, the latter are: first, less spectral components of scattered fields are
present at the antennas aperture, second, in multiple scatterers case, the
different spectral components from respective scatterers cannot be distin-
guished [105–107]. As mentioned earlier, an inverse scattering problem has
to be solved to extract the location and characteristics of the target in the
ROI. In this work, a multistatic uniform diffraction tomography algorithm
(MUDT) for multilayered media is proposed [93]. The MUDT algorithm
developed here specially caters to the measurement case of a multiple-input
multiple-output fixed array sensor configuration. In this section, the MUDT
algorithm is formulated.

2.3.1 Forward model

In the above integral expression of Equation (2.12), in addition to the
object function, the total electric field in the ROI is unknown. In order
to have a fast solution in real-time, the integral must be linearized. By
applying the first-order Born approximation that converts intrinsically a
non-linear problem to a linear one, the total electric field can be replaced
by the background electric field of the layer as follows

𝐸⃗tot𝑛 (𝑟′, ∆𝜀(𝑟′)) ≈ 𝐸⃗inc𝑛 (𝑟′) (2.28)

Due to the excitation by a point source, the incident electric field can
be replaced by the background Green’s function and can be expressed
𝐸⃗inc(𝑟, 𝑟′) ≈ 𝑥̂. ̄̄𝐺(𝑛0)

e . Moreover, using the reciprocity theorems, it can be

written
[
̄̄𝐺(𝑛0)
e (𝑟′, 𝑟)

]𝑇
= ̄̄𝐺(𝑛0)

e (𝑟, 𝑟′) [94]. Hence, a model for the scattering
electric field can be derived [94]

𝐸⃗sct𝑛 (𝑟𝑟, 𝑟𝑡) = 𝑘2 ∫
Ω𝑛

𝑥̂. ̄̄𝐺(𝑛0)
e (𝑟𝑟, 𝑟′) ⋅ 𝑂𝑛(𝑟′)𝑥̂. ̄̄𝐺

(𝑛0)
e (𝑟′, 𝑟𝑡) 𝑑𝑟′. (2.29)

where 𝑂𝑛(𝑟) = ∆𝜀(𝑟) =
[
𝜀𝑟,𝑛(𝑟) − 𝜀𝑟,𝑛

]
. As mentioned earlier, both trans-

mitting and receiving antennas are assumed as 𝑥̂-polarized and equivalent
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current is predominantly 𝑥̂-polarized, so the following scalar model for the
multistatic scenario can be attained

𝐸sct𝑛 (𝑟𝑟, 𝑟𝑡) = 𝑘2 ∫
Ω𝑛

𝐺(𝑛0)
e (𝑟𝑟, 𝑟′)𝑂𝑛(𝑟′)𝐺

(𝑛0)
e (𝑟′, 𝑟𝑡) 𝑑𝑟′. (2.30)

The spectral representation of Green’s function in layer 𝑛 when the line
source is located in the region 0 is

𝐺(𝑛0)
e (𝑟, 𝑟𝑡) =

1
𝜋 ∫

+∞

−∞

1
𝑘𝑧0

[
𝑇TM𝑛 (𝑘𝑦)𝑒−𝑗𝑘𝑧𝑛(𝑧 − 𝑧𝑡)

+ 𝑅TM𝑛 (𝑘𝑦)𝑒+𝑗𝑘𝑧𝑛(𝑧 − 𝑧𝑡)
]
⋅ 𝑒−𝑗𝑘𝑦(𝑦 − 𝑦𝑡)𝑑𝑘𝑦 , (2.31)

As mentioned earlier, the electric field is composed of the incident and
reflected parts. Here, it’s assumed the contrast between the layers is small,
therefore, the reflected electric field is not zero but negligible compared to
the transmitted field inside that layer.
To show this effect, in Fig. 2.2, the electric field response at 8GHz and
12GHz from COMSOL multiphysics simulation software based on the fi-
nite element method (FEM) and the analytical formulations computed in
MATLAB are compared. For the COMSOL simulation, the imaging domain
consists of three layered media with 𝜀𝑟,0 = 1, 𝜀𝑟,1 = 1.16, and 𝜀𝑟,2 = 1 with
thickness 𝑡0 = 10 cm, 𝑡1 = 8 cm, and 𝑡2 is infinite free space, respectively.
Open regions are truncated by using a perfectly matched layer (PML) of
the circular shape of the inner radius and outer radius of 80 cm and 90 cm,
respectively. The imaging medium is excited by a line current with an ampli-
tude of 1 A and placed at (0 cm, 16 cm). The following parameters are set to
define the triangular mesh in the model: maximum element size = 0.5 cm,
minimum element size: 3.6 × 10−2 cm, maximum element growth rate= 1.1,
curvature factor= 0.2. To simulate the electric field response, the electro-
magnetic module is employed with electromagnetic waves (emw) interface
in the frequency domain. It is clear that the results of FEM and numerical
integration are in excellent agreement. Moreover, to better represent the
differences between the analytical model and FEM, the normalized root
means square error (NRMSE) is calculated, and the result is shown in Table
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Fig. 2.2: The real and imaginary part of the total electric field component inside a three-layer
media with dimension 50 cm × 8 cm and 𝜀𝑟,1 = 1.16 field for frequency of (top) 8GHz
and (bottom) 12GHz.

Table 2.1: NRMSE error values for compared analytical model and FEM in Fig. 2.2.

Re(Ex), 8GHz Im(Ex), 8GHz Re(Ex), 12GHz Im(Ex), 12GHz
NRMSE % 1.76 2.06 2.11 2.74

2.1. From the NRMSE, it is clear that the SPA and FEM of COMSOL are
in good agreement. As a consequence, the Green’s function of any layer is
approximated only by the transmitted part as an asymptotic Green’s function
expression, i.e,𝐺(𝑛0)

e ≊ 𝐺(𝑛0)
T , and by substitution in (2.30), it can be obtained
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𝐸sct𝑛 (𝑟𝑟, 𝑟𝑡) =
𝑘2

𝜋2
∫
Ω𝑛

𝑂𝑛(𝑦′, 𝑧′)( ∫
+∞

−∞
∫

+∞

−∞
𝑑𝑘𝑦𝑑𝑘′𝑦

𝑇TM𝑛 (𝑘𝑦)𝑇TM𝑛 (𝑘′𝑦)
𝑘𝑧0𝑘′𝑧0

𝑒
−𝑗
[
(𝑘𝑦 + 𝑘′𝑦)𝑦′ − 𝑘𝑦𝑦𝑟 − 𝑘′𝑦𝑦𝑡

]

⋅ 𝑒
−𝑗
[
(𝑘𝑧𝑛 + 𝑘′𝑧𝑛)(𝑧′ −

𝑛−1∑

𝑞=0
𝑡𝑞) +

𝑛−1∑

𝑞=0
(𝑘𝑧𝑞 + 𝑘′𝑧𝑞)𝑡𝑞

]

)𝑑𝑟′, (2.32)

where 𝐺(𝑛0)
T is replaced with the primed variable for the second integral.

This is the scattered field obtained due to the irregularities in layer 𝑛 for
a multistatic array scenario. This representation enables to use of all the
transmitter-receiver pairs of the multistatic configuration. In comparison
to the monostatic configuration (with 𝑦𝑟 = 𝑦𝑡), more spectral components
of the embedded targets can be recorded by the multistatic array, and also,
higher order spectral frequency components are more discernible. For in-
tuitive explanations of the above, consider two scatterers with their both
centers positions at 𝑦1 and 𝑦2 the same 𝑧-position separated by a distance
𝐿 = 𝑦1 − 𝑦2. The first phase term in (2.32) can be recast in the monostatic
case as (𝑘𝑦+𝑘′𝑦)(𝑦′−𝑦𝑟𝑖) for the 𝑖th receiver. Since the spectral domain of in-
tegration is from negative infinity to infinity, a pair of high-frequency terms
(𝑘𝑦 , 𝑘′𝑦) can satisfy (𝑘𝑦1+𝑘′𝑦1)(𝑦1−𝑦𝑟𝑖) = (𝑘𝑦2+𝑘′𝑦2)(𝑦2−𝑦𝑟𝑖). This implies
the spectral components are indiscernible. As a consequence, secondary
fields from the targets are indistinguishable at the receiver position. As a
result, it is expected that a higher distortion effect in the case of multiple
scatterers for the monostatic case if compared with the multistatic case.

2.3.2 MUDT inversion scheme

To obtain the analytical expression of the object function that contains
the scattered field information in the multistatic scenario, one begins with
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2 Multistatic Uniform Diffraction Tomography and Time-Reversal Imaging Formulation

the spatial Fourier Transform (FT) of the received scattered field at 𝑦𝑟 due
to the transmitter at 𝑦𝑡. The FT pair is defined as

𝐸sct𝑛 (𝑦𝑡, 𝑦𝑟, 𝜔) =
1
2𝜋 ∫

+∞

−∞
𝐸̃sct𝑛 (𝑘𝑦 , 𝜔)𝑒

𝑗𝑘𝑦𝑦𝑡𝑑𝑘𝑦 , (2.33)

𝐸̃sct𝑛 (𝑘𝑦 , 𝜔) = ∫
+∞

−∞
𝐸sct𝑛 (𝑦𝑡, 𝑦𝑟, 𝜔)𝑒

−𝑗𝑘𝑦𝑦𝑡𝑑𝑦𝑡. (2.34)

the spectral representation of the scattered field in the multistatic case can
be written as

𝐸̃sct𝑛 (𝑘′′𝑦 , 𝜔) =
2𝑘2
𝜋 ∫

Ω𝑛

𝑂𝑛(𝑦′, 𝑧′)𝑒
−𝑗𝑘′′𝑦 𝑦′

( ∫
+∞

−∞

𝑘2

𝑘𝑧0𝑘′𝑧0
𝑇TM𝑛 (𝑘𝑦)𝑇TM𝑛 (𝑘′′𝑦 − 𝑘𝑦)𝑒

−𝑗
[
𝑘𝑦(𝑦𝑡 − 𝑦𝑟)

]

⋅ 𝑒
−𝑗
[
(𝑘𝑧𝑛 + 𝑘′𝑧𝑛)

(
𝑧′ −

𝑛−1∑

𝑞=0
𝑡𝑞
)
+

𝑛−1∑

𝑞=0
(𝑘𝑧𝑞 + 𝑘′𝑧𝑞)𝑡𝑞

]

𝑑𝑘𝑦)𝑑𝑟′, (2.35)

where 𝑘′′𝑦 = 𝑘𝑦 + 𝑘′𝑦, and

𝑘′𝑧𝑛 =
√
𝑘2𝑛 − (𝑘′′𝑦 − 𝑘𝑦)2. (2.36)

The term 𝑘𝑦(𝑦𝑡 − 𝑦𝑟) in the phase of the inner integral of eq. (2.35) is the
difference betweenUDTandMUDT.Comparing (2.18) and the inner integral
of eq. (2.35), can write

𝑓(ℎ) = 𝑘2

𝑘𝑧0𝑘′𝑧0
𝑇TM𝑛 (𝑘𝑦)𝑇TM𝑛 (𝑘′′𝑦 − 𝑘𝑦), (2.37)

𝜙(ℎ) = 1
𝑘0
[
𝑘𝑦(𝑦𝑡 − 𝑦𝑟)

]
+ 1
𝑘0

[
(𝑘𝑧𝑛 + 𝑘′𝑧𝑛)

(
𝑧′ −

𝑛−1∑

𝑞=0
𝑡𝑞
)
+

𝑛−1∑

𝑞=0
(𝑘𝑧𝑞 + 𝑘′𝑧𝑞)𝑡𝑞

]

(2.38)
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where ℎ = 𝑘𝑦, and 𝜅 = 𝑘0𝑧. The stationary phase approximation is calcu-
lated with respect to the 𝑘0𝑧. This assumption is a general case compared
to applying the stationary phase with respect to the 𝑘0 which provides a
smooth transition at boundaries in the presence of a target. The second
integral in (2.35) can be simplified, and the above expression reduces to
a simple form given

𝐸̃sct𝑛 (𝑘′′𝑦 , 𝜔) =
2
𝜋 ∫

Ω𝑛

𝑂𝑛(𝑦′, 𝑧′)𝑒
−𝑗𝑘′′𝑦 𝑦′ 𝑘2

𝑘̄𝑧0𝑘̄′𝑧0
𝑇TM𝑛 (𝑘̄𝑦)𝑇TM𝑛 (𝑘′′𝑦 − 𝑘̄𝑦)

[ 2𝜋
𝑘0𝑧|𝜙′′(𝑘̄𝑦)|

]

1
2

𝑒
−𝑗(

𝛽
2 +

𝜋
4 )𝑒

[
𝑘̄𝑦(𝑦𝑡 − 𝑦𝑟)

]

⋅ 𝑒
−𝑗
[
(𝑘̄𝑧𝑛 + 𝑘̄′𝑧𝑛)

(
𝑧′ −

𝑛−1∑

𝑞=0
𝑡𝑞
)
+

𝑛−1∑

𝑞=0
(𝑘̄𝑧𝑞 + 𝑘̄′𝑧𝑞)𝑡𝑞

]

𝑑𝑟′, (2.39)

where

𝜙′′(𝑘̄𝑦) = −
𝑘2𝑛
𝑘0

( 1
𝑘̄3𝑧𝑛

+ 1
𝑘̄′3𝑧𝑛

)(
1 −

𝑛−1∑

𝑞=0

𝑡𝑞
𝑧
)
−

𝑛−1∑

𝑙=0

𝑘2𝑞
𝑘0

( 1
𝑘̄3𝑧𝑞

+ 1
𝑘̄′𝑧𝑞3

)
, (2.40)

𝜙′′(𝑘̄𝑦) = |𝜙′′(𝑘̄𝑦)|𝑒𝑗𝛽 , (2.41)

and 𝑘̄𝑦 is the solution of the following equation:

1
𝑘0𝑧

(𝑦𝑡 − 𝑦𝑟) +
1
𝑘0

(
−

𝑘̄𝑦
𝑘𝑧𝑛

+
𝑘′′𝑦 − 𝑘̄𝑦
𝑘𝑧𝑛

)(
1 −

𝑛−1∑

𝑞=0

𝑡𝑞
𝑧
)
+

𝑛−1∑

𝑞=0

(
−

𝑘̄𝑦
𝑘𝑧𝑞

+
𝑘′′𝑦 − 𝑘̄𝑦
𝑘𝑧𝑞

) 𝑡𝑞
𝑧 = 0. (2.42)
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𝑂𝑛(𝑦, 𝑧) =
∫
𝜔
∫

+∞

−∞

𝑘𝑧0𝑘′′𝑧0
𝑘2𝑛

𝑒
𝑗(
𝛽
2 +

𝜋
4 )

𝑇TM𝑛 (𝑘̄𝑦)𝑇TM𝑛 (𝑘′′𝑦 − 𝑘̄𝑦)
𝑒
𝑗
[
𝑘̄𝑦(𝑦𝑡 − 𝑦𝑟)

]
𝑒
𝑗
[
𝑘′′𝑧𝑛

𝑛−1∑

𝑞=0
𝑡𝑞 −

𝑛−1∑

𝑞=0
𝑘′′𝑧𝑞𝑡𝑞

]

𝐸̃sct(𝑘′′𝑦 , 𝑘)𝑀(𝑘′′𝑦 )𝑑𝑘′′𝑦 𝑑𝜔

( 𝜋
8
)
1
2 ∫

𝜔
∫

+∞

−∞

𝑀(𝑘′′𝑦 )

[𝑘0𝑧|𝜙′′(𝑘̄𝑦)|]
1
2

𝑑𝑘′′𝑦 𝑑𝜔

(2.45)

Here, 𝑘̄𝑧𝑛, 𝑘̄′𝑧𝑛 are those defined earlier when 𝑘𝑦 is replaced by 𝑘̄𝑦 .
After some arrangement, the above integral can be written as follow

𝐸̃sct𝑛 (𝑘′′𝑦 , 𝜔) =
2
𝜋

𝑘2

𝑘̄𝑧0𝑘̄′𝑧0
𝑇TM𝑛 (𝑘̄𝑦)𝑇TM𝑛 (𝑘′′𝑦 −𝑘̄𝑦)𝑒

−𝑗(
𝛽
2 +

𝜋
4 )𝑒−𝑗

[
𝑘̄𝑦(𝑦𝑡 − 𝑦𝑟)

]

⋅ 𝑒
−𝑗
[ 𝑛−1∑

𝑞=0
𝑘̄′′𝑧𝑞𝑡𝑞 − 𝑘̄′′𝑧𝑛

𝑛−1∑

𝑞=0
𝑡𝑞
]

∫
Ω𝑛

𝑂𝑛(𝑦′, 𝑧′)

[
𝑘0𝑧
2𝜋 |𝜙′′(𝑘̄𝑦)|]

1
2

𝑒−𝑗(𝑘
′′
𝑦 𝑦 + 𝑘′′𝑧 𝑧)𝑑𝑟′,

(2.43)

where 𝑘′′𝑧 = 𝑘̄𝑧 + 𝑘̄′𝑧. Using the definition for the spectral reflectivity [77]

𝑂̃𝑛(𝑘′′𝑦 , 𝑘′′𝑧 , 𝑘) = ∫ ∫
Ω𝑛

𝑂𝑛(𝑦′, 𝑧′)

[
𝑘0𝑧
2𝜋 |𝜙′′(𝑘̄𝑦)|]

1
2

𝑒−𝑗(𝑘
′′
𝑦 𝑦 + 𝑘′′𝑧 𝑧)𝑑𝑦𝑑𝑧, (2.44)

a linear relation between the scattered field and reflectivity function can be
obtained
Substituting eq. (2.45) in eq. (2.39), the object function can be obtained as
represented in (2.45) at the top of the page, where

𝑀(𝑘′′𝑦 ) =
𝜔𝜀
𝑐2
[(𝑘2𝑛 − (𝑘′′𝑦 − 𝑘̄𝑦))

− 1
2
+ (𝑘2𝑛 − 𝑘̄𝑦)

− 1
2
]. (2.46)
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Equation (2.45) expresses a relation between the spatial Fourier transform
of the scattered field and the contrast function.

For the implementation of the MUDT algorithm, the position of each
transmitter-receiver pair in the multistatic array is approximated by its mid-
point which is equivalent to a monostatic array configuration. This implies
that each of the 𝑁1 elements of the multistatic array can be replaced by the
𝑁2 ≥ 𝑁1 elements in the equivalent configuration and represented 𝑁1 ∶ 𝑁2.
In this case, the spatial sampling rate will be 𝐿∕(2𝑁1𝑁2) where 𝐿 is the
length of 𝑁1 elements in multistatic array. For example, 1 ∶ 2 denotes 1
elements of the multistatic array are replaced by 2 element in the equivalent
monostatic array this implies that 13 sampling points exist for 7 element an-
tenna array. Conceivably, the aforementioned procedure is stated to be very
similar to the effective aperture concept utilized in multistatic mm-wave
imaging systems [108–110].

2.4 Time-Reversal Imaging

The following section will present the TR imaging algorithm and dem-
onstrate its integration with Green’s function of the multilayered media to
facilitate microwave imaging of high-contrast multilayered media. This is
particularly useful when the media is supported by a PEC plate.

2.4.1 Concept and theory of time reversal

The TR concept was first introduced for ultrasonic applications to locate
the position of inhomogeneity in a certainmedia [60, 81]. In a non-dispersive
and linear media, where the permittivity 𝜀 does not vary with time, the wave
equation is time-symmetric. Both E⃗(𝑟, 𝑡) and E⃗(𝑟, −𝑡) are solutions of the
well-known wave equation

∇2E⃗(𝑟, 𝑡) − 𝜇𝜀 𝜕
2

𝜕𝑡2
E⃗(𝑟, 𝑡) = 0 (2.47)
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2 Multistatic Uniform Diffraction Tomography and Time-Reversal Imaging Formulation

where 𝜇 and 𝜀 denote the permeability and permittivity of the medium,
respectively. E is the electric field in the time domain. 𝑟 denotes any point
in the media, and 𝑡 represents the time. This guarantees for any EM wave
diverging away from a source that there exists a "time-reversed" EM wave
that precisely retraces the path of the original EM wave back to the source.

To experimentally examine the TR method, an excitation signal is sent
to the region of interest, and the reflected signal is recorded using the trans-
ducers surrounding the media. The received signal is time-reversed and
used as a new excitation for the transducers. Later, this new excitation
(time-reversed signal) is retransmitted to the region of interest. It is observed
that the newly sent signals focus on the target (inhomogeneity). It shows
that the converged time-reversed signals travel the same path as the diverged
signal travels from the inhomogeneity [80]. TR methods have been used
widely in many areas like ultrasound, microwave, millimeter-wave, and
optic. Nevertheless, existing TR imaging algorithms encounter challenges
in accurately reconstructing target locations within high-contrast multi-
layered media, as they do not account for the reflected part of the Green’s
function. In the following, the TR theory for microwave image generation
in multilayered media is reviewed, and the extension of the TR method to
the high-contrast media is investigated and analyzed.

2.4.2 Scattering model and time-reversal imaging

Consider an active array of𝑁 transceivers fromwhich an𝑁×𝑁MDM is
constructed. Each element in the MDMmatrix corresponds to the scattered
field received by the 𝑙𝑡ℎ (𝑙 = 1, 2, … ,𝑁) antenna when the 𝑠𝑡ℎ (𝑠 = 1, 2, … ,𝑁)
antenna transmits, due to the presence of inhomogeneities in the region
of interest [94, 95, 111]

̄̄𝐺s(𝑟𝑟𝑙 , 𝑟𝑡𝑠 ) = 𝑘2 ∫ ∫ ∫
Ω1

̄̄𝐺(0𝑛)
e (𝑟𝑟𝑙 , 𝑟

′) ⋅ 𝑂(𝑟′) ̄̄𝐺e(𝑟′, 𝑟𝑡𝑠 )𝑑𝑟
′ (2.48)

Here, ̄̄𝐺e(𝑟′, 𝑟𝑡𝑠 ) denotes the total electric Green’s function in the presence
of irregularities, ̄̄𝐺s(𝑟𝑟𝑙 , 𝑟𝑡𝑠 ) is the Green’s function when there are no irreg-
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ularities in the media, and where 𝑂𝑛(𝑟) = ∆𝜀(𝑟) =
[
𝜀𝑟,𝑛(𝑟) − 𝜀𝑟,𝑛

]
. The

MDMmatrix will be constructed from ̄̄𝐺s. It should be noted, that there is no
assumption in the above expression, and (2.48) is exact. Inmany applications,
the calculation of the total Green’s function of a media is difficult. Hence, a
proper estimation for ̄̄𝐺e(𝑟′, 𝑟𝑡𝑠 ) is inevitable. In (2.48), the vectors 𝑟𝑟 and 𝑟𝑡
represent the points of the transmitter and receiver while 𝑟′ = (𝑦′, 𝑧′) is the
location of the pixel point in the ROI. ̄̄𝐺(0𝑛)

eb is the background (multilayer
media without any inhomogeneities) DGF. The superscript (0𝑛) denotes
that the source point is located in layer 𝑛 and the observation point is in layer
0. It should be noted that the analytical equations are written for the electric
fields, however, in real scenarios, the S-parameters will be measured. Hence,
a de-embedding procedure will be applied later to relate the measured S-
parameters to the electric field. The details of the employed procedure are
represented in [78, 79, 92].
Using the Born approximation, the total Green’s function will be replaced by
the Green’s function of the media when there are no irregularities. Hence,
(2.48) can be approximated as follow:

̄̄𝐺s(𝑟𝑟𝑙 , 𝑟𝑡𝑠 ) ≈ 𝑘2 ∫ ∫ ∫
Ω1

[ ̄̄𝐺(0𝑛)
e (𝑟𝑟𝑙 , 𝑟

′)]
𝑇

⋅ 𝑂(𝑟′) ̄̄𝐺e(𝑟′, 𝑟𝑡𝑠 )𝑑𝑟
′. (2.49)

Assuming that the transmitting and receiving antennas are both polarized
in the 𝑥 direction and that the dominant currents are 𝑥-polarized, the Eq.
(2.49) can be written in scalar form [91]. This allows for the creation of a
multistatic model that describes the received scattered field for each element
of the multistatic data matrix (MDM) as

𝑘𝑙𝑠 = 𝑘2 ∫ ∫ ∫
Ω1

𝐺e(𝑟𝑟𝑙 , 𝑟
′)𝑂(𝑟′)𝐺e(𝑟′, 𝑟𝑡𝑠 )𝑑𝑟

′. (2.50)

𝑘𝑙𝑠 corresponds to signal received at 𝑙th antenna when the 𝑠th antenna is
used as the transmitter shown in Fig. 2.3 (left). In deriving (2.50) from (2.49)
the symmetry property [95] of the DGF is used. The 𝑁 ×𝑁 symmetric (due
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Fig. 2.3: Visualizations of obtaining 𝑘𝑖𝑗(𝜔) and the steering vector (in the absence of multiple
scattering among scatterers): (a) 𝑘𝑖𝑗(𝜔) is obtained by transmitting a short pulse from
the jth antenna and recording the received scattered field at the ith antenna, (b) Steering
vectors connecting each scatterer to the array elements.

to the reciprocity) MDM denoted as 𝑲(𝜔) can be expressed in a compact
form in the angular frequency domain 𝜔

𝑲(𝜔) = 𝑘2 ∫ ∫ ∫
Ω1

𝑂(𝑟′)g𝑏𝑟𝑙 (𝑟
′, 𝜔)g⊤𝑏𝑟𝑠 (𝑟

′, 𝜔)𝑑𝑟′, (2.51)

where g𝑏𝑟𝑙 and g𝑏𝑟𝑠 are𝑁 × 1 frequency-domain Green’s function vectors of
the background Green’s function and (⋅)⊤ is the transpose operator shown
in Fig. 2.3 (right).

g𝑏𝑟 = [𝐺𝑒(𝑟, 𝑟1), 𝐺𝑒(𝑟, 𝑟2), ..., 𝐺𝑒(𝑟, 𝑟𝑁)]N×1, (2.52)

The Green’s function vector relates the scatterer’s location in the media to
the array of antennas.
It has been shown the eigenstructure of the MDM matrix has valuable
information about the target location in the ROI [82]. The SVD of the matrix
𝑲(𝜔) is expressed in terms of the eigenvalues as follow

𝑲(𝜔) = 𝑼(𝜔) ⋅ 𝚺(𝜔) ⋅ 𝑽†(𝜔) (2.53)

where † is the transposed conjugated operator. 𝚺
(
diag(Σ) = [s1, s2, … , s𝑁]

)

is a real diagonal matrix consisting of eigenvalues, while 𝑼
(
u𝑙(𝜔), 𝑙 =
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1, 2, … ,𝑁
)
and 𝑽

(
v𝑙(𝜔), 𝑙 = 1, 2, … ,𝑁

)
are the left and right matrices con-

sisting of normalized eigenvectors [63] of the TRO formed. From the eigen-
value and eigenvector definition, it can be written as:

𝑲(𝜔)v𝑖(𝜔) = s𝑖(𝜔)u𝑖(𝜔) (2.54)

𝑲†(𝜔)u𝑖(𝜔) = s∗𝑖 (𝜔)v𝑖(𝜔) (2.55)

where 𝑠∗ denotes the complex conjugate of 𝑠. Substituting the Eq. (2.51)
in Eq. (2.54) yields

𝑘2 ∫ ∫ ∫
Ω1

𝑂(𝑟′)g𝑏𝑟𝑙 (𝑟
′, 𝜔)g⊤𝑏𝑟𝑠 (𝑟

′, 𝜔)𝑑𝑟′ = s𝑖u𝑖(𝜔) (2.56)

By defining the inner product as < 𝑥, 𝑦 >= 𝑦†𝑥 = ∫ 𝑦∗𝑖 𝑥𝑖, the left singular
value can be written as follow

u𝑖(𝜔) = s𝑖(𝜔)
−1𝑘2 ∫ ∫ ∫

Ω𝑛

𝑂(𝑟′) < v𝑖(𝜔), g
∗

𝑏𝑟𝑠
(𝑟′, 𝜔) > g𝑏𝑟𝑙 (𝑟

′, 𝜔)𝑑𝑟′

(2.57)

The (2.57) represents that the left singular vector of the MDMmatrix can
be expressed as a linear combination of the steering vectors of the antenna
which relates the target location to the time-reversal array. Analogous, the
right singular vector can be written

v𝑖(𝜔) = s∗𝑖 (𝜔)
−1𝑘2 ∫ ∫ ∫

Ω𝑛

𝑂∗(𝑟′) < u𝑖(𝜔), g𝑏𝑟𝑙 (𝑟
′, 𝜔) > g∗𝑏𝑟𝑠 (𝑟

′, 𝜔)𝑑𝑟′,

(2.58)

as can be seen from (2.57) and (2.58), the left and right singular vectors
satisfy with the following equation

u𝑖(𝜔) = v∗𝑖 (𝜔), 𝑖 = 1, 2, … ,𝑁 (2.59)

It is because of the symmetry of 𝑲(𝜔). It can be shown the following choice
for the right and left eigenvector, and the eigenvalue can satisfy the sin-
gular system.

u𝑖 =
g𝑏(𝑥𝑖 , 𝜔)
|||||
|||||g𝑏(𝑥𝑖 , 𝜔)

|||||
|||||
=
g𝑇(𝑥𝑖 , 𝜔) + g𝑅(𝑥𝑖 , 𝜔)

|||||
|||||g𝑏(𝑥𝑖 , 𝜔)

|||||
|||||

𝑖 = 1, 2, … ,𝑀 (2.60)
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2 Multistatic Uniform Diffraction Tomography and Time-Reversal Imaging Formulation

Fig. 2.4: Each significant eigenvalue and corresponding eigenvector of the TRO is associated
with a single scatter in the domain. Specifically, each eigenvector is proportional to
the steering vector connecting the single scatterer to the TR array antennas.

v𝑖 =
g∗𝑏(𝑥𝑖 , 𝜔)
|||||
|||||g𝑏(𝑥𝑖 , 𝜔)

|||||
|||||
=
g∗𝑇(𝑥𝑖 , 𝜔) + g∗𝑅(𝑥𝑖 , 𝜔)

|||||
|||||g𝑏(𝑥𝑖 , 𝜔)

|||||
|||||

𝑖 = 1, 2, … ,𝑀, (2.61)

where the corresponding eigenvalues are

s𝑖(𝜔) = 𝑘20
|||||
|||||g𝑏(𝑥𝑖 , 𝜔)

|||||
|||||
2

𝑖 = 1, 2, … ,𝑀, (2.62)

So, each eigenvalue and corresponding eigenvector are associated with one
target in ROI. By backpropagating the corresponding eigenvector, the focus
on the target will be achieved. Earlier it was mentioned that the eigenvalues
and eigenvectors of the TRO are dependent on the media’s Green’s function.
In the case of non-high-contrast media, the green function can be substituted
with the incident part (𝑔𝑏(𝑥𝑖 , 𝜔) ≈ 𝑔𝑇(𝑥𝑖 , 𝜔)), resulting in same eigenvalues
and eigenvectors, ensuring accurate TR performance. However, neglecting
the reflected part of the Green’s function in high-contrast media leads to a
notable discrepancy in the eigenvalues and eigenvectors, causing errors or
significant shadowing effects in the reconstructed images.
Hence, if the array of antennas excites by the proper eigenvectors, plotting
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2.4 Time-Reversal Imaging

the electric field in themedia represents a concentration near the irregularity.
The number of eigenvalues (EV) with significant values denotes the number
of dominant inhomogeneities present in the background medium. The
remaining eigenvalues form the noise subspace. Hence, for focusing on the
𝑝𝑡ℎ target, the excitation of the TRA can be written as

𝑒𝑝(𝜔) = 𝑲†(𝜔)u𝑝 = 𝑠∗𝑝
g𝑏(𝑥𝑝, 𝜔)
|||||
|||||g𝑏(𝑥𝑝, 𝜔)

|||||
|||||

(2.63)

Here, s𝑝 is the 𝑝𝑡ℎ eigenvalue and 𝒖𝑝 is the 𝑝𝑡ℎ left singular vector. By back-
propagating the mentioned excitation for the TRA using Green’s function of
the multilayered media, the focus on the 𝑝𝑡ℎ target can be achieved. As a
result the location of 𝑝𝑡ℎ scatterer is synthetically obtained by the following
imaging function

𝑫𝑝(𝑟) = ∫
𝜔
𝒆𝑇𝑝(𝜔)𝑔𝑏𝑟(𝑟, 𝜔)𝑑𝜔, (2.64)

where 𝑟 is any arbitrary point in the ROI. The excitation for the 𝑝𝑡ℎ target is
associatedwith the steering vector from the target to the TRA, and in the time
domain, this excitation undergoes convolution with the Green’s function of
the media. At locations where 𝑟′ = 𝑟𝑝, this convolution reaches its maxi-
mum; otherwise, the product is zero. It is crucial to emphasize that utilizing
only the transmission part of the Green’s function can result in incorrect
excitation of the TRA, leading to inaccuracies in the reconstructed image.
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3 Experimental Setup

Designing and integrating amicrowave diagnostics system into an indus-
trial microwave drying system is a challenging task. These challenges come
from the different restraints that have to be correctly considered and ad-
dressed for the successful operation of the system in industrial applications.
Typically in biomedical and GPR applications, the lower GHz frequency
range (0.5GHz to 3GHz) is desired to reach enough penetration into a lossy
tissue or ground. However, the case might differ in an industrial scenario.
For example, consider a high-power microwave drying system as shown in
Fig. 1.4. The name is considered based on the patented HEPHAISTOS tech-
nology. The operational frequency of the HEPHAISTOS oven is 2.45GHz. A
conveyor belt, supported on a metal plate, is installed that enables a contin-
uous drying process with the different variety of speeds. It delivers a total of
36 kW ofmicrowave power. Hence, the unwanted EM leakage power coming
from the entrance aperture can take down the near-operating MWT system
and, it has to be blocked. In this regard, various types of antennas that are
already employed for microwave imaging purposes can not be used in this
application, like e.g. corrugated tapered slot antennas [112], ultra-wideband
(UWB) tapered slot antenna [113], cavity backed aperture stacked patch
antenna [114], and Vivaldi antennas [115].
An appropriate choice could be to move to the X-band for the MWT and em-
ploy WR90 open-waveguide [116, 117] to act simultaneously as an antenna
and microwave stop band for the 2.45GHz ISM band. Being in the cut-off
region of theWR90waveguide for the X-band, the EM field decays with 𝑒−𝛼𝑧
(𝑧 is the direction of propagating) at 2.45GHz where 𝛼 is the attenuation
constant, providing more than 100 dB isolation along with the waveguide
antenna with a length of 15.2 cm. In [118], a Vivaldi antenna is used to (i)
create a single polarization that is compatible with the quantitative imaging
algorithm, (ii) provide sufficient information in close vicinity of the object
of interest, and (iii) provide a low mutual coupling between two adjacent
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3 Experimental Setup

elements. Those parameters are essential for the proper performance of the
proposed imaging algorithm. However, changing the type of antenna may
strongly impact this fact since the mentioned constraints may not be met
anymore.

By using a limited number of antennas, some current imaging algo-
rithms may not be applied properly to reconstruct the image. For instance,
numerous microwave imaging algorithms are compatible with a high num-
ber of data (or sampling data), and the performance will decrease or even
annihilate when the number of antennas is not high enough. For example,
in [77] and [27], 20 and 51 antennas are used with an aperture length of
20 cm and 120 cm to reconstruct the image in a layered media, and behind
a cinder block wall, respectively. It is obvious the implementation of this
number of antennas in a fixed aperture length may not be feasible due to
the structure of the antenna or the acquisition time. So, a low number of
the antenna is preferable, which leads to an inaccurate reconstructed image
from the media.
Furthermore, fast DAQ is also essential to enable real-time monitoring and
process control. Hence, choosing a limited number of antennas and arrang-
ing a limited-aspect configuration is inevitable. For continuous or batch
processing, a metal plate is sometimes installed in a conveyor belt system
that should be considered in the forward model/physical formulation. Oth-
erwise, image reconstruction may be erroneous. For image reconstruction
which can support low data from a low number of antennas, neural networks
[119–121] have shown promising capabilities that may estimate the mois-
ture in real-time (1 s) [122, 123] in comparison to iterative-based imaging
algorithm. However, their performance can be plagued with changes in
foam type, dimensions, and electrical properties; in that case, the network
requires re-training. This necessitates the development of new algorithms
and techniques for image-reconstruction purposes.
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3.1 Measurement setup

Fig. 3.1: (a) MWT system and its integration with the HEPHAISTOS (number Tag 1) is shown.
The number Tags 2, 3, and 4 shows the MWT system, Solid state switch, and VNA
respectively. (b) shows the enlarged view of the MWT sensor array of X-band open-
ended waveguide antennas. Note here only 7 antennas are used in the measurement
with the polymer foam.

3.1 Measurement setup

As shown in Fig. 3.1, an MWT setup is installed next to a high power
microwave drying system. The MWT system consists of 11 WR90 open-
ended waveguide antennas (VSWR 1.03 ∶ 1) connected (using cables with
phase stability of 3◦ at the maximum frequency) to the Agilent N5224A
vector network analyzer (VNA) with a P9164C 2 × 16USB Solid state switch
matrix with a power level of 5 dBm and an IF bandwidth 500Hz. For each
combination of the positioned antennas, two port waveguide calibration is
performed to extract the response of the medium from the stored scattering
matrix. To illustrate, whenworkingwith 12 antennas, a total of 66waveguide
calibrations are necessary. It’s important to note that these calibrations are
conducted prior to mounting the antennas onto the holder, simplifying the
procedure. The data is acquired from 8GHz to 12GHz with a frequency step
of 5MHz. Communication between the VNA, switch, and the controlling

43



3 Experimental Setup

computer is conducted through the Ethernet cable. The DAQ process is
entirely automated using MATLAB R2018b. A Multistatic antenna array
resides in the semi-infinite free space from -15 cm to 15 cm along the 𝑦-axis
and the distance of the top antenna to the top of the multilayered media
is 12 cm. The center to center distance between two adjacent antennas is
5 cm. The setup is surrounded by the microwave absorber to increase the
signal-to-noise ratio.
Without losing the generality for other applications, the current MWT sys-
tem, the developedMWT system will be integrated with a high-power micro-
wave drying system within the scope of the European TOMOCON project.
In this project, the goal is to use the information (both location and value)
within themedia (polymer foam) obtained by theMWT system for intelligent
control of the moisture of the products (foam with different thicknesses).
In this regard, later, some wet-spots will be used as the target inside the
media (polymer foam).

3.1.1 Minimum Received Signal

Two separate calibrations were conducted to determine the minimum
signal level and observe the impact of the phase-stable cable. Fig. 3.2 shows
that the minimum detectable signal level is approximately -80 dB without
any additional cables. However, it is expected that the addition of the phase-
stable cable will increase this minimum level. Following the addition of the
phase-stable cable, another calibration was performed, and the results are
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Fig. 3.2: The return loss when the cable is terminated to a broadband load.
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Fig. 3.3: The return loss when the cable and phase stable cable are terminated to a broadband
load.

displayed in Fig. 3.3. This figure indicates that the signal level decreased by
approximately 5 dB in the frequency band. In both scenarios, the minimum
signal level at higher frequencies was greater than at lower frequencies. SMA
calibration with short, open, and broadband loads were used to conduct
these experiments. Furthermore, in both scenarios, some small reflections
are visible. Because the cables were not stabilized using methods such as
clamps, strain relief, ormechanical fixtures, theremay have been slight shifts
in cable positioning after the calibration and the mounting and dismounting
of the loads, resulting in minor reflections in the measured data. Later, a
time-gating procedure is used to remove this unwanted reflection from the
measured data.

Fig. 3.4: A 2 × 16 USB 9164C Keysight Solid state switch used for the multistatic measurement.
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Fig. 3.5: (Top) An open waveguide antenna above a PEC plate, (bottom) the comparison of the
return loss with/without the microwave switch.

3.1.2 Effect of the Switch

As the VNA utilized a two-port configuration, a microwave switch was
employed to capture signals from all antennas. The employed switch is
shown in Fig. 3.4. For accurate return loss measurement, it is crucial to
terminate the unused ports with match loads. However, during the mea-
surement process, the unused ports were not terminated as specified. Nev-
ertheless, it has been observed that the isolation between different ports
is sufficiently high to mitigate the impact of the unused ports. To assess
the impact of this switch, two measurements were carried out, employing
the configuration depicted in Figure 3.5 (top). In this scenario, an open
waveguide antenna was positioned above a PEC plate. The first experiment
involved connecting the open waveguide antenna directly to the VNA, while
the second used a switch to connect the antenna to the VNA. The return loss
with and without the switch remained unchanged, indicating proper switch
performance, as depicted in Fig. 3.5. Therefore, as evident, the return loss
remains identical with and without the switch, indicating the satisfactory
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3.1 Measurement setup

performance of the switch, even when the unused ports are not terminated
to the matching loads. It’s worth mentioning, that in this experiment, a
PEC plate was placed under the antenna, resulting in a semi-equal distance
between the minimum locations in the return loss figure corresponding to
the distance of the antenna to the PEC plate. It should be mentioned, that a
time-gating process was applied when the microwave switch was installed
to remove unwanted signals from the received signal. Additionally, three
matched loads were terminated to the coaxial port of the switch to check
isolation between different ports, and the results were consistent without
using any matched load for the coaxial ports. A two-port waveguide cali-
bration was used to exploit the response of the antenna from the measured
return loss. For X-band waveguide calibration, a flush short and a waveguide
load with a thickness of 4mm (smaller than 𝜆

4
at the center frequency) were

selected, providing a delay of 133.3 ps in thru configuration assigned into
the VNA for calibration purposes.

3.1.3 Signal to Noise Ratio

To determine the sensitivity of the microwave tomography system, the
signal-to-noise ratio (SNR) was calculated for various scenarios. The SNR
was defined as the ratio of the signal of interest to the noise level as follows

𝑆𝑁𝑅 = |
𝑆sig
𝑆noise

| (3.1)

where 𝑆sig and 𝑆noise are the measured scattering parameters. The minimum
detectable signal is measured and used as a reference for the noise level.
Any signal lower than this value is considered as noise in the system. The
measurement setup is depicted in Fig. 3.6(top), where three antennas are
positioned at the distance of 12 cm above a polymer foam with a thickness of
7.6 cm and dielectric constant of 𝜀𝑟,1 = 1.16. In one scenario, the reflection
response of an antenna is measured with and without a dielectric target
with a dielectric constant of 2.1. Another measurement is conducted to
measure the transmission response between two antennas with a center-to-
center distance of 10 cm. Those responses, along with the minimum signal
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Fig. 3.6: (Top) The MWT setup for data collection, (bottom) the comparison of the return loss
for different scenarios including from the media, and the targets inside it.

level, are plotted in Fig. 3.6. From Fig. 3.6, it is evident that the reflected
signal (|𝑆11|) is 30 dB stronger than the transmitted signal between two
antennas (|𝑆31|) in the scenario which the reflection response of an antenna
is measured with and without a dielectric target with a dielectric constant of
2.1. By subtracting the responses with and without the target, the response
of the target can be obtained in both reflection and transmission modes,
which is approximately 30 dB stronger than the noise signal. To illustrate
the differences, Fig. 3.7 shows the SNR for three scenarios. It should be
mentioned, that those peaks in Fig. 3.7 are associated with the minimum in
the measured noise. The received signal with and without any target in the
media is around 75 dB, and the SNR of the target is approximately 35 dB.
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Fig. 3.7: SNR for the different scenarios.

3.1.4 CST Simulations

To assess the similarity between the measured and simulated scenarios
in CST, the return loss in dB of a single antenna in free space is compared. As
depicted in Fig. 3.8, the measured and simulated return losses exhibit good
agreement within the X-band frequency range. Nevertheless, some differ-
ences become noticeable at higher frequencies. It’s worth noting, however,
that for the subsequent image reconstruction process, there won’t be a direct
comparison between the simulation and measurement data. Consequently,
these differences hold no significance. In essence, the imaging algorithm
relies on variations in the received scattered field relative to the other anten-
nas in the same setup. Additionally, Fig. 3.9 displays the return loss of the
antenna 4 (center antenna) for various dielectric constants in a spherical
shape with a radius of 1.5 cm, highlighting the sensitivity of the measured
data to changes in the dielectric constant. The different amounts of water are
added to a foam sphere with the radius of 1.5 cm to create varying dielectric
constants, and a dielectric characterization process is conducted to map the
values to moisture content.

3.1.5 Dielectric characterization

In the dielectric characterization, a small cylinder of the foam is charac-
terized as a cavity perturbation. It is used to obtain the complex dielectric
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value for different levels of moisture content. The developed dielectric mea-
surement system is shown in Fig. 2. The foam sample is located in a quartz
tube to have a stable position inside the cavity. Both sides of the cavity are
terminated to a small iris of 10mm width. It has the same height as the
WR340 waveguides [38]. The moisture content is calculated on a wet basis
using the equation

𝑀% =
𝑊𝑚 −𝑊𝑑

𝑊𝑚
× 100 (3.2)

where𝑀 is the moisture percentage,𝑊𝑚 is the weight of the foam sample
after adding the water, and𝑊𝑑 is the weight of the dry sample. A mapping
between the dielectric constant and the wet-basis moisture levels, measured
by the cavity-perturbation method as well as transmission line technique
[124] at 2.45GHz is given in Table 3.1. For this characterization, the poly-
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Fig. 3.8: Comparison between the simulated and measured return loss in dB of WR90 antenna.
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Fig. 3.9: Measured of the scattering response (in dB) in X-band of antenna 4 (middle antenna)
for different moisture contents in the spherical wet-spot of radius 1.5 cm. 𝑆𝑡𝑜𝑡 and
𝑆𝑑𝑟𝑦 indicate the scattering response in the presence of the target and without targets,
respectively.
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Fig. 3.10: Dielectric characterization of the polymer foam using cavity-perturbation method
[124].

Table 3.1: Dielectric constant of the foam with different moisture contents M𝑤% on wet-basis.

M𝑤% 0 30 36
𝜀𝑟 1.16-𝑗0.01 1.69-𝑗0.1 1.87-𝑗0.12

mer foam density is 23 𝑘𝑔
𝑚3 . Later, this characterization will be used for

experimental studies.

Figure 2 displays another MWT setup where the media (Polymer foam)
is encompassed by antennas. This specific configuration will be utilized
in Chapter 5 for the Bayesian inversion framework. Twelve antennas are
positioned, with six at the top and six at the bottom of the foam, spaced
identically to the previous setup. In this configuration, both reflection and
transmission data are required for accurate implementation of the Bayesian
inversion framework. Although the number of antennas has increased,
the MUDT algorithm, in conjunction with the proposed algorithm, can
effectively reconstruct the target shape within the ROI.
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3 Experimental Setup

Fig. 3.11: MWT experimental setup. The MWT system consists of X-band open-ended wave-
guide antennas as sensors. Tag 1. The alignments of the top and bottom antennas
are shown in the bottom left by the green arrow, and the portion of the metal plate
is removed to enable wave propagation between the top and bottom antennas. The
polymer foam is shown by number Tag 2 and surrounded by absorbers, as shown by
number Tag 3. The measurement DAQ setup consists of the solid switch and VNA
that are denoted by number Tags 4 and 5, respectively. The location plane of the test
target is shown in right by white dash lines.
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4 Multistatic Uniform Diffraction
Tomography & Time-Reversal
Microwave Imaging

In this section, the proposed microwave imaging methods, i.e., MUDT
and TRI-DORT, are studied numerically and experimentally. In the begin-
ning, the results of the MUDT for the different scenarios are shown and
compared with the UDT approach. The element differences between the
two approaches are discussed. Later the results of MUDT for media with
different layers and different target(s) positions are presented. Then, the
performance of the proposed technique under some non-ideal conditions,
i.e., when i) if the surface of the media is a random rough and ii) if the
inhomogeneities surround the targets are investigated. It is shown how the
surface fluctuations can impact the reconstructed images in both imaging
algorithms. In the following, the effect of the number of antennas and the
number of frequencies on the reconstructed images are investigated.
It is shown when the contrast between two adjacent layers is high, that the
MUDT is not be capable of locating the targets in the media, and the results
are erroneous. The results of the TR-DORT approach are presented. It is
shown that this approach will be capable of correctly locating the targets
in the high-contrast media. Finally, experimental results of the TR-DORT
method are presented.

4.1 Multistatic Uniform Diffraction Tomography

4.1.1 Numerical setup

To generate the synthetic data from the microwave imaging setup repre-
sented in Fig. 3.1, the 3D time-domain solver of the commercial software
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4 Multistatic Uniform Diffraction Tomography & Time-Reversal Microwave Imaging

CST Studio Suite is used. The data are generated in the X-band (8GHz-
12GHz) with a frequency step of 5MHz. The multistatic antenna array,
including 7WR90 antennas is fixed and located on the top of the media. The
center-to-center distance between two adjacent elements is 5 cm, and the
distance between the antennas to the top of the first layer is 12 cm.
The open boundary condition is chosen to truncate the medium as an infi-
nite free space to simulate the imaging scenario using the 3D CST. It should
be mentioned that in the previous chapter, the equations were obtained for
the electromagnetic field. However, usually, the S-parameters are measured.
Hence, it is necessary to convert the scattering parameters to the electromag-
netic field. In this process, two antennas are located in front of each other
with the distance of 𝑅, and the transmission coefficient 𝑆21 is stored. Then,
using the equation (4.1), the scattered electric fields from the simulation
and the experiment are calculated

𝐸⃗𝑠𝑐𝑡 = 𝑗𝜔𝜇0
𝑆𝑙𝑠𝑡𝑜𝑡 − 𝑆𝑙𝑠𝑓𝑟𝑒𝑒

𝑆21
𝑒−𝑗𝑘𝑅
4𝜋𝑅 , (4.1)

𝑆𝑙𝑠𝑡𝑜𝑡 and 𝑆𝑙𝑠𝑓𝑟𝑒𝑒 are the measured scattered parameters with and without
the target in the medium. The equation (4.1) is derived using the far-field
assumption.

4.1.2 Numerical imaging results: three layered media

While recording the scattered field using the multistatic antenna array,
it’s important to acknowledge the influence of the multilayered media on
the received signal. In fact, the signal received from the media often predom-
inates over that from the target. Without mitigating this undesired effect,
the reconstructed image may contain not only the target’s images but also
artifacts from the layered media.
One effective approach to remove the influence of the multilayered media is
to acquire scattered field data in the absence of any targets within the media.
Subsequently, this received scattered field, encompassing both the media
and target contributions, can be subtracted from the received scattered field
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originating solely from the media. This technique, known as ’background
subtraction,’ is applied prior to initiating any image reconstruction processes.
The imaging scenario from a media with three layers is shown in Fig. 4.1.
The multistatic array is placed at a distance of 16 cm from the top of the
second layer with a thickness of 8 cm. The third layer is a semi-infinite free
space. The dielectric constant of the second layer is 𝜀𝑟,2 = 1.16, and the
dielectric constant of the target is 𝜀𝑟 = 2. The reconstructed image using
the UDT approach without applying the background subtraction and elim-
inating the effect of the multilayered media is shown in Fig. 4.2. As can
be seen from this figure, the reflection from the background media is more
predominant than the dielectric target inside it, and only the interfaces of the
media are reconstructed. This is due to the change in the dielectric constant
between the air-dielectric interface and the dielectric-air interface, which
creates the scattered EM field. Hence, it is evident that without removing
the effect of the background media, the target can not be detected.
Imaging aims to locate the position of the target in the plane after extracting
the effect of the background media. From Fig. 4.3 (top), it is expected to see
only one peak value in the second layer. As can be seen from Fig. 4.3 (top),
strong aliasing effects are observed in UDT as marked by regions 1 and 2.
This aliasing effect occurred since the antennas are not positioned in close

Fig. 4.1: One dielectric target with the dielectric constant of 𝜀 = 2 in three layered media. The
thickness of the second layer is 8 cm, and the distance of the antenna to the second
layer is 16 cm.
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Fig. 4.2: UDT imaging results without extracting the effect of the background media for one
dielectric target. The black lines are the location of the target sphere, and the white
dashed lines show the background media’s interfaces. The color scale is linear and
normalized to the peak intensity [125].

vicinity of each other, so the Nyquist criteria could not be met in the UDT
approach remember, in Eq. (2.45), the Fourier transform of the received
scattered fields was used for the image reconstruction).
To diminish the aliasing effect, one can set the antennas close to each
other. In other words, reducing the center-to-center distance between the
elements of the array and increasing the number of the antenna is a fixed
aperture length. Nonetheless, this might not always be possible due to the
array configuration or antenna characteristics. Utilizing the multistatic ar-
ray compared to the monostatic one addresses this issue more conveniently.
Since, in themultistatic case, more of the scattered field is measured which is
equivalent to having more spatial sampling points in a fixed aperture length
with an equal or less number of antenna. It can be assumed that the Nyquist
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Fig. 4.3: Reconstruction of one dielectric target with UDT (top) and MUDT (middle) where the
true location is marked by a black circle. The bottom figure shows the comparison of
UDT andMUDTwith the true case for the object function values located at -15 cm≤ 𝑦 ≤
15 cm for z=20 cm [125].

sampling rate criteria are satisfactorily met in this case. As can be seen from
Fig. 4.3 (middle), those strong aliasing effects have disappeared, and there
is only one peak in the reconstructed image of layer two (as can be clearly
seen in Fig. 4.3(bottom)). It has to be mentioned that a slight artifact can be
seen between the target and the bottom interface of the dielectric layer. The
artifact is due to the multiple scattering between the target and the bottom
interface. This multiple scattering has been ignored during the formulation
of the problem since the Born approximation is employed. However, taking
into account the multiple scattering would make the formulation complex.
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A closed form of the objective function cannot be achieved accordingly.
The consequences of themultistatic case rather than themonostatic one can
be seen better in the subsequent scenarios. Scenarios where two and three
targets exist in the second layer, respectively, are considered. The location
of the targets is shown in Fig. 4.5 (left) and Fig. 4.5 (right), respectively.
The dielectric constant of the second layer is the same as in the previous
case. The targets are located at (0 cm, 20 cm, 0 cm), (0 cm, 20 cm, 10 cm)
for two target scenarios. For the three targets scenario, the position of the
targets is the same as before, and the position of the third target is (0 cm,
19 cm, 12 cm). The other parameters are the same as in the previous case.
In both cases, since there is multiple scattering between the targets, the
scattered fields propagate in different directions. In the monostatic case,
the antenna array is not able to distinguish these scattered fields from each
other. It leads to the displacement and distortion of the reconstructed image.
Reconstructed images with the UDT approach are illustrated in Fig. 4.5 (top)
and Fig. 4.6 (top) for two and three target scenarios, respectively. It can be
easily seen, that the location of the targets is shifted, and the UDT approach,
when the number of targets increases, will not be able to reconstruct the
position of the targets at all. However, in the MUDT approach, the scattered
fields are more discernible. The antenna array would be able to recognize
each target separately. Fig. 4.5 (middle) and Fig. 4.6 (middle) represent
this effect. Further, the object function at z=0 cm for UDT and MUDT are
plotted in Fig. 4.5 (bottom) and Fig. 4.6 (bottom) reconstruction differences

Fig. 4.4: (Left) Two, and (Right) Three dielectric targets with the dielectric constant of 𝜀𝑟,1 = 2
in three layered media. The thickness of the second layer is 8 cm, and the distance of
the antenna to the second layer is 16 cm.
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Fig. 4.5: Reconstruction of two targets with UDT (top) and MUDT (middle). The bottom figure
shows the comparison of UDT and MUDT with the true case for the object function
values located at -15 cm≤ 𝑦 ≤ 15 cm for (left) z=0 cm.

can be better observed.
To quantitatively evaluate the accuracy of the reconstruction, the true and the
reconstructed normalized object function by using root mean square error
(RMSE) and resemblance coefficient (RC) performance metrics is compared.
The RC parameter is calculated using (4.2) where𝑂Rec = 𝑂Rec−

⟨
𝑂Rec

⟩
, and

𝑂True = 𝑂True −
⟨
𝑂True

⟩
. Where 𝑂Rec is the reconstructed profile,

⟨
𝑂Rec

⟩
is
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Fig. 4.6: Reconstruction of three targets with UDT (top) and MUDT (middle). The bottom
figure shows the comparison of UDT and MUDT with the true case for the object
function values located at -15 cm≤ 𝑦 ≤ 15 cm for z=19.9 cm.

the average value of 𝑂Rec, 𝑂True is the true profile of the media, and
⟨
𝑂True

⟩

is the average value of the true profile.

RC𝑂 =
∫ ∫

Ωfoam

𝑂Rec 𝑂True𝑑𝑦𝑑𝑧

√
∫ ∫

Ωfoam

(𝑂Rec)2𝑑𝑦𝑑𝑧
√
∫ ∫

Ωfoam

(𝑂True)2𝑑𝑦𝑑𝑧
. (4.2)

⟨⋅⟩ is the mean operator. For the RC, its values vary between 0 and 100%.
As it gets closer to 100%, the reconstructed image is closer to the actual
one. The RC and RMSE are calculated separately for the UDT and MUDT
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Table 4.1: Comparison between UDT and MUDT algorithm.

Number of Targets One Two Three
Method UDT MUDT UDT MUDT UDT MUDT
RMSE (%) 35.45 18.7 41.62 22.97 43.45 27.55
RC (%) 35.2 56.27 35 57.25 14.83 51.49

imaging algorithms. As can be seen from Table 4.14, the performance of
the MUDT is clearly better than for UDT. The performance of the UDT by
increasing the number of targets varies and decreases significantly. However,
theMUDT imaging algorithm almost represents a consistent and satisfactory
performance.

4.1.3 Experimental results: three layered media

In the first experiment, a moisture wet-spot is inserted in the polymer
foam. To create the wet-spot moisture target, a spherical foam of diameter
of 2.5 ± 0.1 cm and with 36% wet-basis moisture level (𝜀𝑟 ≈ 1.87 − 𝑗0.12) is
chosen. An approximate location of the target inside the foam is centered
at (x=0 cm, y=-3.5 cm, z=14.6 cm). Then, the background subtraction is
applied to extract the scattered field inside the polymer foam. The effect of
the background media is removed. It should be mentioned, in the exper-
imental scenario, the array is placed at 12 cm from the top of the second
layer to increase the SNR without losing the generality of the method. The
reconstruction based on UDT is depicted in Fig. 4.7 (top). As supported
by the theoretical studies and simulation, in this case, the location of the
target is reconstructed, but, a strong aliasing effect is observed. However,
MUDT correctly reconstructs the position and provides a negligible shadow
image in Fig. 4.7 (bottom). Even though using the MUDT, in addition to
eliminating the aliasing effect, the spatial resolution is also increased.

In the second experiment, two PTFE Teflon spheres with a radius of
1.2 cm and dielectric constant 𝜀𝑟,Tef = 2.1 are used as the test targets. Both
are placed inside the foam with their centers located at (x=0 cm, y=-2 cm,
z=15.8 cm) and, (x=0 cm, y=-8 cm, z=15.8 cm). Background subtraction is

61



4 Multistatic Uniform Diffraction Tomography & Time-Reversal Microwave Imaging

−15.0 −7.5 0.0 7.5 15.0

y(cm)

19.6

15.8

12

z(
cm

)

1 2

UDT

−15.0 −7.5 0.0 7.5 15.0

y(cm)

19.6

15.8

12

z(
cm

)

MUDT

0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 4.7: Reconstruction of one dielectric target with UDT (top) and MUDT (bottom). Two
aliasing effects are marked by regions 1 and 2.

Table 4.2: Comparison between UDT and MUDT algorithm.

Number of Targets One Two
Method UDT MUDT UDT MUDT
RMSE (%) 32.71 19.83 44.9 28.91
RC (%) 34.91 50.6 3.86 56

applied to extract the scattering field due to the scatterer inside the polymer
foam. The reconstruction based on UDT is depicted in Fig. 4.8 (top). The
expected aliasing effect and a heavy distortion are observed, and UDT fails
to reconstruct the targets in the imaging domain. However, MUDT correctly
reconstructs the position and provides a negligible shadow image in Fig.
4.8 (bottom). As can be observed, using the MUDT, the estimated position,
and shape of the targets are close to the true case, and different targets are
resolved.
Separate calculations for the RC and RMSE are performed on both the UDT
and MUDT imaging algorithms. Table 4.2 indicates that the MUDT outper-
forms the UDT, with a clear advantage in performance. The effectiveness of
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Fig. 4.8: Reconstruction of two dielectric targets with UDT (top) and MUDT (bottom). The true
location of the targets is shown with a black circle.

the UDT varies and becomes notably compromised with an increasing num-
ber of targets. In contrast, the MUDT consistently demonstrates satisfactory
performance in the imaging algorithm.

4.1.4 Numerical imaging results: four and five layered
media

In some applications, the number of layers might be higher than four or
five. Here, microwave imaging using the MUDT approach for four and five
layers media and comparing the results with the UDT approach is investi-
gated. Figure 4.9 shows a setup with four layers assuming relative dielectric
constants of 𝜀𝑟,2 = 1.16, 𝜀𝑟,3 = 2.1. The dielectric layers have thicknesses of
8 cm, 1 cm along the z-axis respectively. The diameter of the two targets is
1 cm, and the center-to-center distance is 7.5 cm.
The imaging results based on UDT are presented in Fig. 4.10 (left). White
dash lines are the locations of the interfaces, and black dash circles are the
true locations of targets. As predicted in the last section, the UDT method
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will lead to a strong aliasing effect. In this case, in addition to an aliasing
effect in layer 3, another aliasing effect in layer 4 can be observed. It should
be noted in comparison to the three layers case when two targets had been
located inside the second layer, an additional reflection from the bottom
dielectric layer decreases the performance of the UDT method. As it has
been assumed, there is no reflected electromagnetic field from the bottom
layer. However, compared to Fig. 4.10 (right), the target location is accu-
rately reconstructed using the MUDT algorithm. There is no aliasing effect
in any dielectric layers as well as any distortion or displacement. However,
as stated before, due to the multiple reflections between the targets and the
bottom interface (layer 3 and layer 4), two artifacts in layer 4 can be observed.

In the next scenario, as shown in Fig. 4.11, a five layers layered media
with relative dielectric constants 𝜀𝑟,2 = 1.16, 𝜀𝑟,3 = 2.1, 𝜀𝑟,4 = 1 is assumed.
The dielectric layers have thicknesses of 8 cm, 2 cm, 3 cm along the z-axis
respectively. The diameter of the two targets is 1 cm, and the center-to-center
distance is 10 cm.
The imaging result based on UDT is presented in Fig. 4.12 (left). White
dash lines are the locations of interfaces, and black dash circles are the true

Fig. 4.9: Two dielectric targets with the center to center distance of 7.5 cm, and the dielectric
constant of 𝜀𝑟 = 2 in four layered media. The thickness of layer 2 and layer 3 are 8 cm,
and 1 cm, respectively. The distance of the antenna to layer 2 is 16 cm.
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Fig. 4.10: Reconstruction of two dielectric targets with UDT (left) and MUDT (right) for the
four layered media. The interfaces are marked with white dashed lines.

locations of targets. The UDT method will lead to an aliasing effect. One
aliasing effect can be seen on the left, and the other aliasing effect is on the
right side of Fig. 4.12. As can be seen from Fig. 4.12, the reconstructed image
of the targets is stretched along the y-direction. In other words, the center
of the two targets is 1 cm shifted to the left. As shown in Fig. 4.12 (right),
there is no aliasing effect in any dielectric layers as well as any distortion or
displacement. Moreover, both targets have not stretched, and only a slight
shift to the left can be observed for the right target.

In the next scenario, as shown in Fig. 4.13, two dielectric targets are
located at the interfaces. One dielectric target with a diameter of 1 cm is
located at the interface 2 and the other dielectric target with a diameter
of 1 cm is positioned at the interface 3. It implies that a part of the target
is placed in one layer, and the remaining part is placed in the other layer.
The relative dielectric constants are 𝜀𝑟,2 = 1.16, 𝜀𝑟,3 = 2.1, and the dielectric
layers have thicknesses of 8 cm, 2 cm along z-axis respectively.
Fig. 4.14 (left) shows the imaging results obtained using UDT. The white
dashed lines indicate the locations of interfaces, and the black dashed circles
represent the true locations of targets. The reconstructed image using UDT
reveals that the target placed at the 2th interface is split into two different
targets, one in layer 2 and another in layer 4. Additionally, the location
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Fig. 4.11: Two dielectric targets with the center to center distance of 10 cm, and the dielectric
constant of 𝜀𝑟 = 2 in five layered media. The thickness of layer 2, layer 3, and layer 4
are 8 cm, 2 cm, 3 cm respectively. The distance of the antenna to the second layer is
16 cm.
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Fig. 4.12: Reconstruction of two dielectric targets with UDT (left) and MUDT (right) for the
five layered media. The interfaces are marked with white dashed lines.
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Fig. 4.13: Two dielectric targets with the dielectric constant of 𝜀𝑟 = 2 are positioned at the
second and third interfaces. The thickness of the second and third layers are 8 cm,
2 cm, respectively. The distance of the antenna to the second layer is 16 cm.

Table 4.3: Comparison between UDT and MUDT algorithm.

Scenario 4 Layers 5 Layers 4 Layers in Boundary
Method UDT MUDT UDT MUDT UDT MUDT
RMSE (%) 35.45 18.7 11.78 8.41 17.49 10.16
RC (%) 35.2 0.5627 37.45 49.15 26.78 44.56

of the other target at interface 3 is not accurately reconstructed, showing
mainly a target in layer 3. A stretch in the shape of the targets is also visible.
In contrast, Fig. 4.14 (right) shows that the MUDT algorithm accurately
reconstructs the location of the target while maintaining a smooth and con-
tinuous reconstructed image. It is important to note that while UDT was
developed to address the amplitude discontinuity at the interfaces of adja-
cent layers using DT. It cannot reconstruct the position of embedded targets
at boundaries if there are inadequate antennas in a fixed aperture length.
This issue is resolved by applying the MUDT algorithm.
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Fig. 4.14: Reconstruction of two dielectric targets with UDT (left) and MUDT (right) for the
five layered media when targets are located at the interfaces of two adjacent layers.
The interfaces are marked with white dashed lines.

4.1.5 Experimental results: four layered media

To show the performance of the UDT and MUDT imaging algorithms
in layered media, a PTFE dielectric slab with a thickness of 1 cm is placed
under the polymer foam. A PTFE dielectric slab with a diameter of 2.4 cm is
positioned at (0 cm, 2 cm, 16 cm) and inside the layer 2.
Reconstructed images using UDT and MUDT are depicted in Fig. 4.15. In
this case, UDT represents completely erroneous images as shown in Fig.
4.15 (Left). As can be seen in the reconstructed image, where two additional
areas are visible, as indicated by white circle dash lines. Those areas are
a consequence of the aliasing effect, which is expected due to the failure
to meet the Nyquist criteria in the UDT algorithm. However, the MUDT
algorithm addresses this issue, as shown in Fig. 4.15 (right), where the
location of the dielectric target is accurately reconstructed, and an aliasing-
free image is obtained. It is worth noting that the presence of the dielectric
slab under layer 2 increases the aliasing effect compared to the three layer
scenario without a dielectric slab (See Fig. 4.7). This is due to the scattered
field of the dielectric slab, which negatively impacts the performance of
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Fig. 4.15: Reconstruction of two dielectric targets with UDT (top) and MUDT (bottom) for the
four layered media. The interfaces are marked with white dashed lines.

the UDT algorithm. Table 4.4 includes the RC and RMSE values, which
reveal that the UDT is affected by a severe aliasing effect, resulting in low
RC and higher RMSE values.
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Table 4.4: Comparison between UDT and MUDT algorithm.

Scenario 4 Layers, Experiment
Method UDT MUDT
RMSE (%) 39.4 20
RC (%) 6.41 41.95

4.2 Random Rough Surfaces

So far, the multilayered media with a planar surface is considered for
target detection. However, it can be observed in many practical applications
like GPR and TWRI that themultilayermedia can also have some fluctuation
on the surface. In order to investigate the performance of the MUDT when
the surface contains some roughness, amediawith a randomly rough surface
at the top interface is considered and modeled according to [126]

𝑧(𝑦) =
𝑀∑

𝑚=−𝑀
𝑚−𝛽G𝑚 cos

(
2𝜋𝑚𝑦 + 𝑈𝑚

)
(4.3)

Here, 𝑚 is the integer number representing the spatial frequency and 𝛽
denotes the spectral exponent, G𝑚 is sampled as G𝑚 ∼ N(𝜇, 𝜎) with mean 𝜇
and standard deviation 𝜎, and 𝑈𝑚 ∼ U(0, 2𝜋) is sampled as 𝑈𝑚 ∼ U(0, 2𝜋).
The terms N, U denote Gaussian and uniform distribution, respectively.

In Fig. 4.16, for one sample frequency, i.e., 8GHz the real and imag-
inary parts of the electric field of FEM of COMSOL and asymptotic fields
(calculated using SPA) are compared [91] for a three layer dielectric me-
dia with two different degrees of roughness. It’s important to clarify that
the term "asymptotic" denotes the electric field of a random rough surface
medium, with the calculation not taking its roughness into account. Here,
the asymptotic fields of the three layer media with the rough surface for the
first interface are estimated using the SPA under the assumption of 𝜎 = 0
and 𝛽 = 0. It is observed that under the amplitude of a moderate random
rough surface, the scattered fields received by the antennas slightly change
if compared to the normal scenarios when the root mean square height
= 0. Hence, the average distance from each antenna to the top surface of
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Fig. 4.16: Top figure shows the top surface of the foam with considered roughness and its
mean height. Asymptotic real (middle) and imaginary (bottom) of the electric fields
compared with the FEM results of a rough surface with an 𝜎 of 0.15 and 0.3.

the foam is considered, i.e, ℎ = ⟨ℎ𝑖⟩, 𝑖 = 1, 2,⋯𝑁, where ⟨⋅⟩ is the mean
operator. Based on this, the Green’s function of the multilayered media
with a smooth interface might be approximated as Green’s function of the
multilayered media with a fluctuating interface.
To evaluate the performance of the MUDT, a target with a dielectric con-
stant of 𝜀 = (1.69 − 𝑗0.1) and radius of 1 cm at the position (0 cm, 0 cm) is
considered inside the foam with a dielectric constant of 1.16 − 𝑗0.01 and a
moderately rough surface with the following parameters: 𝜇 = 0, 𝜎 = 0.15,
and 𝛽 = 0.8. The reconstructed image using the MUDT algorithm is de-
picted in Fig. 4.17. As can be seen, the position of the target is visible. But,
compared to the multilayer with a smooth surface, the shadow images are
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Fig. 4.17: Reconstruction of one wet-spot moisture case with UDT (top) and MUDT (middle)
for the random rough surface with 𝜇 = 0, 𝜎 = 0.15, and 𝛽 = 0.8. The bottom figure
shows the comparison of UDT and MUDT with the true case for the object function
values located at -15 cm≤ 𝑦 ≤15 cm for z=0 cm.

more prominent. This is due to the multiple scattering between the rough
surface and the bottom of the layer that is not taken into account by Green’s
function. Furthermore, with increasing the roughness of the top interface,
the electromagnetic fields inside the layer can not be fully estimated by the
current asymptotic expression. It can lead to more strong shadow images in
the reconstruction.
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Fig. 4.18: The layered media with various degrees of roughness.

4.2.1 Effect of the roughness

In order to determine the impact of the roughness in the reconstructed
image, the roughness has been gradually increased by changing the parame-
ter 𝛽. By reducing this parameter, the roughness of the media will vary and
increase. The surfaces with various degrees of roughness can be seen in Fig.
4.18. As can be observed, by decreasing the parameter 𝛽, more fluctuations
around the interface exist. The 𝑓𝑙max is defined as the maximum fluctua-
tions of the interface for further analyses. The value of 𝑓𝑙𝑚𝑎𝑥 as a ratio of
the center wavelength for different beta is shown in Table 3.3.
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Table 4.5: 𝑓𝑙𝑚𝑎𝑥 value as a ratio of center wavelength.

𝛽 = 1 𝛽 = 0.9 𝛽 = 0.8 𝛽 = 0.7 𝛽 = 0.6 𝛽 = 0.5
𝑓𝑙𝑚𝑎𝑥
𝜆𝑐

0.1 0.13 0.2 0.27 0.37 0.5

Table 4.6: RMSE error values for for different 𝑓𝑙𝑚𝑎𝑥 in Fig. 4.19

𝛽 = 1 𝛽 = 0.9 𝛽 = 0.8 𝛽 = 0.7 𝛽 = 0.6 𝛽 = 0.5
UDT 31.79 33 33.42 34.03 34.9 35.86
MUDT 17.02 17.48 17.61 17.83 18.14 18.5

Consider a random rough surface medium as shown in 4.18. The dielectric
constant of the medium is 1.16, and the antenna array is positioned at 12 cm
from the top interface. One dielectric target with a radius of 1 cm and a
dielectric constant of 2.5 is located at the center of the medium, i.e, (0 cm,
0 cm). Reconstructed images usingMUDT and UDT algorithms are depicted
in the left and right columns of Fig. 4.19, respectively. From the left column,
it can be understood by increasing the roughness of the medium, MUDT
truly reconstructs the location of the target. However, in reconstructed im-
ages using UDT, a strong aliasing effect can be seen in all cases. Furthermore,
another aliasing effect at the corners starts appearing when 𝑓𝑙𝑚𝑎𝑥 = 0.13𝜆𝑐
and becomes more seeable when the roughness increases. To demonstrate
this effect, RMSE values and correlation values for both MUDT and UDT
are provided in tables 4.6 and 4.7, respectively.
The RMSE value and the correlation parameter for the different scenarios
are calculated and shown in Table 4.6 and 4.7, respectively. By increasing the
aliasing effect, the RMSE values increase accordingly, and the correlation
between the reconstructed image using UDT and the real scenario decreases
gradually. These two parameters have the same behavior with the slower
slope in the MUDT algorithms due to the slight increase of the shadow
images. It can be concluded that when the dielectric constant of the media
is small, the interface fluctuations do not lead to a significant effect on the
reconstructed images by the MUDT algorithm.
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Fig. 4.19: Reconstruction of one dielectric target in a three layered media with various degrees
of the roughness of the top interface withMUDT (left) and UDT (right). The dielectric
constant of the background layer is 𝜀𝑟,1 = 1.16, and the dielectric constant of the
target is 𝜀𝑟 = 2.

Table 4.7: RC values for for different 𝑓𝑙𝑚𝑎𝑥 in Fig. 4.19

𝛽 = 1 𝛽 = 0.9 𝛽 = 0.8 𝛽 = 0.7 𝛽 = 0.6 𝛽 = 0.5
UDT 36.43 35.06 34.57 33.78 32.81 31.72
MUDT 59.35 58.4 58.16 57.75 57.02 56.31
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Table 4.8: RMSE error values for compared analytical model and FEM in Fig. 4.20.

𝛽 = 1 𝛽 = 0.9 𝛽 = 0.8 𝛽 = 0.7 𝛽 = 0.6 𝛽 = 0.5
UDT 33.19 34.5 33.69 33.5 33.18 34.86
MUDT 17.15 17.8 18.81 20.52 22.96 28.14

Table 4.9: RC values for for different 𝑓𝑙𝑚𝑎𝑥 in Fig. 4.20.

𝛽 = 1 𝛽 = 0.9 𝛽 = 0.8 𝛽 = 0.7 𝛽 = 0.6 𝛽 = 0.5
UDT 30.88 29.61 25.59 20.32 12.32 6
MUDT 56 54.21 51.9 47.59 42.2 33.12

4.2.2 Increasing the dielectric constant of the media

In the next set of scenarios, the dielectric constant of the random rough
surface dielectric layer has been increased to 𝜀 = 2. The other parameters
are identical to the previous scenario.
Reconstructed images using the MUDT are presented in Fig. 4.20, left col-
umns. The location of the targets in all scenarios is truly obtained. However,
a light shadow image between the target and bottom interface is visible
compared to the previous scenario. Next, by increasing the roughness,
almost moderate shadow images initiate appearing, especially when the
fluctuations are greater than 𝑓𝑙𝑚𝑎𝑥 = 0.37𝜆𝑐. However, reconstructed im-
ages utilizing the UDT algorithm are diminished compared to the previous
scenario shown in Fig. 4.20. In this case, even when the 𝑓𝑙𝑚𝑎𝑥 = 0.1𝜆𝑐
(which means the interface almost has no fluctuation), the correlation is
lower than the 𝑓𝑙𝑚𝑎𝑥 = 0.5𝜆𝑐 in Fig. 4.19. This implies that by increasing
the dielectric constant of the background medium, the imaging algorithm
becomes more sensitive to the fluctuation of the interface. With further
increasing fluctuation, the reconstruction with the UDT fails to estimate the
location of the target, and the results will be erroneous.

Analogous to the previous scenario, the RMS error, and RC of the
reconstructed images are represented in Tables 4.8 and 4.9, respectively. As
it can be perceived from table 4.8, by increasing the roughness, the RMS
error increases as well. However, when 𝑓𝑙𝑚𝑎𝑥 exceeds 0.37𝜆𝑐, the UDT fails,
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Fig. 4.20: Reconstruction of one dielectric target in three layered media with various degrees of
the roughness of the top interface with MUDT (left) and UDT (right). The dielectric
constant of the background layer is 𝜀𝑟,1 = 2, and the dielectric constant of the target
is 𝜀𝑟 = 1.7.
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and the RMS error is not showing any relevant number. The RC represents
lower values for almost all cases compared to the previous scenario, as
shown in table 4.9. For example, a medium with a dielectric constant of
1.16 and 𝑓𝑙𝑚𝑎𝑥 = 0.5𝜆𝑐 has a bigger RC than a medium with a dielectric
constant of 2 and 𝑓𝑙𝑚𝑎𝑥 = 0.1𝜆𝑐 which clearly indicate the impact of the
dielectric constant of the background medium to the reconstructed images
under roughness condition.
It can be concluded if one interface possesses roughness and the other one
is smooth, the MUDT algorithm is capable of finding the position of the
target(s). However, it should be noted if the roughness increases, shadow
images emerge and become dominant in UDT-reconstructed images, leading
to erroneous reconstructed images.

4.2.3 Multilayer random rough-surface media

In the next set of scenarios, in addition to the top interface, the bottom
interface is also a random rough surface. Reconstructed images using the
MUDT are presented in Fig. 4.21, left columns. The location of the targets in
all scenarios is truly obtained. However, compared to the previous scenario,
a light shadow image between the target and bottom interface is visible.
Next, by increasing the roughness, almost moderate shadow images appear,
especially when the fluctuations are greater than 𝑓𝑙𝑚𝑎𝑥 = 0.37𝜆𝑐. However,
reconstructed images utilizing the UDT algorithm are diminished compared
to the previous scenario shown in Fig. 4.20. In this case, even when the
𝑓𝑙𝑚𝑎𝑥 = 0.1𝜆𝑐 (which means the interface almost has no fluctuation), the
correlation is lower than the 𝑓𝑙𝑚𝑎𝑥 = 0.5𝜆𝑐 in Fig. 4.19. This implies by
increasing the dielectric constant of the background medium, the imaging
algorithm becomes more sensitive to the fluctuation of the interface. With
further increasing fluctuation, the reconstruction with the UDT fails to esti-
mate the location of the target, and the results will be erroneous.
The RMS error and RC of the reconstructed images are represented in Tables
4.10 and 4.11, respectively. As it can be perceived from Table 4.10, by in-
creasing the roughness, RMS error increases as well. However, when 𝑓𝑙𝑚𝑎𝑥
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Table 4.10: RMSE error values for compared analytical model and FEM in Fig. 4.21.

𝛽 = 1 𝛽 = 0.9 𝛽 = 0.8 𝛽 = 0.7 𝛽 = 0.6 𝛽 = 0.5
UDT 32.51 34.64 34.31 32.99 35.29 35.19
MUDT 17.6 18.32 18.91 20.24 23.02 28.36

Table 4.11: RC values for for different 𝑓𝑙𝑚𝑎𝑥 in Fig. 4.21.

𝛽 = 1 𝛽 = 0.9 𝛽 = 0.8 𝛽 = 0.7 𝛽 = 0.6 𝛽 = 0.5
UDT 32.47 29.75 27.25 22.7 14.11 4.75
MUDT 54.73 53.17 51.65 48.41 41.76 31.91

exceeds 0.37𝜆𝑐, the UDT fails, and the RMS error is not showing any relevant
number. The RC represents lower values for almost all cases compared to
the previous scenario, as shown in Table 4.11. It can be concluded if two
interfaces possess roughness, the MUDT algorithm is capable of finding the
position of the target(s). However, it should be noted as roughness increases,
shadow images emerges and become dominant in UDT-reconstructed im-
ages, and leads to erroneous reconstructed images.

4.3 Random Media

Consider a backgroundmedia where the dielectric constant distribution
of the medium is not constant and has random values. In other words,
target(s) are surrounded by inhomogeneities, and the dielectric constant of
the layer can be expressed as 𝜀𝑟(𝑟) = 𝜀r,n + 𝜀r,f(𝑟) where 𝜀r,f is the randomly
fluctuating part of the dielectric constant and 𝜀r,n denotes themean dielectric
constant such that the ensemble average ⟨𝜀𝑟(𝑟)⟩ = 𝜀r,n, and 𝑟 = 𝑦𝑦̂+𝑧𝑧̂ is the
spatial position. It should be noted that 𝑦̂ and 𝑧̂ are unit vectors in Cartesian
coordinates. Here, it’s assumed the average dielectric constant of the polymer
foam is known. It might be assumed that the fluctuating inhomogeneities
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Fig. 4.21: Reconstruction of one dielectric target in a three layered media with various degrees
of the roughness of the top and bottom interfaces with MUDT (left) and UDT (right).
The dielectric constant of the background layer is 𝜀𝑟,1 = 2, and the dielectric constant
of the target is 𝜀𝑟 = 1.7.
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have a zero-mean Gaussian random variable with a Gaussian correlation
function given by [89, 127]

𝐶(𝑟1, 𝑟2) = exp ( −
||𝑦1 − 𝑦2||2

𝑙2𝑦
−
||𝑧1 − 𝑧2||2

𝑙2𝑧
) (4.4)

where 𝑙𝑦 and 𝑙𝑧 are the characteristic lengths, and 𝑟1 = (𝑦1, 𝑧1) and 𝑟2 =
(𝑦2, 𝑧2). In this case, the deterministic form of the Green’s function is not
known. However, for the thin random medium, the Green’s function can
be expressed as follows [128]

⟨ ̄̄𝐺(𝑟, 𝑟𝑡)⟩ = ̄̄𝐺(0)(𝑟, 𝑟𝑡) + ∆2⟨ ̄̄𝐺(2)(𝑟, 𝑟𝑡)⟩ + ∆4⟨ ̄̄𝐺(4)(𝑟, 𝑟𝑡)⟩ +⋯ (4.5)

where ∆ = 𝜇𝜔2
√
⟨𝜀r,f(𝑟)⟩2. Under the assumption where there is a weak cor-

relation between the unknown inhomogeneities i.e., 𝐶(𝑟1, 𝑟2) ≈ 0 (the multi-
ple reflections between the fluctuating parts is ignored), the Green’s function
can be approximated by only the first term, i.e., ⟨ ̄̄𝐺(𝑟, 𝑟𝑡)⟩ ≈ ̄̄𝐺(0)(𝑟, 𝑟𝑡). A
randommedia with the Gaussian distribution with characteristic length 𝑙𝑥=
5 cm, 𝑙𝑦= 2 cm, and 𝑙𝑧= 3 cm is modeled in the CST Studio Suite using a
3D form of Eq. (4.4). In the random media model, only one dominant and
well-resolved wet spot is present in the 𝑦𝑧 plane of the antennas, and the rest
of the plane has weak fluctuations. The reconstructed images from the UDT
and MUDT are shown in Fig. 4.22. As can be seen from this figure, in the
reconstructed image using the UDT approach, there exists strong artifacts.
The location of the targets is not accurately reconstructed and stretched as
well. The reconstructed image using the MUDT approach shows a better
reconstruction with fewer artifacts images. However, an aliasing effect can
still be observed.

4.3.1 Experimental results

Three different experiments were conducted in this section to examine
the random distribution of inhomogeneities within a polymer foam. Each
experiment involved injected water with a random distribution into the
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Fig. 4.22: Reconstruction of random media containing one dominant wet spot with UDT (top)
and MUDT (bottom).

foam, with only a rough idea of its location. In the first experiment, water
was injected at the center of the polymer foam and near the surface, and
another water distribution was injected about 5 cm away from the center
of the foam and at almost the same height. The reconstructed image of the
first experiment is shown in Fig. 4.23 (top). As can be understood from this
figure, the location of the injection is reconstructed. However, it is evident,
that the injected water at the center is stronger than the one on the left
(more amount of water was added). Also, since the permittivity of the water
is high, a strong reflection at the bottom can be observed. This is due to
the multiple reflections of the water and the bottom surface of the polymer
foam. In the next experiment, another amount of water is injected into the
polymer foam, but this time to the right-hand side and in the rough location
of 7 cm. The reconstructed image of the second scenario is shown in Fig.
4.23 (middle). The presence of a target is clear in this image. However, the
water in the middle is slightly deformed in the second experiment. This is
due to the time of the measurement and the gravity. Since there was a delay
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Fig. 4.23: Reconstruction of random media containing one dominant wet spot with UDT (top)
and MUDT (bottom).

between the first and second experiments, part of the water is dragged down
due to gravity. In the third experiment, another amount of water is added
at the left side about 12 cm from the center, and close to the surface. The
reconstructed image is depicted in Fig. 4.23 (bottom).

4.4 Shape Reconstruction

4.4.1 Numerical evaluation

So far, the spherical (sphere cross-section) target is considered inside
the multilayered media. Consider a specific case where the target has a
rectangular shape. It should be noted that a rectangular shape or any target
with sharp corners will result in spatial-spectral components in the received
(constructed) scattered field. So, it can be perceived more antennas will be
needed to capture these spectral components for a successful reconstruction
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including corners or sharp changes. To demonstrate the impact of the shape
of the target, the spectral representation of the received scattered field of the
center antenna (4) (𝑆44) versus frequencies for different targets, including
one sphere (radius of 1 cm ), two spheres (radii of 1 cm), and one rectangular
(width= 2 cm, length= 12 cm), is plotted in Fig. 4.24. As can be observed
from Fig. 4.24, for one, and two spheres, the amplitude (variation) of the
received electric field in the center antenna as compared to the rectangular
targets is slow. However, for the rectangular shaped target, the variation
becomes more severe, which means sharp changes in the spatial domain.
Consider a rectangular target inside a three layered medium, as shown in
Fig. 4.25. Two sets of antenna arrays are employed differently to illuminate
the medium. In the first scenario, seven antennas with the center to center
distance of 5 cm are interrogating the medium. And in the second scenario,
fourteen antennas with the center to center distance of 2.5 cm are interro-
gating the medium. To implement the second scenario, the flange of the
antennas has been removed to make them closer to each other. As can be
understood from Fig. 4.26 (top), the target is split into two distinct sphere
targets. However, employing more antennas that provides more sampling
points can significantly increase the spatial resolution. As shown in Fig.
4.26 (bottom), the shape of the target is more convincingly reconstructed.
However, in some applications like microwave drying, the shape of the
target is different and contains some smooth transitions. Those parts of
the transition that are not electrically greater than the background will not
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Fig. 4.24: Spatial Fourier transform of the received scattered field for the center antenna (an-
tenna 4).

84



4.4 Shape Reconstruction

Fig. 4.25: (Left) Seven, and (Right) fourteen antennas are illuminating a three layered media.
A rectangular dielectric target with the dielectric constant of 𝜀𝑟 = 2 is located in the
background media.
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Fig. 4.26: Reconstructed image using MUDT algorithm with (top) 7 antennas, and (bottom) 14
antennas. Black dash lines show the true shape of the target. Black dash lines show
the true shape of the target.

generate a scattered field, so those parts cannot be reconstructed or retrieved
after the received signal is processed. On the other side, consider a dielectric
distributionwith a smooth transition where the dielectric value is electrically
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Fig. 4.27: Reconstructed image using MUDT algorithm with (top) 7 antennas, (bottom) 14
antennas for a Gaussian shape dielectric target.

greater than the background. The profile of the geometry of this smooth
transition is modeled as follows

𝑧(𝑦) =
𝛽

𝜎
√
2𝜋

𝑒−
1
2
( 𝑦−𝜇

𝜎
)2. (4.6)

where 𝜎 = 20, 𝛽 = 5, and 𝜇 = 0. Seven and fourteen antennas are employed
to reconstruct the shape of the Gaussian dielectric target embedded in the
three layered medium. The reconstructed images are represented in Fig.
4.27. As can be seen in this specific scenario, the MUDT is not capable
of reconstructing the shape of the target even by increasing the number
of antennas.

4.4.2 Experimental results

In order to demonstrate the effectiveness of the MUDT imaging algo-
rithms for reconstructing shapes, a rectangular dielectric of PTFE Teflon
with a length of 7 cm inserted into the polymer foam. The reconstructed
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Fig. 4.28: Reconstructed image using MUDT algorithm with seven antennas. Black dashed
lines show the true shape of the target.

images using MUDT are shown in Fig. 4.28, where seven open waveguide
antennas with flanges are used for the image reconstruction. However, due
to the antenna construction, it is not possible to remove the flanges and
place them closer together to test the algorithm with more antennas in a
fixed aperture length. Similar to Fig. 4.26 (top), the target is split into two
distinct spherical targets.

4.5 High-Contrast Media

During the derivation of the MUDT (or UDT) algorithm, it is assumed
that the contrast between two adjacent layers is small, so the reflected wave
is ignored. In high-contrast scenarios where the two adjacent layers have a
significant difference in dielectric constant, considering the reflected wave
is inevitable. Here, it should be emphasized that in diffraction tomography-
based algorithms, e.g., UDT [77], MUDT [93], incorporating the reflected
part will render the integral undefined, as the closed-form of the object
function cannot be evaluated by applying SPA. In other words, a stationary
phase point in Eq. 2.19 cannot be found.
Consider a scenario where a PEC plate is located behind a dielectric layer and
clung to that (layer 3). Due to the introduction of the PEC, a high variation
in the contrast between the different layers exists. In this case, the reflected
electric field from the PEC plate cannot be neglected. To display this effect,
the total electric field or Green’s function in case of a point source (𝐺(10) =
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Fig. 4.29: The real and imaginary part of the total electric field inside a three layered medium
with dimension 30 cm× 8 cm and 𝜀𝑟,1 = 1.16 for the dielectric layer at (top) 8GHz
and (bottom) 12GHz. Layer 2 is PEC.

𝐺(10)
𝑇 + 𝐺(10)

𝑅 ) is compared to the transmitted electric field (𝐺(10) ≈ 𝐺(10)
𝑇 ).

The total and transmitted electric field responses are plotted at 8GHz and
12GHz based on the finite element method (FEM) of COMSOL and the
analytical formulations computed in MATLAB R2018b. For the COMSOL
simulation, the imaging domain consists of the dielectric with a domain size
𝑦 ∈ [−25, 25], 𝑧 ∈ [16, 24]with relative dielectric constant 𝜀𝑟,1 = 1.16−𝑗0.01
backed by a PEC plate, and placed in the background domain Ω consisting
of air.
As can be seen from Fig. 4.29, in this case (unlike the scenario without the
PEC plate), the total electric field and the transmitted field do not match,
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and hence, 𝐺(10) cannot be approximated by the 𝐺(10)
𝑇 . In this case, the Eq.

(2.30) must be written as follow

𝐸sct𝑛 (𝑟𝑟, 𝑟𝑡) = 𝑘2 ∫
Ω𝑛

𝐺(𝑛0)
eb (𝑟𝑟, 𝑟′) ⋅ 𝑂𝑛(𝑟′)𝐺

(𝑛0)
eb (𝑟′, 𝑟𝑡) 𝑑𝑟′. (4.7)

By substituting the 𝐺(𝑛0) = 𝐺(𝑛0)
𝑇 + 𝐺(𝑛0)

𝑅 in the above expression it can
be obtained

𝐸sct𝑛 (𝑟𝑟, 𝑟𝑡) = 𝑘2 ∫
Ω𝑛

𝑂𝑛(𝑟′)[
(
𝐺(𝑛0)
𝑇 (𝑟𝑟, 𝑟′, 𝑘𝑦) + 𝐺(𝑛0)

𝑅 (𝑟𝑟, 𝑟′, 𝑘𝑦)
)
⋅

(
𝐺(𝑛0)
𝑇 (𝑟′, 𝑟𝑡, 𝑘′𝑦) + 𝐺(𝑛0)

𝑅 (𝑟′, 𝑟𝑡, 𝑘′𝑦)
)
]𝑑𝑟′. (4.8)

By inserting the exact expression of the Green’s function, i.e., Eq. (2.31),
the spectral model of the received scattered electric field will be obtained.
In this case, unlike Eq. (2.32), where the inner integral consists of any
expression, the inner integral is composed of four different terms. The inner
integral can be written in the same form as equation one. However, the SPA
conditions cannot be met here, in other words, 𝜙(ℎ0) ≠ 0. Consequently, in
high-contrast media, a closed-form expression of the object function cannot
be evaluated.
Consider three layers of media where the third layer is a PEC plate. A
dielectric layer with a thickness of 8 cm is located at the top of the PEC plate,
and the first layer is an infinite half-space where the array of the multistatic
antenna is positioned. Two dielectric targets with radii of 1 cm, and center-
to-center distance of 10 cm, are located inside the dielectric layer. The object
function of low-contrast media, which is obtained in Eq. (2.45), is used here
to reconstruct the image. The reconstructed image is shown in Fig. 4.30.
The location of targets is shown with black dashed lines. It clearly illustrates
the incorrect target detection in this case.
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Fig. 4.30: Reconstructed image using the MUDT algorithm when the third layer is a PEC plate.

4.6 Time-Reversal Imaging of Layered Media

To apply the TRI, an exact or approximate dyadic Green’s function (DGF)
of the medium is required [129]. In [77, 79, 90, 92, 93, 130], only the trans-
mission part of the Green’s function is considered to locate the target in the
multilayered media. An approximate expression of the DGF by incorporat-
ing both the transmission and reflection parts of the multilayered media is
constructed. The closed-form representation of the DGF is obtained by ap-
plying stationary phase approximation (SPA). Here, it should be emphasized
that in diffraction tomography-based algorithms, e. g., UDT [77], MUDT
[93], incorporating the reflected part will render the integral undefined as
the closed-form of the object function cannot be evaluated by applying SPA.
Furthermore, a new single-frequency SF-TR-DORT will be introduced based
on the behavior of eigenvalues of the TRO to foster high-speed DAQ.

4.6.1 Eigenvalue distribution in low contrast media

In the first scenario, the metal plate below the dielectric layer is not con-
sidered and the third layer is an infinite half-space. One dielectric target with
𝜀𝑟 = 2 in the second layer with a radius of 1.5 cm is considered, and located
at the center of the dielectric layer, i.e., (0 cm, 20 cm) in 𝑦𝑧 plane. Figure
4.31 (top) represents the behavior of the first four eigenvalues. According to
Fig. 4.31 (top), it is expected that one dominant wet spot in the dielectric
layer and the remaining eigenvalues construct the noise space (background).

90



4.6 Time-Reversal Imaging of Layered Media

8 10 12
f/GHz

0

0.02

0.04

E
ig

en
va

lu
e

1st EV

2nd EV

3th EV

4th EV

−15.0 −7.5 0.0 7.5 15.0
24

20

16

z(
cm

)

TRI DORT

−15.0 −7.5 0.0 7.5 15.0
24

20

16

z(
cm

)

−15.0 −7.5 0.0 7.5 15.0
y(cm)

24

20

16

z(
cm

)

0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 4.31: (top) Magnitude of the first four eigenvalues versus the frequencies and, (second row)
reconstruction of one wet-spot moisture case with TRI-DORT where the true location
is marked by black dash lines, (third row) reconstruction using second eigenvalue
and it’s associated eigenvector, (fourth row) reconstruction using third eigenvalue
and it’s associated eigenvector.

Figure 4.31 (second row) shows the reconstructed image associated with
the first strong eigenvalue and, employs the derived Green’s function. As
can be seen, using TRI-DORT, the image domain is decomposed into the
dielectric target location and another part of the dielectric layer. Further-
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more, reconstruction using non-dominant (second and third) eigenvalues is
also provided. As can be seen from Fig. 4.31 (third and fourth row) and as
mentioned earlier, these eigenvalues and associated eigenvectors represent
the noise space. As each eigenvalue is associated with one dominant target
inside the background layer, a separate image has to be shown for each of
these dominant eigenvalues to illustrate the location of the target(s) inside
the multilayered media.

In the next scenario, two dielectric targets with the dielectric constant
of 𝜀𝑟 = 2 with a center-to-center distance 10 cm, and the same moisture
level are considered in the dielectric layer. By applying the SVD to the stored
scattering matrix in different frequencies, the eigenvalues can be plotted.
Figure 4.32 (top) represents the behavior of the first four eigenvalues. As
can be seen, two dominant eigenvalues can be observed and the remained
eigenvalues belong to the null space. The corresponding TRI-DORT image
associated with the first and second eigenvalues is plotted in Fig. 4.32 (sec-
ond and third row). The imaging domain is decomposed into individual
targets and the correct locations are obtained and selectively focused.

4.6.2 Eigenvalue distribution in high-contrast media

In this case, a metal plate (PEC) at the bottom of the polymer foam is
considered i. e., the third layer shown in Fig. 4.33. Due to the introduction of
the PEC, a high-contrast dielectric constant variation between the different
layers exists. In this scenario, the reflected wave from the interface would
not be negligible and should be considered in the formulation. Asmentioned
earlier, the Green’s function is composed of two parts that are transmission
and reflection.Both transmitted and reflected components of the EM field
are considered in the modeling of Green’s function, i.e, 𝐺(10) = 𝐺(10)

𝑇 +𝐺(10)
𝑅 .

Figure 4.34 represents the comparison between the analytical model of
Green’s function and FEM. The figures are plotted in the same lines as Fig.
4.34. Moreover, to better represent the differences between the analytical
model and FEM, the RMSE error is calculated, and the result is shown in
Table 4.12.
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Fig. 4.32: (top) Magnitude of the first four eigenvalues versus the frequencies, (middle) recon-
struction of the first wet-spot moisture case with TRI using first dominant eigenvalue,
and (bottom) reconstruction of the second wet-spot moisture case with TRI-DORT
using second dominant eigenvalue.

Table 4.12: NRMS value for compared analytical model and FEM in Fig. 4.34

Re(Ex), 8GHz Im(Ex), 8GHz Re(Ex), 12GHz Im(Ex), 12GHz
NRMS % 2.42 1.89 1.94 2.15

The presence of the two dielectric targets inside the layer 2 with the same
specification as in the previous case is considered. Also, 3% Gaussian noise
with zero means is added to the data in this case to perform the numerical
experiment. The first and second dominant eigenvalues are employed to
focus on the first and second targets, respectively. Reconstruction images
with updated 𝐺(10) are depicted in Fig. 4.35. The reconstructed images show
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Fig. 4.33: Two dielectric targets with center to center distance of 10 cm, and the dielectric
constant of 𝜀𝑟 = 2 in three layered medium. The thickness of the layer 2 is 8 cm. The
layer 3 is PEC. The distance of the antenna to the layer 2 is 16 cm.

Table 4.13: Comparison between low and high contrast scenarios

Scenario Low Contrast High Contrast
Method 𝜆1 𝜆2 𝜆1 𝜆2
RMSE (%) 28.84 34.79 30.54 35.36
RC (%) 57 43.5 48.17 44.55

that the two wet spots are properly detected. Upon comparison of the TRI
reconstruction in Fig. 4.32 (without PEC) and Fig. 4.35 (with PEC), it can
be seen that the presence of a PEC plate may provide a better reconstruction
than with no PEC layer. It is due to the reflections from the PEC surface
which augments in increasing the spatial resolution by providing somemore
views of the targets [131, 132]. It should be emphasized that the oscillations
observed in the dominant eigenvalues are a result of the presence of the PEC
plate beneath the multilayered media, causing the scattered field to oscillate,
as illustrated in Fig. 3.5(bottom).
Furthermore, compared to the MUDT algorithm, in which, as mentioned
earlier, only the transmission part is incorporated. The reconstruction using
TRI clearly shows a better performance than MUDT. MUDT reconstruction
as shown in Fig. 4.30 depicts the erroneous target detection in this case.
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Fig. 4.34: The real and imaginary part of the total electric field inside a three layered medium
with the dimension 30 cm × 8 cm and 𝜀𝑟,1 = 1.16 for the dielectric layer at (top) 8GHz
and (bottom) 12GHz. Layer 3 is PEC.

4.6.3 Single frequency TRI

In practical applications, fast DAQ is a critical task. By decreasing the
number of frequencies, the measurement time can be decreased. Single
frequency TR multiple signal classification (SF-TRI-MUSIC) is proposed in
[91, 133] to increase the resolution of the reconstructed image after recon-
structing using ultra-wideband (UWB) TRI-MUSIC. Here, an SF-TR-DORT
is proposed by observing the behavior of the eigenvalues. The reconstructed
image is formed using different orthogonal eigenvectors and corresponding
eigenvalues [134]. It allows a linear summation as represented in Eq. (2.64).
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Fig. 4.35: (top) Magnitude of the first four eigenvalues versus the frequencies, (second row)
reconstruction of the first wet-spotmoisture casewith TRI-DORTusing first dominant
eigenvalue and, (third row) reconstruction of the second wet-spot moisture case with
TRI-DORT using second dominant eigenvalue when the layer 2 is PEC plate.

In the SF-TRI, this linear summation is approximated with one eigenvector
and the associated eigenvalue, i.e, 𝑫𝑝,𝑆𝐹 ≈ 𝑫𝑝𝛿(𝜔 − 𝜔𝑆𝐹). To choose this
frequency, the dominant eigenvalues are taken and compared with those
that belong to the null space. Bigger differences mean the target domain is
more distinguishable from the null space. As previously mentioned, the null
space refers to eigenvalues that do not correspond to any targets within the
media. The eigenvector associated with this eigenvalue (𝑣𝑝,𝑆𝐹) forms a new
excitation for calculating the 𝑫𝑝,𝑆𝐹 . So, instead of conventional TRI-DORT,
a single frequency is chosen for the image reconstruction from Eq. 2.64 as

𝑫𝑝,𝑆𝐹(𝒓) = 𝜆𝑆𝐹𝑣𝑝,𝑆𝐹𝑔𝑏𝑟(𝒓, 𝜔𝑆𝐹) (4.9)
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Table 4.14: Comparison between UDT and MUDT algorithm.

Scenario f=8GHz f=9GHz f=10GHz f=11GHz
RMSE (%) 30.56 37.3 43.58 42.39
RC (%) 49.87 40.64 31.96 36.18

FromFig. 4.32 (top), it can be seen that for the low frequencies, the difference
between the dominant eigenvalue and those belonging to the null space is
higher than at higher frequencies. The differences of the first eigenvalue and
second eigenvalue at 4 different frequencies are as follows: ∆𝑓8GHz × 103 =
6.7, ∆𝑓9GHz × 103 = 2.5, ∆𝑓10GHz × 103 = 2.0, ∆𝑓11GHz × 103 = 2.7 as
shown in Table 4. It can be expected that at 8GHz there exists fewer shadow
images and higher resolution than at other frequencies. Figure 4.36 shows
the reconstruction using SF-TR-DORT for one single target in the media in
four different frequencies. As can be seen, the location of the wet spot is
visible in the domain. However, the spatial resolution slightly decreased by
using a single-frequency approach.
It can be perceived from Fig. 4.36, since the eigenvectors are orthogonal
for the different frequencies, by decreasing the number of frequencies, less
information from the media under investigation is available, which leads
to a decrease in spatial resolution compared to the multiple-frequencies
reconstructed image. Also, the presence of multiple wet spots can plague the
performance of the TRI algorithm for which the best-case strategy is to use
the multi-frequency TRI algorithm. To reduce the DAQ time (DAQ) time for
measurements of multiple frequencies, a specific band in the X-band can
also be targeted. A pragmatic study in this direction is given in [135].

4.6.4 Experimental results

The experimental setup is already shown and discussed in Fig. 3.1
section 3.1. In the first experiment, as a low-contrast layered media, one
PTFE Teflon sphere (radius 1.5 cm) is placed inside the foam with the center
position of (0 cm, -0.7 cm, 20 cm). In this case, only the transmission part
of Green’s function (𝐺(10) ≈ 𝐺(10)

𝑇 ) for image reconstruction can be applied.
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Fig. 4.36: Reconstruction using SF-TR-DORT at four frequencies (8GHz, 9GHz, 10GHz,
11GHz).

Furthermore, since the measurement response from the background media
is known, it can be suppressed from the total response using the background
subtraction procedure. In essence, the detection problem is studied here
in terms of residual measurement which is obtained by subtracting the
measurement response from the dielectric layer with the target from the
measurement response without the target. Later, an antenna de-embedding
is performed to convert the received S-parameters to the electric field. As
can be seen from the depicted eigenvalues in Fig. 4.37 (top), there is one
dominant eigenvalue, and the reconstructed image associated with this is
shown in Fig. 4.37 (middle). As can be seen from this figure, the location of
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Fig. 4.37: (top) Magnitude of the first four eigenvalues versus the frequencies, and (middle)
TRI-DORT reconstruction image of one PTFE Teflon and, (bottom) SF-TR-DORT at
8.07GHz.

the target can be reconstructed. To apply the proposed SF-TRI-DORT, the
𝑓𝑆𝐹 is chosen based on the maximum difference between the first dominant
eigenvalue and those belonging to the null space, which is 𝑓𝑆𝐹= 8.07GHz.
Fig. 4.37 (bottom) demonstrates the SF-TRI-DORT. The position of the target
is truly obtained, however, the spatial resolution is decreased.
In the second experiment, a PEC plate is inserted below the polymer foam.
The PEC plate is used as a high-contrast layered media. A moisture-wet spot
is inserted in the polymer foam. To create the wet-spot moisture target, a
spherical foam of diameter 2.5 ± 0.1 cm and with 36% wet-basis moisture
level (𝜀𝑟 ≈ 1.87 − 𝑗0.12) is chosen. An approximate location of the target
inside the foam is centered at (-35 cm, 1.2 cm, 20 cm). In this case, the
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Fig. 4.38: (top) Magnitude of the first four eigenvalues versus the frequencies, and (bottom)
TRI-DORT reconstruction image of one moisture wet-spot when the second layer is
PEC plate.

transmission and the reflection parts of the Green’s function (𝐺(10) = 𝐺(10)
𝑇 +

𝐺(10)
𝑅 ) are applied for image reconstruction. The same steps are repeated as in

the previous experiment to extract the MDMmatrix from the measurement
data. The eigenvalue behavior of the MDM matrix is shown in Fig. 4.38
(top) from which it can be observed that there is one dominant eigenvalue
that indicates the presence of one wet spot in the media. The reconstructed
TRI-DORT image associated with the first dominant eigenvalue is shown in
Fig. 4.38 (bottom) which depicts that the estimated position of the target is
correctly obtained with good spatial resolution.

There are a few design remarks for MWT that are worth noting. While
TR imaging can address the issue of high-contrast media, it requires the full
scattering matrix. On the other hand, MUDT only needs bi-static data to
reconstruct images, making it preferable if the contrast between layers is not
high. TRI can be extended to a single frequency while this is not the case for
diffraction tomography-based algorithms. The spatial resolution provided by
MUDT is also larger than that of TR imaging. Both methods are compatible
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with a limited view angle (more practical), meaning they do not require
surrounding the media for successful image reconstruction. This can result
in a lower number of antennas for theMWT system and less acquisition time.
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5 Reconstruction of the Dielectric
Constant

5.1 Singular Value Decomposition Based
Approach for Dielectric Reconstruction

5.1.1 Dielectric constant estimation

In this part, the dielectric constant of the reconstructed targets is ob-
tained from the qualitative imaging algorithms using the singular value
decomposition (SVD) and minimization approach [64]. The reconstructed
images of both MUDT and TRI can be used to achieve this. Starting from Eq.
(2.30) and expressing it in the followingmatrix form for each frequency point

𝐸sct = [Lo]
[
(𝜀𝑟 − 𝜀𝑟,𝑛)

]
, (5.1)

where 𝐸sct is of size 𝑁 × 1, L𝑜 is the linear operator with size 𝑁 ×𝑀, and
(𝜀𝑟 − 𝜀𝑟,𝑛) is the object function of size𝑀 × 1. The term 𝑁 denotes the total
number of transmitter and receiver pairs and the term𝑀 denotes the total
number of pixels in the imaging domain. The linear operator Lo is given as

Lo = 𝑘2∫
Ω𝑛

g(𝑛0)𝑇,𝑟 (𝑟
′)g(𝑛0)

⊤

𝑇,𝑡 (𝑟′) 𝑑𝑟′. (5.2)

The term g𝑇,𝑟(𝑟
′) and g𝑇,𝑡(𝑟

′) are the steering vectors of the transmission
part of the background Green’s function, expressed by

g(𝑛0)𝑇 =
[
𝐺(𝑛0)
eb,T(𝑟, 𝑟1), 𝐺

(𝑛0)
eb,T(𝑟, 𝑟2),⋯ ,𝐺(𝑛0)

eb,T(𝑟, 𝑟𝑁)
]⊤
, (5.3)

where (⋅)⊤ stands for the transpose operator. To calculate the dielectric
constant, information fromMUDT with thresholding operation and support
domain of the targets is used before the next step. The thresholding operation
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onMUDT is performed to separate the dry part domain andwet-spot domain.
The choice of the thresholding value is heuristic and is made to separate
the background from the targets. The threshold operation,℘, on the object
function in (2.45) is performed as

𝑂𝑛 =
⎧

⎨
⎩

𝜀𝑟,𝑛 ∀ 𝑂𝑛(𝑦, 𝑧) ∣℘<0.5 ∈ Ωd

𝜀𝑟,𝑔 ∀ 𝑂𝑛(𝑦, 𝑧) ∣℘>0.5 ∈ Ωh.
(5.4)

The domain Ωh will be assigned to the background dielectric constant (𝜀𝑟,𝑛),
and the remaining domain will be assigned to the unknown dielectric con-
stant (𝜀𝑟,𝑔). Using SVD, the scattering matrix can be decomposed into the
eigenvectors and eigenvalue matrices, i.e., SVD(𝐸(𝑛)sct ) = 𝑈Σ𝑉⊤ where 𝑈
is a complex unitary matrix, Σ is a rectangular diagonal matrix with non-
negative real numbers on the diagonal, and 𝑉 is a complex unitary matrix.
The column of𝑈 and 𝑉 form a set of orthogonal vectors or eigenvectors and
Σ consists of eigenvalues. The number of non-zero eigenvalues represents
the number of targets in the media and, the 𝑝th target associates with the 𝑝th
eigenvalue of the matrix Σ [63, 64]. In order to obtain the dielectric constant
of the 𝑝th target in the media, the associated eigenvalue from the theory and
measurement will be compared for different guessed values of the dielectric
constant. The following minimization function is used

𝜀̂ = min
𝜀𝑟,𝑔

∑

𝑓

‖‖‖‖‖‖‖‖‖‖‖‖‖‖

𝜎𝑝Meas

𝜎𝑝Meas
|||||𝜀𝑟,𝑐

−
𝜎𝑝Th

|||||𝜀𝑟,𝑔
𝜎𝑝Th

|||||𝜀𝑟,𝑐

‖‖‖‖‖‖‖‖‖‖‖‖‖‖

2

, (5.5)

where 𝜎𝑝Th
|||||𝜀𝑟,𝑔

denote the 𝑝𝑡ℎ eigenvalue from the theoretical calculation.

The term 𝜎𝑝Th
|||||𝜀𝑟,𝑐

denotes the 𝑝𝑡ℎ eigenvalue when the calibration target

with given relative dielectric constant (𝜀𝑟,𝑐) is used in the media. On the
other hand, 𝜎𝑝Meas is the 𝑝𝑡ℎ eigenvalue of the measurement and, 𝜎𝑝Meas

|||||𝜀𝑟,𝑐
is the 𝑝𝑡ℎ eigenvalue of the measured data once the calibration target is
embedded into the media. In the latter case, the relative dielectric constant
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is 𝜀𝑐. It should be noted, 𝜀 becomes minimum when the guess value of the
dielectric constant is close to the true value. A Poly(methyl methacrylate)
(PMMA) target with the dielectric constant 𝜀𝑟,𝑐 = 3.2 is chosen for the
calibration in (5.5). The above-mentioned steps are summarized in the
following Pseudocode.

Calculate 𝑂𝑛(𝑦, 𝑧) using Eq. (2.45);
Apply threshold using Eq. (5.4);
Calculate 𝐺(𝑛0)

𝑇 using Eq. (2.20);
𝑓 ← 𝑟𝑎𝑛𝑔𝑒;
𝜀𝑟,𝑏 ← background media;
𝜀𝑟,𝑐 ← calibration material;
𝜀𝑟,𝑔 ← 𝑟𝑎𝑛𝑔𝑒;
for 𝑖 ← 1to length(𝜀𝑔) do

𝜀 ← 0;
for 𝑓 ← 1to length(𝑓) do

Calculate 𝐸𝑠𝑐𝑡 using Eq. (5.1);
[𝑈Th ΣTh 𝑉Th] = SVD(𝐸(𝑛)sct );
𝜎Th𝑝 = ΣTh(𝑝, 𝑝);
[𝑈Th,𝑐 ΣTh,𝑐 𝑉Th,𝑐] = SVD(𝐸(𝑛)sct );
𝜎Th,𝑐𝑝 = ΣTh,𝑐(𝑝, 𝑝);
[𝑈Meas ΣMeas 𝑉Meas] = SVD(𝐸Meassct );
𝜎Meas𝑝 = ΣMeas(𝑝, 𝑝);
[𝑈Meas,𝑐 ΣMeas,𝑐 𝑉Meas,𝑐] = SVD(𝐸Meassct );
𝜎Meas,𝑐𝑝 = ΣMeas,𝑐(𝑝, 𝑝);

𝜀̂ = 𝜀̂ +
∑

𝑓

‖‖‖‖‖‖‖
𝜎𝑝Meas

𝜎𝑝Meas,𝑐
− 𝜎𝑝Th

𝜎𝑝Th,𝑐

‖‖‖‖‖‖‖

2
;

end
𝜀 = min(𝜀);

end
Algorithm 1: Pseudocode for calculating the dielectric constant of the
targets.
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Fig. 5.1: MUDT reconstruction of one dielectric target with thresholding. The corresponding
estimated values are shown in the center. The 1D plots at the bottom show the com-
parison of the estimated value with the respective true case.

5.1.2 Numerical evaluation

As a first example, the case where one target is located inside a three-
layer media is evaluated. The location of the target was previously obtained
using the MUDT in Fig. 4.3 (middle). After the thresholding operation, the
background and the target parts are separated and assigned to dielectric
values of 𝜀𝑟,1 and unknown 𝜀𝑟,𝑔, respectively. Since only one target is visible
in the reconstruction, it is evident that only one dominant singular value will
exist in the measured scattering matrix. To solve the minimization problem
in (5.5), the guess values are chosen based on the dielectric characteriza-

106



5.1 Singular Value Decomposition Based Approach for Dielectric Reconstruction

−15.0 −7.5 0.0 7.5 15.0
y(cm)

24

20

16

z(
cm

)

Ωd Ωh2
Ωh1

MUDT with thresholding

−15.0 −7.5 0.0 7.5 15.0
y(cm)

24

20

16

z(
cm

)

Estimated

−15.0 −7.5 0.0 7.5 15.0
y(cm)

1.0

1.5

2.0

ε

z = 20 cm

True

Estimated

0.7

0.8

0.9

1.0

1.2

1.4

1.6

1.8

2.0

ε

Fig. 5.2: MUDT reconstruction for two dielectric targets with thresholding. Its corresponding
estimated dielectric constant values are shown in the middle. The 1D plots at the
bottom show the comparison of the estimated values with the respective true cases.

tion. The MUDT reconstruction with thresholding operation and estimated
dielectric value of the target are shown in Fig. 5.1 (top and middle). The
similarity of the estimate to the true value, 𝜀 = 2, is shown in the 1-D plot of
Fig. 5.1 (bottom).

In the next scenario, two targets with different dielectric constants in-
side the three-layered medium is investigated. The domain of the targets
Ωℎ1 , Ωℎ2 were previously obtained using the MUDT in Fig. 4.5. As men-
tioned earlier, the location of the targets is visible and, after applying the
thresholding, the second layer domain is separated into the background
part and two targets. In this case, there exist two dominant eigenvalues
which correspond to two target domains. Since the center target is dominant
out of two, the largest eigenvalue is assigned to it and, the second largest
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5 Reconstruction of the Dielectric Constant

Table 5.1: Results of error analysis for different diameters.

𝑑 (cm) 2 3 4 5 6
𝜀𝑟 2.07 2.39 2.45 2.51 2.78

SE (%) 3.38 16.32 18.37 20.32 28.06

Table 5.2: Results of error analysis for different SNR.

SNR (in dB) zero noise 30 20 15 12
𝜀𝑟 2.07 2.22 2.41 2.46 2.95

SE (%) 3.38 9.91 17.01 18.69 32.2

eigenvalue is for the second target. The minimization problem is solved
separately and in parallel to obtain the dielectric constant of the targets. The
MUDT reconstruction with thresholding operation and estimated dielectric
value of the dielectric constants are shown in Fig. 5.2 (top and middle).
The similarity of the estimate to the true values of the targets, 𝜀𝑟,1 = 2 and
𝜀𝑟,2 = 1.5, is shown in the 1-D plot of the Fig. 5.2 (bottom).

5.1.3 Sensitivity analysis

If the diameter (𝑑) of the target size is increased, the estimated error of
the dielectric constant increases due to the proposed method being based on
the Born approximation. This means that the conditions for replacing the
total fieldwith the incident one inside the irregularities cannot be sufficiently
met by increasing the diameter. Table 5.1 illustrates this by showing the
estimated dielectric constant and its RMSE error for one wet-spot region.
Furthermore, for a fixed diameter of one wet-spot case, the estimation error
will also increase with a decrease in the signal-to-noise ratio (SNR), as shown
in Table 5.2.
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Table 5.3: Results of error analysis for different target scenarios.

True 𝜀𝑟 1.35 1.52 1.83 2.13
True M(%) 17 25 36 46
Estimated 𝜀𝑟 1.6 1.7 1.87 1.97

Estimated M(%) 27 30.5 37.5 41

5.1.4 Experimental results

In the first experiment, two PTFE Teflon spheres with a radius of 1.2 cm
and dielectric constant 𝜀tef = 2.1 are used as the test targets. They are placed
inside the foam with their centers located at (0 cm, -2 cm, 15.8 cm) and,
(0 cm, -8 cm, 15.8 cm). Similar steps are followed as described in Section
5.1.2 to obtain the dielectric constant of the targets. The estimated dielectric
constant of the targets is shown in Fig. 5.3. The similarity of the estimate to
the true value, 𝜀𝑟 = 2.1, is shown in the 1-D plot of Fig. 5.3 (bottom).

In the second experiment, a moisture target is inserted in the polymer
foam. To create the moisture target, a spherical foam of diameter 2.5 ±
0.1 cm and with 36% wet-basis moisture level (𝜀 ≈ 1.87 − 𝑗0.12) is chosen.
An approximate location of the target inside the foam is centered at (0 cm,
-3.5 cm, 14.6 cm). The reconstruction image based on MUDT is depicted
in Fig. 5.4 (a). For better comparison in the reconstruction, cuts along the
y-axis of Fig. 5.4 (b) are plotted. The estimated dielectric constant value of
wet-spot obtained using the SVD approach and its comparison to the true
case is shown in Fig. 5.4 (c) and (d), respectively.
Based on the table 5.3 and reconstructed values for the different target sce-
narios, an average of ±5.5% error in the target percentage can be considered
for the proposed algorithm. This error corresponds to the ±0.16 in the
reconstructed dielectric constant.
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Fig. 5.3: Reconstruction of two dielectric targets in the foam is shown in (a), and (b) show a
comparison of the UDT and MUDT approach with the true case for the object function
values located at -15 cm ≤ y ≤ 15 cm for z =0 cm. The estimated dielectric values of
the reconstructed targets using the SVD approach are shown in (c) and its comparison
against the true case at 𝑧 =1.35 cm as a 1D plot is depicted in (d).
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Fig. 5.4: Reconstruction of one dielectric target in the foam is shown in (a), and (b) show a
comparison of the UDT and MUDT approach with the true case for the object function
values located at -15 cm ≤ y ≤ 15 cm for z =1.35 cm. The estimated dielectric values of
the reconstructed targets using the SVD approach are shown in (c) and its comparison
against the true case at 𝑧 =1.35 cm as a 1D plot is depicted in (d).

111



5 Reconstruction of the Dielectric Constant

5.2 MUDT-Bayesian Inversion Framework for
Dielectric and Shape Reconstruction

In the last sections, it has been seen using the MUDT, the location of an
object inside the imaging domain is determined by the linear relationship
between the object function and the received signal in the spectral domain.
And in comparison to UDT [77, 78], the MUDT approach i) eliminates the
need for mechanical scanning of the sensor, ii) provides aliasing-free images
by following the Nyquist sampling criteria, and can resolve multiple targets
with significant improvement in the spatial resolution.

In this section, the Bayesian Inversion Framework, coupled with the
MUDT is used to determine the shape of the target and the dielectric con-
stant. To accomplish the idea, the retrieved information from MUDT is
segmented into regions of background and approximate target(s) and used
to form prior covariance structure in a qualitative Bayesian inversion frame-
work operating with single frequency data. The prior model is also known
as structural prior information [136–138]. Figure 5.5 represents the idea of
the proposed method in a nutshell. In the smoothness priors, generally, it
is assumed that the coupling between the neighboring entries is the same
everywhere [139]. It is not uncommon, however, to have spatial structural
information about the unknown; this information can be encoded into the
prior by accounting for the fact that the solution may jump across structure
boundaries while being smooth within each structure. Knowledge about
the structure may come from different sources [140–143] carrying comple-
mentary information about the structure of the scatterers or their location
inside the imaging domain.
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Fig. 5.5: General framework of the proposed method [144].
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Fig. 5.6: (i) A sample realization from the structural-prior model derived using MUDT. (ii)
Effect of values of 𝜎𝜀′𝑟 ∈ Ω𝑑 in the sample realization.

An illustration of MUDT reconstruction is shown in Fig. 5.6 (i) where the
domains enclosed by the boundary curves are represented by Ωℎ𝑖 , where
𝑖 = 1, 2, 3, indicates the expected target area and the domain represented by
Ω𝑑 indicates the background, respectively. To extract the system of coordi-
nates (y, z) belonging to background and targets, the image from MUDT is
segmented using K-means segmentation algorithm [145] as shown in Fig.
5.6 (ii). Note that the Formulation of the Bayesian Inversion Framework is
shown in Appendix A. Further, to encode this structural information in the
existing smoothness prior model, a varying degree of smoothness is applied
in different regions i. e. in the background part and inside targets. Over-
all, the objective is to relax the smoothing constraints in the background
areas along the tangential and normal directions. To achieve the different
degrees of smoothness, CL components and standard deviation terms are
chosen separately for background and target regions. Therefore, the prior
covariance matrix is modified as

𝐶𝑖𝑗 = {𝐶𝑖𝑗(𝑐𝑦 , 𝑐𝑧) ∀ 𝑖, 𝑗 ∈ Ωℎ
𝐶𝑖𝑗(𝑐𝑦 , 𝑐𝑧) ∀ 𝑖, 𝑗 ∈ Ω𝑑,

(5.6)
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Fig. 5.7: Schematic of the free-space MWT setup used in this study. ©2022 IEEE.

where Ωℎ and Ω𝑑 represent approximated wet-spot and dry part regions,
respectively. Large CL along with a small amplitude (standard deviation)
in the dry part will constrain the estimate to have a constant neighborhood
structure in the domain. This is equivalent to assuming that pixel elements
are more correlated in the dry regions. Note that in the above expression
though the CL components have the same representation while implementa-
tion they are given different values. The 2D configuration of the multistatic
microwave tomography system studied in this work is illustrated in Fig. 5.7
with antenna array located on top and bottom of the foam, respectively. The
free space is represented as layer 1 and layer 3 and the foam is represented
as layer 2 with random embedded irregularities denoted by Ωℎ. In free
space, the relative dielectric constant is denoted as 𝜀𝑟,1 whereas the relative
dielectric constant of the foam is set to 𝜀𝑟,2, and the dielectric constant of the
irregularity is set to 𝜀𝑟,𝑖 . The distance of the top and bottom antenna to the
top and bottom of the polymer foam is 𝑡1 = 𝑡3, and layer 2 has thickness 𝑡2.
Implementation details of the Bayesian Inversion Framework are discussed
in [13, 146] and only the main results are shown here.

114



5.2 MUDT-Bayesian Inversion Framework for Dielectric and Shape Reconstruction

5.2.1 Numerical evaluation

Sample realization from the structural a’ priori model using (20), when
one wet spot is assumed to be detected from the MUDT reconstruction, is
shown in Fig. 5.6 (i). For the drawn sample, in the dry part domain (Ω𝑑), CL
of 𝑐𝑦=30 cm, and 𝑐𝑧=8 cm and 𝜎𝜀′𝑟 = 0.15 are assumed and for the wet-spot,
a CL 𝑐𝑦=3 cm, and 𝑐𝑧=3 cm and 𝜎𝜀′𝑟 = 0.5 are assumed with a mean value of
𝜂𝜀𝑟′ = 1.16. As can be clearly seen, in the dry part the smoothness is varying
slowly due to the large CL, and in the approximate wet-spots region the
variation is approximately constant. Also, the data on the cross-section line
z =10 cm is plotted for different variance terms and constant correlation
lengths in the dry part and as shown in Fig. 5.6 (ii). It can be seen that a
smaller variance provides a more realistic coupling between the neighboring
entries in the Ωfoam. The above strategy to generate the structure a priori
can be extended to 𝑁 numbers of scatterers (wet spots) in the domain. The
first scenario is to obtain the location and level of one dominant wet spot
in the polymer foam. Assume a spherical wet spot with a radius of 0.67𝜆𝑐
located at the center of the polymer foam, i. e., (12.5 cm, 0 cm, 0 cm) with
35%moisture level (𝜀𝑟 ≈ 1.7 − 𝑗0.068) and surrounded by the dry part. Fig.
5.8 (top) shows the reconstructed image using theMUDT imaging algorithm.
As can be perceived from this figure, the location of the wet spot is correctly
obtained with the normalized value of the object function. The red dashed
line represents the true domain of the object. For better comparison, cuts
along the y-axis of the true distribution and reconstructed distribution, i. e.,

𝑂2(𝑦,𝑧)
max(𝑂2(𝑦,𝑧))

are plotted in Fig. 5.8 (second row).

To calculate the MAP estimate, information from MUDT with K-means
segmentation is used in the structural smoothness, prior model. In the
structure a priori, the CL is set to 𝑐𝑦 =30 cm, and 𝑐𝑧 =8 cm for the dry
part (with very low STD values set for 𝜎𝜀𝑟′ , and 𝜎𝜀𝑟′′ ) and for the supported
domain of wet-spot, CL of 𝑐𝑦 =3 cm, and 𝑐𝑧 =3 cm (with STD values set for
𝜎𝜀𝑟′ = 1, and 𝜎𝜀𝑟′′ = 0.075) are chosen. The sigma values in the wet-spots
regions are selected based on the dielectric characterization data and ±3𝜎
can account for 99% of the dielectric values in the prior from the set mean
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Fig. 5.8: MUDT reconstruction in the top figure for one wet spot. The bottom figure shows
the comparison of MUDT with the true case for the pixel values located at data line
z =0 cm.

value of 𝜂𝜀𝑟 = 1.16 − 𝑗0.01. The aforementioned STD values in both the
prior models are used in the remaining cases as well.

Also, the MAP estimates with a smoothness prior model are evaluated
with a CL of 𝑐𝑦 =8 cm, and 𝑐𝑧 =4 cm. In the smoothness prior, 𝜎𝜀𝑟′ = 1,
𝜎𝜀𝑟′′ = 0.075 and 𝜂𝜀𝑟 = 1.16 − 𝑗0.01 are set. The MAP estimates with a
smoothness prior model and structural prior model are shown in Fig. 5.8
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(third and fourth rows). With the smoothness prior, the location of the wet
spot is somewhat enlarged and the real part of its dielectric value is underes-
timated. With the structural smoothness prior, theMAP estimate for the real
part of the dielectric constant is very close to the true case, and also the wet
spot is recovered within the correct domain. Further, for easier quantitative
comparison, pixel values at data line z =0 cm are compared against the
true case and shown in the last figure of Fig. 5.8 (bottom). The structural
prior follows the discontinuities and aligns closer to the real value than the
smoothness prior case. The RC and RMSE values for this case are given in
the third row of Table 5.4 which depicts the accuracy of the structural prior
over the smoothness prior. Note that in both MAP estimates, the imaginary
part is overestimated or underestimated and hence not shown. Note that
(i) small characteristics lengths in the moisture regions (say < 2 cm) may
lead to possible false solutions and thus be avoided, (ii) improvement in the
image reconstruction is envisaged to be linked to the structural information
that is the information of the discontinuities in the solution. Therefore, ef-
forts to study the performance of the MAP solution with respect to different
characteristic lengths in the moisture regions are subdued.

Piece-wise homogeneous moisture distribution

In this scenario, a rectangular distribution for the wet spot is considered
with a moisture content of 30% (𝜀𝑟 ≈ 1.58 − 𝑗0.06) and dimension 2.6𝜆𝑐 ×
1.3𝜆𝑐×6.5𝜆𝑐 located at the center of the foam. The reconstructed image using
MUDT is shown in Fig. 5.9 (top). As can be seen from this figure, the exact
boundary of the distribution is not reconstructed. Although, the K-means
segmentation has resulted in covering a slightly bigger domain. The MAP
estimates are calculated based on the parameter set in the previous case. The
results are shown in Fig. 5.9 (second row). The corners/discontinuities are
difficult to estimate with the smoothness prior and more so the estimation
shows an irregularity with stretched boundaries and an incorrect amount
of moisture. As can be seen, the structural prior detect the irregularity and
locate it more accurately than the smoothness prior. Overall, its performance
is more accurate as evident from the line graph in the last figure of Fig. 5.9
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Fig. 5.9: MUDT and MAP estimates for the rectangular (left) and two wet spots with different
moisture (right) cases. For both cases, the bottom figure shows the comparison of MAP
with structural and smoothness prior model with the true case for the pixel values
located at data line z =0 cm.

(bottom) and the RC and RMSE values for this case as provided in the fourth
row of Table 5.4. Note that even though the CL in the structural prior is set
to the previous case, which does not match the actual changes, the result
is still better.

Wet-spots with different moisture

In the drying process, i) non-uniform microwave heating during the
drying process or ii) non-uniform impregnation, may produce wet spots with
different moisture levels. Hence, in a more pragmatic case, two spherical
wet spots with different moisture levels and with radii of 0.67𝜆𝑐 are assumed.
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Fig. 5.10: MUDT and MAP estimates for the rectangular (left) and two wet spots with different
moisture (right) cases. For both cases, the bottom figure shows the comparison of
MAP with structural and smoothness prior model with the true case for the pixel
values located at data line z =0 cm.

The location of the first wet spot is (12.5 cm, 0 cm, 0 cm) with 35% (𝜀𝑟 ≈
1.87 − 𝑗0.12) moisture level and the second wet-spot is centered at (12.5 cm,
10 cm, 0 cm) with 25% moisture level (𝜀𝑟 ≈ 1.48 − 𝑗0.056).

The dominant wet spot is clearly detected by the MUDT, however, the
weaker wet spot is also visible but not as strong as the other one, as rep-
resented by the red dashed circle at top of the Fig. 5.10 (top). Following
K-means segmentation (not shown here), for the two moisture regions (Ωℎ1
(middle wet-spot), Ωℎ2 (right wet-spot)) the CL are set to 𝑐𝑦 =3 cm, and
𝑐𝑧 =3 cm. With the smoothness model, it is clear that it can indicate the
stronger and weaker wet spots but with underestimated real part of the
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5 Reconstruction of the Dielectric Constant

Table 5.4: RMSE and RC parameter.

Prior smoothness structural
Error metric RMSE RC RMSE RC

Case1: one wet-spot 6.33 0.73 4.23 0.88
Case2: rectangular
wet-spot

9.03 0.59 5.57 0.91

Case3: wet-spots
(different moisture)

7.40 0.59 4.41 0.90

dielectric value and over-shaped domain. However, with the structural prior,
the MAP estimate for the real part of the dielectric constant is very close to
the true case for the weaker wet spot and quite close to the stronger wet spot.
Also, both wet spots are recovered within the correct domain. Further, to
assess the closeness of the estimate from two prior models, pixel values at
data line z =0 cm is compared against the true case and shown in the last
figure of Fig. 5.10 (second, third, and fourth rows). Again, the reconstruction
accuracy is better with the combined approach. The corresponding RC and
RMSE values are provided in the last row of Table 5.4.

5.2.2 Experimental Results

To create the one moisture irregularity, a spherically shaped foam of
diameter 2.5 ± 0.1 cm and with 45% wet-basis moisture level (𝜀𝑟 ≈ 2.0 −
𝑗0.092) is chosen and placed inside the foam (see number Tag 2 in Fig. 3.11)
through the incision. An approximate location of the irregularity inside the
foam is centered at (0 cm, -9 cm, 1.55 cm). The image obtained using MUDT
is shown in Fig. 5.11 (i). As can be seen, the location of the wet spots is
correctly estimated but with a slightly elongated domain for the wet spot.
More so, the dry and moisture areas are clearly discernible. From the MUDT
image, the structural information is extracted using K-means segmentation
(not shown here) and utilized to form the structural prior model in which
the CL of 𝑐𝑦=25 cm, and 𝑐𝑧=7 cm for the dry part and for the supported
domain of wet-spot, CL of 𝑐𝑦=3 cm, and 𝑐𝑧=3 cm are chosen. Also, the MAP
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Fig. 5.11: MUDT and MAP estimates for cases (i) one wet-spot with 45%moisture and (ii) two
wet-spots with 45% moisture and 50% moisture, respectively. The dashed circles
indicate the true positions of the wet spots.

estimates are evaluated with a smoothness prior model only with a CL of
𝑐𝑦=8 cm, and 𝑐𝑧=4 cm. The MAP estimates are shown in the middle and
last row of Fig. 5.11 (i). Although the wet spot is somewhat correctly located
in both priors, it is the structural prior that has estimated the moisture levels
(represented here in terms of the real part of the dielectric constant) more
accurately than the smoothness prior to solution. In addition, false artifacts
are also visible in the MAP solution with a smoothness prior. Improvement
in the image quality with structural prior can be speculated to be due to
the suppression of smooth variations in the background (i. e. the dry part).
In the second experiment, two wet spots with moisture percentage of 50%
(𝜀𝑟 ≈ 2.2 − 𝑗0.1) and 45% (𝜀𝑟 ≈ 1.98 − 𝑗0.076) are positioned inside the
polymer foam. The location of the wet spot with 50% is centered at (0 cm,
-3.6 cm, 1.55 cm) and the location of the wet spot with 45% is the same as in
the previous case. The MUDT image for this case is shown in Fig. 5.11 (ii).
The wet spot on the left is located correctly but a shift is seen for the second
irregularity. In the K-mean segmentation, the two regions got merged as the
two irregularities are close and share the same neighborhood; it then results
in forming a nearly ellipsoid region which is then used in the structural prior.
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5 Reconstruction of the Dielectric Constant

To evaluate the MAP estimate the characteristics and length parameters are
kept the same as in the previous case. From the MAP estimates in Fig. 5.11
(ii), even though the structural information from segmentation indicated a
wider domain, the two wet spots are retrieved more accurately than with
the smoothness prior.

Moisture in cubic inclusions

In this case, two cubic shape pieces are cut out from the foam and
infused with moisture levels of 55% (𝜀𝑟 ≈ 2.2 − 𝑗0.1) and 60% (𝜀𝑟 ≈ 2.4 −
𝑗0.16) in its full volume, respectively. After moisture infusion, the respective
pieces are placed on the cut-out location. It shall benoted, it is assumed
the gravity and time, doesn’t change the moisture level and it’s uniformity.
The geometry is shown in Fig. 5.12 (left). The MUDT image for this case
is shown in Fig. 5.12 (right) in which the inclusion on the left is indicating
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Fig. 5.12: Left: two cubic moisture case: moisture levels of 50% and 55% are impregnated in
the incised foam, respectively. Right: MUDT and MAP estimates for the two cubic
cases. The dashed lines indicate the true positions of the inclusions.
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5.2 MUDT-Bayesian Inversion Framework for Dielectric and Shape Reconstruction

the presence of moisture, though not in full volume, and inclusion in the
middle indicates the presence of multiple wet spots. Thus, the localization
information from MUDT is seen to be slightly decreased in this case may be
due to the limited view and limited independent data. In the structural prior,
the same CL in both the moisture regions is set. From the MAP estimates
in Fig. 5.12 (right), although the structural information from segmentation
was somewhat inaccurate as it includes multiple wet spots in the middle
inclusion, a clear presentation of higher moisture is still indicated, though
not in full volume, in the MAP solution with a structural prior model in
comparison to the smoothness based solution that can only locate moisture
presence in the middle inclusion. The false solution in the smoothness
prior model can be speculated to be due to over-regularisation or smoothing
effect. Overall, incorporating a structural prior model has improved the
accuracy of estimated moisture location and its dielectric properties. It’s
also noticed that even with the change in CL to larger values the results
show no significant change.
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6 Conclusion

In this work, the application of microwave tomography (MWT) toward
new emerging applications in industries like microwave drying is demon-
strated. The imaging modalities are applied to estimate the location and
dielectric constant of the targets in the multilayered media. To reconstruct
the image, the Multistatic Uniform Diffraction Tomography (MUDT) ap-
proach and the Time Reversal Imaging (TRI) are derived and applied. A
singular value decomposition (SVD) based approach, as an extension of the
above-mentioned imaging technique, is developed to retrieve the dielectric
constant of the targets. Both techniques are examined under the limited
view of multi-static case conditions with numerical and experimental data
received from the developed MWT system. Experimental imaging results
show a sufficient performance of the developed imaging modalities to locate
and estimate the targets inside the multilayered media.

For the fast image reconstruction of the MWT, the Green’s function of
the multilayered media is obtained in the spectral-frequency domain. Using
the stationary phase approximation (SPA), it is reduced to a new closed-form
model. To obtain the Green’s function of the multilayered media, the bound-
ary condition for one arbitrary oblique plane wave is applied at the different
layers, and the transmission and reflection coefficients are derived. By
applying an integration to the coefficients with the various spectral weights,
Green’s function, which is the response to the point source, is derived.

A novel 2-D MUDT imaging algorithm is presented for a fixed-array-
based MWT setup to image the location of the target(s) in a multilayer
media. Its computationally efficient formulation is derived by assuming the
imaging domain as planar multilayered media and using first-order Born
approximation with proper DGF expression and SPA solution. The proposed
algorithm is an extended version of the UDT algorithm and formulated to
support multiple-inputmultiple-output antenna data. In the formermethod,
raster scanning or single-input single-output data should be available which
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6 Conclusion

is time-consuming and does not fit the real-time application and dielectric
constant that shall be retrieved. Numerical examples with 3-D multistatic
scattering data for the considered sparse target(s) scenarios in the multilayer
media demonstrate that MUDT provides a significant improvement over
UDT in the reconstruction of aliasing-free and distortion-less images, and in
resolving multiple-scatterers in the multilayered media. The better perfor-
mance of the MUDT than the UDT approach is due to the Nyquist sampling
rate criteria being satisfactorily met in this case. By increasing the number
of targets in the background layer, displacement and distortion are observed
in the UDT approach. However, in the MUDT approach, the scattered fields
are more discernible rather the monostatic array. So, the antenna array
would be able to recognize each target separately. It is observed MUDT
decreases the RMSE error by about 17% compared to the UDT. Moreover,
the introduced RC value is increased by 0.2 with MUDT for one or two target
cases and by 0.3 for three target cases.

Also, the proposed approach offers efficient performance in locating
the scatterer(s) domain for special cases like when the top surface of the
media is assumed random rough and for the case when the imaging domain
is a random inhomogeneous media. For the non-ideal multilayered media,
the Green’s function of the medium with the smooth surface is applied to
estimate the roughness of the medium with one or more rough surfaces.
To evaluate the performance of the MUDT approach under the roughness
condition, three layered medium with a roughness for the top interface is
considered. It is observed by increasing the roughness of the top interface,
that the MUDT approach is still capable of localizing the target inside the
dielectric layer. However, a strong aliasing effect is observed when the UDT
approach is employed. By increasing the roughness to the 𝑓𝑚𝑎𝑥 = 0.5, the
NRMS of the UDT approach increased by about 4%, and the RMSE of the
MUDT approach increased by about 1.5 %. Moreover, the dielectric constant
of the dielectric layer is increased to survey the effect of the roughness. The
MUDT approach successfully reconstructed the images by increasing the
𝑓𝑚𝑎𝑥 . However, when the 𝑓𝑚𝑎𝑥 = 0.27, the UDT failed to localize the target
location, and MUDT contained an aliasing effect. In this regard, the RMSE
value for the MUDT approach increased from 17.16 for 𝑓𝑚𝑎𝑥 = 0.1 to 28.36
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for 𝑓𝑚𝑎𝑥 = 0.5. It can be concluded that increasing the dielectric constant
of the background multilayered under roughness conditions, descend the
performance of the MUDT approach.
If background media is not deterministic and contains some fluctuation
in the dielectric constant, the MUDT is still capable of detecting the tar-
get location. In this regard, a Gaussian distribution is modeled in CST
software to model the random medium. The reconstructed image using
MUDT showed the true location of the target, in addition to an aliasing
effect, coming from uncertainty in Green’s function modeling and skipping
the correlation between the inhomogeneous. Considering the correlation in
Green’s function modeling will lead to a more exact reconstructed image.
But it is more difficult to formulate the problem. It is also shown that the
MUDT approach partially reconstructs the shape of the targets with a sharp
variation. Sharp variation means more spectral components. As a result, by
increasing the number of antennas, more spectral components are captured
by the antennas, leading to a more exact reconstruction of the shapes and
especially edges. However, it is demonstrated that the MUDT is not capable
of reconstructing the exact shape of the objects with a smooth variation.
Increasing the contrast between layers leads to erroneous images provided by
the MUDT approach. This is due to neglecting the reflection part of Green’s
function during the derivation of the object function. A closed-form object
function cannot be achieved, by considering the reflected part. It could
be concluded that the proposed MUDT imaging algorithm i) is compatible
with a low number of antennas to achieve fast data collection and hence
reduce the overall cost of the system, ii) provides good spatial resolution, iii)
eliminates the need for quantitative imaging algorithm (due to ill-posedness
of the problem). The aforementioned points make the proposed combined
imaging algorithm suitable for real-time processes.

Next, the TR imaging algorithm is investigated to overcome the prob-
lem of high-contrast multilayered media. For testing and validating the
proposed algorithm, first, the focus is on a specific static case where it is
applied to obtain the location of the moisture in the polymer foam. To
formulate the problem, a closed-form Green’s function of the multilayered
media is obtained using the SPA method and used in the TRI function. The
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6 Conclusion

developed TRI is applied to both low and high-contrast media specifically
when a low dielectric layer is situated above a PEC layer. Also, the media
with a moderately rough surface is investigated as a non-ideal condition.
Furthermore, a single frequency SF-TRI is proposed to enable high-speed
DAQ from a limited number of antennas; a challenge in many industrial
applications of MWT. The frequency for SF-TRI operation is chosen by se-
lecting the frequency where the maximum difference between the dominant
eigenvalue and those belonging to the null space exists. The proposed TRI
and SF-TRI approach is tested in numerical studies and as well tested on the
developed experimental MWT prototype. The results are obtained in less
than a second time and show the efficiency of the proposed TRI and SF-TRI
algorithm in accurately locating the considered targets under low-contrast
and high-contrast media conditions. However, a slight decrease in spatial
resolution is noticeable in the SF-TRI method in comparison to the TRI.

A fast optimization algorithm based on the SVD approach is developed
by investigating the eigenvalues and eigenvectors of the scattering matrix
to obtain the dielectric constant of the localized targets. Simulation and
experimental scenarios were performed to examine the capability of the
proposed method. It is observed, it can deliver a satisfactory reconstructed
value for the dielectric constant of the detected targets. However, by increas-
ing the diameter of the targets in the ROI, the associated error may increase.
It is because the proposed method is based on the Born approximation.
Different experiments with several values for the dielectric constant of a
target inside a multilayered media are performed to investigate the accuracy
of the proposed method. An average of ±5.5% error in the target percentage
can be considered for the proposed algorithm. This error corresponds to the
±0.16 in the reconstructed dielectric constant.
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Appendix A

A: Green’s function

Consider a plane wave illuminating the interface from above along the
propagation direction as follows

𝑘̂𝑖 =
1
𝑘0

(
𝑘𝑦0𝑦̂ + 𝑘𝑧0𝑧̂

)
(A1.1)

Since there is no variation along 𝑥̂, therefore, 𝜕
𝜕𝑥
of all components are zero.

Also, the dependency on 𝑧 in the 𝑛𝑡ℎ layer is of 𝑒±𝑗𝑘𝑧𝑛𝑧. For TM to the 𝑥
(𝑇𝑀𝑥) waves it can be written

[ 𝜕
2

𝜕𝑦2
+ (𝑘2𝑛 − 𝑘2𝑧𝑛)]𝐻𝑧𝑛 = 0, (A1.2)

where 𝑘𝑛 = 𝜔
𝑐0

√
𝜖𝑟,𝑛 and 𝑐0 is the speed of light. Other field components

are given by

𝐻𝑦𝑛 =
1

𝑘2𝑛 − 𝑘2𝑧𝑛

𝜕2𝐻𝑧𝑛
𝜕𝑦𝜕𝑧 , (A1.3)

𝐸𝑥𝑛 =
−𝑗𝜔𝜇
𝑘2𝑛 − 𝑘2𝑧𝑛

𝜕𝐻𝑧𝑛
𝜕𝑦 . (A1.4)

Here the incident TE wave is expressed as follows

𝐻𝑖
𝑧 = 𝐻0𝑒−𝑗𝑘𝑧0𝑧𝑒−𝑗𝑘𝑦0𝑦 , (A1.5)

The phase-matching condition demands that the 𝑦-dependency of all fields
be identical to that of the incident wave. The total field in the layer 𝑛 is
expressed as

𝐻𝑧𝑛 =
(
A𝑛𝑒𝑗𝑘𝑧𝑛𝑧 +B𝑛𝑒−𝑗𝑘𝑧𝑛𝑧

)
𝑒−𝑗𝑘𝑦0𝑦 (A1.6)
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where A𝑛 and B𝑛 are the reflection and transmission coefficients of the
wave components. Note thatB0 = 𝐻0,A0 = 𝑅𝑇𝑀𝐻0, where 𝑅𝑇𝑀 is the total
magnetic field reflection coefficient for TMwaves. Since the (𝑁+1)𝑡ℎ region
is semi-infinite (see Fig. 2.1) and there is no upward travelingwaveA𝑁+1 = 0
and B𝑁+1 = 𝑇𝑇𝑀𝐻0 where 𝑇𝑇𝑀 is the total transmission coefficient. Now,
𝐻𝑦𝑛 and 𝐸𝑥𝑛 should be computed from (A1.4) and (A1.5), it can be written

𝐻𝑦𝑛 =
−𝑗𝑘𝑦0
𝑘2𝑛 − 𝑘2𝑧𝑛

𝑗𝑘𝑧𝑛
(
A𝑛𝑒𝑗𝑘𝑧𝑛𝑧 −B𝑛𝑒−𝑗𝑘𝑧𝑛𝑧

)
, (A1.7)

𝐸𝑥𝑛 =
𝑗𝜔𝜇

𝑘2𝑛 − 𝑘2𝑧𝑛
𝑗𝑘𝑦0

(
A𝑛𝑒𝑗𝑘𝑧𝑛𝑧 +B𝑛𝑒−𝑗𝑘𝑧𝑛𝑧

)
, (A1.8)

Enforcing the continuity of tangential electric (A1.7) and magnetic (A1.8)
fields at the interface between the 𝑛th and (𝑛 + 1)th region gives

𝑘𝑧𝑛
(
A𝑛𝑒−𝑗𝑘𝑧𝑛𝑑𝑛 −B𝑛𝑒𝑗𝑘𝑧𝑛𝑑𝑛

)
=

𝑘𝑧(𝑛+1)
(
A𝑛+1𝑒−𝑗𝑘𝑧(𝑛+1)𝑑𝑛 −B𝑛+1𝑒𝑗𝑘𝑧(𝑛+1)𝑑𝑛

)
, (A1.9)

𝑘𝑛
(
A𝑛𝑒−𝑗𝑘𝑧𝑛𝑑𝑛 +B𝑛𝑒𝑗𝑘𝑧𝑛𝑑𝑛

)
=

𝑘(𝑛+1)
(
A𝑛+1𝑒−𝑗𝑘𝑧(𝑛+1)𝑑𝑛 +B𝑛+1𝑒𝑗𝑘𝑧(𝑛+1)𝑑𝑛

)
(A1.10)

There are 𝑁 + 2 regions. Therefore, the number of unknowns are 2𝑁 + 2
(B0 and A𝑁+1 are known). There are 𝑁 + 1 boundaries and hence 2𝑁 + 2
equations. A simple procedure to solve for unknowns is

• Find 𝑅𝑇𝑀 by re-cursing relating A𝑛+1
B𝑛+1

to A𝑛
B𝑛

(Note that A𝑁+1
B𝑁+1

= 0).

• Once A0 is found relate A𝑛+1 and B𝑛+1 to A𝑛 and B𝑛 to find all coef-
ficients.

Using equations (A1.9) and (A1.10) gives

A𝑛𝑒−𝑗𝑘𝑧𝑛𝑑𝑛 =
1
2
[𝜇𝑛+1
𝜇𝑛

+
𝑘𝑧(𝑛+1)
𝑘𝑧𝑛

]
×

[
A𝑛+1𝑒−𝑗𝑘𝑧(𝑛+1)𝑑𝑛 + 𝑅𝑇𝑀𝑛(𝑛+1)B𝑛+1𝑒𝑗𝑘𝑧(𝑛+1)𝑑𝑛

]
(A1.11)
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B𝑛𝑒𝑗𝑘𝑧𝑛𝑑𝑛 =
1
2
[𝜇𝑛+1
𝜇𝑛

+
𝑘𝑧(𝑛+1)
𝑘𝑧𝑛

]
×

[
𝑅𝑇𝑀𝑛(𝑛+1)A𝑛+1𝑒−𝑗𝑘𝑧(𝑛+1)𝑑𝑛 +B𝑛+1𝑒𝑗𝑘𝑧(𝑛+1)𝑑𝑛

]
(A1.12)

where

𝑅𝑇𝑀𝑛(𝑛+1) =
𝜖𝑛+1𝑘𝑧𝑛 − 𝜖𝑛𝑘𝑧(𝑛+1)
𝜖𝑛+1𝑘𝑧𝑛 + 𝜖𝑛𝑘𝑧(𝑛+1)

(A1.12)

is the Fresnel reflection coefficient for a 𝑇𝑀𝑥 polarized wave. Taking the
relation of A𝑛

B𝑛
provides

A𝑛
B𝑛

𝑒−2𝑗𝑘𝑧𝑛𝑑𝑛 =

[
A𝑛+1
B𝑛+1

𝑒−2𝑗𝑘𝑧(𝑛+1)𝑑𝑛+1
]
𝑒2𝑗𝑘𝑧(𝑛+1)(𝑑𝑛+1−𝑑𝑛) + 𝑟𝑇𝑀𝑛(𝑛+1)

[
A𝑛+1
B𝑛+1

𝑒−2𝑗𝑘𝑧(𝑛+1)𝑑𝑛+1
]
𝑒2𝑗𝑘𝑧(𝑛+1)(𝑑𝑛+1−𝑑𝑛)𝑟𝑇𝑀𝑛(𝑛+1) + 1

(A1.13)

This is the recursive formula to find A0
B0

starting from A𝑁+1
B𝑁+1=0

(A0
B0

= 𝑅𝑇𝑀).
In order to solve for𝑇𝑇𝑀 , (A1.9) and (A1.10) are used to relateA𝑛+1 andB𝑛+1
toA𝑛 andB𝑛. The relation between transmission and reflection coefficients
of the Green’s function in layer 𝑛 in TM𝑥 case can be expressed as

[A𝑛+1𝑒+𝑗𝑘𝑧(𝑛+1)𝑑(𝑛+1)

B𝑛+1𝑒−𝑗𝑘𝑧(𝑛+1)𝑑(𝑛+1)
] = ̄̄𝑉𝑇𝑀

𝑛(𝑛+1) [
A𝑛𝑒+𝑗𝑘𝑧𝑛𝑑𝑛
B𝑛𝑒−𝑗𝑘𝑧𝑛𝑑𝑛

] (A1.14)

where

̄̄𝑉𝑇𝑀
𝑛(𝑛+1) =

1
2
(
1+

𝑘𝑧𝑛
𝑘𝑧(𝑛+1)

)
×
⎡
⎢
⎣

𝑒+𝑗𝑘𝑧(𝑛+1)∆𝑑𝑛 −𝑅𝑇𝑀𝑛(𝑛+1)𝑒
+𝑗𝑘𝑧(𝑛+1)∆𝑑𝑛

−𝑅𝑇𝑀𝑛(𝑛+1)𝑒
−𝑗𝑘𝑧(𝑛+1)∆𝑑𝑛 𝑒−𝑗𝑘𝑧(𝑛+1)∆𝑑𝑛

⎤
⎥
⎦

(A1.15)

131



6 Conclusion

Appendix B: Quantitative Bayesian Inversion
Framework

Consider an inverse problem of identifying an unknown parameter 𝜀𝑟 ∈
ℂ given noisymeasurement data𝐸sct ∈ℂ according to the observationmodel

𝐸sct = ℱ(𝜀𝑟) + 𝜉, (B1.1)
whereℱ: 𝜀𝑟 →𝐸sct is the forward model as represented by (1), that maps 𝜀𝑟
to the measurement, and 𝜉 denotes the additive measurement noise com-
ponent. The unknown parameter and noise terms are considered mutually
independent. Note that the measurement data and unknown parameters are
complex quantities, therefore in the present study, the real and imaginary
parts are treated as real variables for the optimization problem.

In the Bayesian framework the unknown parameters are treated as
random variables, and information about them is expressed in terms of
probability densities. The inverse problem is then expressed as given the
measured scattering data, the task is to find the conditional probability den-
sity 𝜋(𝜀𝑟 ∣ 𝐸sct) for the unknown parameter 𝜀𝑟. The conditional probability
density is constructed using Bayes’ theorem as

𝜋(𝜀𝑟 ∣ 𝐸sct) =
𝜋(𝐸sct ∣ 𝜀𝑟)𝜋(𝜀𝑟)

𝜋(𝐸sct)
∝ 𝜋(𝐸sct ∣ 𝜀𝑟)𝜋(𝜀𝑟), (B1.2)

where𝜋(𝜀𝑟 ∣ 𝐸sct) is the posterior density,𝜋(𝐸sct ∣ 𝜀𝑟) is the likelihood density
which represents the distribution of the measured data if 𝜀𝑟 is known, and
𝜋(𝜀𝑟) is the prior density which contains the prior information available
for unknown 𝜀𝑟. The denominator is the marginal density of the measured
data and plays the role of normalization constant. It is often ignored since
it requires integration over all possible 𝜀𝑟.

The likelihood density, if the noise is assumed to be additive Gaussian
with zero means with the covariance matrix Γ𝜉 , can be written as [13]

𝜋(𝐸sct | 𝜀𝑟) ∝ exp
{
− 1
2
(
𝐸sct −ℱ(𝜀𝑟)

)⊤
Γ−1𝜉

(
𝐸sct −ℱ(𝜀𝑟)

)}
. (B1.3)
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Furthermore, it can be written in the normal form as

𝜋(𝐸sct | 𝜀𝑟) ∝ exp {−12
‖‖‖‖𝐿𝜉(𝐸

sct −ℱ(𝜀𝑟))
‖‖‖‖
2
} , (B1.4)

where 𝐿𝜉 is the Cholesky factor of the inverse of the noise covariance matrix
and (⋅)⊤ denotes the transpose operator. As per prior information, it is
first assumed that the moisture variation is smooth inside the foam. This
indicates that unknowns have a natural neighborhood structure i.e two
adjacent values should differ from each other only moderately. Such an
assumption can be encoded using a Gaussian prior model [147] with mean
𝜂𝜀𝑟and covariance Γ𝜀𝑟 as

𝜋smooth(𝜀𝑟) ∝ exp {−12(𝜀𝑟 − 𝜂𝜀𝑟 )
⊤Γ−1𝜀𝑟 (𝜀𝑟 − 𝜂𝜀𝑟 )}

= exp {−12
‖‖‖‖𝐿𝜀𝑟 (𝜀𝑟 − 𝜂𝜀𝑟 )

‖‖‖‖
2
} . (B1.5)

Here, 𝐿𝜀𝑟 is a Cholesky factor of the inverse of the prior covariance matrix
Γ𝜀𝑟 . The prior covariance matrix encodes the spatial smoothness knowledge
of the unknowns. The posterior density in (B1.2) contains the complete
solution of the inverse problem in the Bayesian framework and can be
expressed by point estimates. One of the most common point estimates
is the maximum a posteriori (MAP). The MAP estimate can be computed
from the posterior as

𝜖̂𝑟MAP = argmax
𝜀𝑟

𝜋(𝜀𝑟 | 𝐸sct). (B1.6)

This problem is equivalent to the minimization problem [147], [148],[149]

𝜀̂𝑟MAP = argmin
𝜀𝑟

{
‖𝐿𝜉(𝐸scat −ℱ(𝜀𝑟))‖2 + ‖𝐿𝜀𝑟 (𝜀𝑟 − 𝜂𝜀𝑟 )‖

2}, (B1.7)

which is a regularized non-linear least square (LS) problem. This minimiza-
tion problem can be formally solved using a gradient-based optimization
method. In the Newton-type method the minimum point is found itera-
tively by linearizing the forward model, resulting in a linear LS solution
in each iteration as

𝜀𝑟𝓁+1 = 𝜀𝑟𝓁 + 𝛼𝓁𝐴−1𝐵, (B1.8)
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with,

𝐴 = (𝐽𝑇𝓁Γ
−1
𝜉 𝐽𝓁 + Γ−1𝜀𝑟 ), (B1.9a)

𝐵 =
(
𝐽𝑇𝓁Γ

−1
𝜉 (𝐸sct −ℱ(𝜀𝑟𝓁)) − Γ−1𝜀𝑟 (𝜀𝑟𝓁 − 𝜂𝜀𝑟 )

)
, (B1.9b)

where 𝛼𝓁 is the step length parameter, index 𝓁 is the iteration number. The
term 𝐽 is a Jacobian matrix (its derivation can be found in [150]) which is
decomposed into real and imaginary parts as

𝐽 = [ 𝐽ℝ 𝐽𝕀
−𝐽𝕀 𝐽ℝ

]
2𝑆×2𝑁𝑛

(B1.10)

where 𝑆 is the total number of measurements and 𝑁𝑛 is the total number
of unknowns in the cross-section of the foam domain.

Noise model

Let us denote the noise standard deviation (STD) of the real and imag-
inary parts of the complex-valued scattered field data to be 𝜎ℝ and 𝜎𝕀, re-
spectively. Under the assumption that noise between measurement points
is independent and not correlated, the noise covariance is then given as

Γ𝜉 = [𝜎
2
ℝ ⊙ I𝑆 0𝑆
0𝑆 𝜎2𝕀 ⊙ I𝑆

] , (B1.11)

where I𝑆 is an 𝑆×𝑆 identity matrix and 0𝑆 is an 𝑆×𝑆 zeromatrix and⊙ is the
Hadamard operator. In the case of real measurements, the noise covariance
can be estimated by performing repeated measurements [151].

Smoothness Prior

In this case, the moisture field variation in the entire foam is assumed
to be smooth. Here, such a random field [152] is generated using a multi-
variate Gaussian distribution with anisotropic covariance structure 𝐶 [153]
which can account for the inhomogeneities in the unknown in terms of
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the characteristic length parameter. In practice, the characteristic length
affects the moisture distribution in y, and z-directions. The elements of the
covariance 𝐶 can be calculated as

𝐶𝑖𝑗 = exp
⎛
⎜
⎝
−
‖‖‖‖𝑦𝑖 − 𝑦𝑗

‖‖‖‖
2

𝑐2𝑦
−
‖‖‖‖𝑧𝑖 − 𝑧𝑗

‖‖‖‖
2

𝑐2𝑧

⎞
⎟
⎠
, (B1.12)

where 𝑖, 𝑗 = 1, … ,𝑁𝑛 and 𝑐𝑦 , 𝑐𝑧 are the characteristic lengths (CL) compo-
nents . If real and imaginary parts of the dielectric constant are assumed
uncorrelated, the prior covariance matrix can be written as

Γ𝜀𝑟 = (
Γ𝜀′𝑟 0
0 Γ𝜀′′𝑟

) =
⎡
⎢
⎣

𝜎2𝜀′𝑟
𝐶 0𝑁𝑛

0𝑁𝑛 𝜎2
𝜀′′𝑟
𝐶
⎤
⎥
⎦2𝑁𝑛×2𝑁𝑛

, (B1.13)

where 0𝑁𝑛 is an 𝑁𝑛 × 𝑁𝑛 zero matrix, and 𝜎𝜀′𝑟 , and 𝜎𝜀′′𝑟 are the standard
deviations for the real and imaginary parts of dielectric constant, respectively.
Note here that the standard deviation terms control the amplitude of real
and imaginary parts of the dielectric constant in the prior covariance matrix.
These values can be determined using the dielectric characterization of the
foamwhich is described in detail in [13, 124]. The moisture field variation in
terms of the real part of the dielectric constant can be expressed as [123, 154]

𝜀′𝑟 = 𝜂𝜀′𝑟1 + 𝜎𝜖′𝑟𝐿𝑍, (B1.14)

where 1 is an all-ones vector, 𝐿 is the lower triangular matrix of the Cholesky
factorization of the covariance 𝐶, and 𝑍 is a standard normal random vector.
Similarly, the imaginary part can also be expressed.
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