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#### Abstract

The long-time behaviour of trajectories embedded in the edge manifold between the laminar and turbulent basins of attraction is investigated in order to identify simple invariant solutions to the Navier-Stokes equations in straight ducts with square cross-section. With the aid of the iterative bisection procedure of Toh and Itano (J. Fluid Mech., vol. 481, 2003, pp. 6776), we detect three travelling waves that represent attracting 'edge states' within the separatrix and saddles w.r.t. the full state space. All three travelling waves are presumably connected to solutions known in the community. In other situations, the edge states to which trajectories are attracted seem to be invariant periodic cycles that feature a rich dynamics: Along each cycle, the flow oscillates periodically between two flow states, in each of which streamwise vorticity is predominantly residing near one set of parallel walls, while the vortical activity associated to the other pair of opposing walls is markedly reduced. This 'switching' dynamics is accompanied by intermittent bursting-like high-dissipation excursions. While we cannot rigorously prove that the identified periodic cycle is a periodic orbit rather than a finite-precision approximation to a heteroclinic cycle, sound arguments for the former supposition are given. Interestingly, the different phases of the periodic cycle qualitatively resemble a similar 'switching' behaviour observed in (chaotic) marginal turbulence, which suggests that the found periodic cycles could help understanding the characteristic dynamics of duct turbulence at low Reynolds numbers.


## 1. Introduction

A profound understanding of turbulent fluid motion in straight pipes is of fundamental importance for the design of many industrial processes. Nowadays, much is known about the characteristics of turbulence in pipes with circular cross-section in the transitional and fullydeveloped regime [1, 2]. Less well understood is, however, the more complicated situation of a duct with square cross-section: In contrast to 'canonical' plane channel and circular pipe flows, the presence of four impermeable bounding walls break the lateral homogeneity of the system and induce a mean secondary flow of Prandtl's second kind [3]. Even though of comparably low amplitude (about $\mathcal{O}(1 \%)$ of the bulk velocity $u_{b}$ ), this turbulence-driven secondary motion is well-known to markedly alter the momentum transport and heat transfer normal to the mean flow direction [4]. Previous experiments [5, 6] and direct numerical simulations (DNS) [7-9] therefore investigated the characteristics of the mean secondary flow field, the spatial distribution of the Reynolds stress tensor components, the role of the individual terms in the vorticity transport equation as well as the interplay between secondary currents and thermal convection
[10, 11]. Uhlmann et al. [12] and Pinelli et al. [13], on the other hand, analysed the origin of the mean secondary flow phenomena at the level of individual coherent structures including streamwise velocity streaks and quasi-streamwise vortices, which are elementary ingredients of the self-sustaining regeneration cycle of near-wall turbulence [14-16]. In particular, it was shown that the spatial constraints in form of the four bounding no-slip walls restrict the mobility of individual quasi-streamwise vortices [17] and thus cause the appearance of the characteristic cross-sectional pattern of the mean streamwise vorticity. From a dynamical systems perspective on turbulence [18], the coherent structures embedded in the chaotic turbulent attractor represent low-dimensional, spatiotemporally organised patterns that carry a relevant portion of energy and/or contribute to its dissipation [19]. Within this framework, chaotic turbulence dynamics might be interpreted as a 'pinballing' between individual unstable low-dimensional invariant sets including equilibria (EQ) and periodic orbits (PO) within a high-dimensional state space [20, 21] - a picture that has proven extraordinarily useful in furthering our understanding of sustained turbulence [22, 23] and the transition to turbulence [2, 24]. In square duct flows, several families of travelling waves (TW), which are equilibrium solutions to the Navier-Stokes equations when observed in an appropriate co-moving frame of reference, have been found in the past: The solutions detected by Wedin et al. [25] and Okino et al. [26] can be classified as 'four-vortex states' in that two dominant pairs of vortices residing on two opposite walls characterise the streamwise-averaged secondary flow field. Okino and Nagata [27] later extended their database by a 'two-vortex state' TW which features just a single pair of counter-rotating mean secondary flow vortices at one of the four solid walls. The family of TWs presented by Uhlmann et al. [28], in turn, reveals an 'eight-vortex state' mean secondary flow pattern that possesses a striking similarity to the characteristic long-time averaged secondary flow field of chaotic turbulent trajectories. The 'four-vortex state' of Okino et al. [26], on the other hand, resembles time averages over intermediate intervals of $\mathcal{O}(100)$ bulk time units length at marginal bulk Reynolds numbers $R e_{b} \equiv u_{b} H / \nu \approx 1100$, where $u_{b}, \nu$ and $H$ denote the bulk velocity, kinematic viscosity and half the side-length of the square cross-section, respectively (cf. § 2). Uhlmann et al. [12] showed that under such marginal conditions, the cross-section scaled in wall units is too small to accommodate a full turbulent regeneration cycle [14] on each of the four walls, so that the turbulent flow activity is constrained to only two walls facing each other. Note that analogous observations are reported in minimal closed channels, where turbulence activity is often constrainted to one of the two walls [29]. Which pair of parallel walls is currently 'active', though, changes intermittently, so that in the long-time average, the characteristic 'eight-vortex pattern' is recovered even for marginal conditions. While the TW solution of Okino et al. [26] might indeed represent a flow state visited by turbulent trajectories at marginal conditions, the understanding of the dynamics of this 'switching' behaviour remains incomplete. Of particular interest is therefore the identification of time-dependent invariant sets such as - in the simplest case - individual (relative) periodic orbits or groups of saddle TWs that are interconnected by heteroclinic orbits, often termed heteroclinic cycles [cf. 30, p. 46ff and 31, p. 631ff].

In the current study, we have isolated several time-recurrent trajectories within the 'edge manifold' (that is, the manifold separating the laminar and turbulent basins of attraction) using the iterative bisection procedure ('edge-tracking') of Toh and Itano [32] (in the following referred to as TI03). In the context of rectangular duct flows, only two previous studies are known to the authors that have performed edge-tracking in their analysis: Biau and Bottaro [33] used it to underline the similarity between the secondary flow patterns of states embedded in the edge manifold and their solutions obtained by an optimisation procedure, without making further efforts to identify invariant solutions along the edge. Okino [34, in Japanese], on the other hand, performed an edge-tracking study for square duct flow in domains of different streamwise period $L_{x} / H \in\{2 \pi, 4 \pi, 8 \pi\}$. For the three streamwise domain lengths, the edge state was found to be a 'domain-filling' TW solution, a chaotic relative attractor and a spatially localised puff-like TW
solution similar to that found by Avila et al. [35] in a circular pipe, respectively. However, to the best of the authors' knowledge, no time-dependent invariant solution in rectangular duct flow was known prior to the current study, so that we consider the current results to be of significant interest for the understanding of the turbulent dynamics at marginally turbulent conditions.

The manuscript is organised as follows: In § 2, the physical system under consideration as well as the admissible symmetries of the governing equations are described. The different numerical methods that are required to perform an edge-tracking analysis and to later converge simple invariant sets are presented in § 3. The simulation results obtained with the aid of these techniques are discussed in § 4. The manuscript closes with a summary of our findings and a discussion of the 'nature' of the isolated time-recurrent invariant sets in § 5. Specifically, sound arguments will be presented which imply that the trajectories shadow a (relative) periodic orbit rather than a heteroclinic cycle.

## 2. Theoretical framework

### 2.1. Flow configuration

In the remainder of this work, we analyse the flow of an incompressible Newtonian fluid in a streamwise periodic duct of square cross-section with side lengths $2 H$ and no-slip conditions imposed along the four impermeable walls. The origin of a Cartesian coordinate system is placed in the centre of the cross-section, with its basis vectors pointing in the streamwise $(x)$ and the two cross-stream, wall-normal directions $(y, z)$. The velocity field is denoted by $\boldsymbol{u}(\boldsymbol{x}, t)=(u, v, w)^{T}$, with $u, v$ and $w$ indicating fluid motion along the $x$-, $y$ - and $z$-direction, respectively. The corresponding vorticity field is introduced as $\boldsymbol{\omega}(\boldsymbol{x}, t) \equiv \nabla \times \boldsymbol{u} \equiv\left(\omega_{x}, \omega_{y}, \omega_{z}\right)^{T}$. The flow is driven by a time-dependent streamwise pressure gradient that is adjusted at each time step to ensure a constant mass flow rate $Q$ and thus bulk velocity $u_{b} \equiv Q /\left(4 H^{2}\right)$. Wall shear stress $\tau_{w}(t)$ and friction velocity $u_{\tau}(t)=\sqrt{\tau_{w}(t) / \rho}$ are understood as averages over the duct perimeter. Averaging operators of the form $\langle\bullet\rangle_{j}(j \in\{x, y, z, t\})$ indicate averaging along one or more spatial directions or time. All simulations performed in the course of this study feature streamwiseperiodic domains with fundamental period $L_{x}=2 \pi H$ (with $\alpha \equiv 2 \pi / L_{x}=1 / H$ denoting the fundamental wavenumber), which is for all considered Reynolds numbers markedly larger than the minimal streamwise domain length $\left(L_{x}^{+}\right)_{\text {min }} \approx 200$ required to sustain turbulence in a square duct [12]. Here, the notation $\bullet{ }^{+}$indicates scaling in wall units, that is, non-dimensionalisation using $\left\langle u_{\tau}\right\rangle_{t}$ and $\nu$. Throughout, time is measured in bulk time units $T_{b}=H / u_{b}$.

### 2.2. Symmetric subspaces

Subject to the given boundary conditions, the Navier-Stokes system allows for a number of continuous and discrete symmetries. The streamwise periodicity of the domain leads to a continuous translational symmetry in $x$, viz.

$$
\begin{equation*}
l_{x}\left(s_{x}\right):[u, v, w](x, y, z) \rightarrow[u, v, w]\left(x+s_{x}, y, z\right) \quad \forall s_{x} \in\left[-\frac{\pi}{\alpha}, \frac{\pi}{\alpha}\right) \tag{1}
\end{equation*}
$$

that allows for the existence of travelling waves (relative equilibria) and relative periodic orbits, where 'relative' refers to invariance within a co-moving frame of reference. In contrast to pipes with circular cross-section, the boundary conditions in the square duct case break the continuous azimuthal rotational symmetry and reduce it to the discrete dihedral group $D_{4}$. For the sake of generality, we restrict ourselves in the following sections to the elements of the dihedral symmetry group $D_{2}=\left\{e, \mathbf{Z}_{y}, \mathbf{Z}_{z}, \mathbf{R}_{\pi}\right\}$ which is also fulfilled in ducts with rectangular cross-section (with $e$ denoting the identity). The two reflectional symmetries $\mathbf{Z}_{y}, \mathbf{Z}_{z}$ and the $\pi$-rotational symmetry
$\mathbf{R}_{\pi}$ contained in $D_{2}$ are defined as

$$
\left.\begin{array}{rl}
\mathbf{Z}_{y}:[u, v, w](x, y, z) & \rightarrow[u,-v, w](x,-y, z)  \tag{2}\\
\mathbf{Z}_{z}:[u, v, w](x, y, z) & \rightarrow[u, v,-w](x, y,-z) \\
\mathbf{R}_{\pi}:[u, v, w](x, y, z) & \rightarrow[u,-v,-w](x,-y,-z)
\end{array}\right\} .
$$

The governing equations are thus equivariant under the symmetry group $\Gamma=S O(2)_{x} \times D_{2}$. In the current work, the following subgroups of $\Gamma$ for specific streamwise shifts are of specific interest and therefore merit a separate definition:

$$
\left.\begin{array}{l}
\mathbf{S}_{y}:[u, v, w](x, y, z) \rightarrow[u,-v, w]\left(x+\frac{\pi}{\alpha},-y, z\right)  \tag{3}\\
\mathbf{S}_{z}:[u, v, w](x, y, z) \rightarrow[u, v,-w]\left(x+\frac{\pi}{\alpha}, y,-z\right) \\
\boldsymbol{\Omega}_{\pi}:[u, v, w](x, y, z) \rightarrow[u,-v,-w]\left(x+\frac{\pi}{\alpha},-y,-z\right)
\end{array}\right\}
$$

## 3. Numerical method

### 3.1. Fluid solver

The Navier-Stokes equations are integrated using a pseudo-spectral method in primitive variable formulation for the spatial derivatives together with a fractional step method and a mixed explicit-implicit time marching scheme [cf. 13 for a detailed overview]. The velocity and pressure fields are expanded in terms of truncated Fourier series in the periodic streamwise direction and Chebyshev polynomials in the two cross-stream directions. Gauss-Chebyshev-Lobatto points are chosen as collocation points in the cross-stream directions, whereas a grid of equispaced nodes is used in the streamwise direction. In the current simulations, fields are expanded by $N_{x}=64$ Fourier modes in the streamwise direction and between $N_{y}=N_{z}=65$ and $N_{y}=N_{z}=129$ Chebyshev polynomials in the cross-stream directions, ensuring that the grid spacing fulfills $\Delta x^{+} \leq 14$ and $\max \left(\Delta y^{+}\right), \max \left(\Delta z^{+}\right) \leq 3.5$ in all considered cases. In the streamwise homogeneous direction, back and forth transformation between physical and Fourier space is performed based on fast Fourier transforms (FFT), taking into account dealiasing according to the $2 / 3$-rule. Poisson and Helmholtz problems arising from the numerical discretisation are solved in Fourier space for each streamwise wavenumber separately with the aid of a fast-diagonalisation technique [36], whereas nonlinear contributions are solved in physical space. The time integration scheme combines a semi-implicit treatment of the viscous terms with an explicit three-step low-storage Runge-Kutta method for the remaining ones [37, 38]. Throughout, the time step is chosen small enough to keep the CFL number below 0.3.

### 3.2. Newton-GMRES hookstep algorithm

To converge nearly recurrent episodes within a DNS trajectory to a truly invariant set such as a TW or a PO, a Newton-Raphson shooting method is used within the high-dimensional state space spanned by the coefficients of the Fourier-Chebyshev-Chebyshev expansion. The linear system arising in this context is approximately solved by a variant of the generalised minimal residual (GMRES) algorithm of Saad and Schultz [39] [cf. 40 for a detailed overview]. Since a straight Newton-GMRES procedure is typically not sufficient for convergence [41], the size of the determined Newton step is afterwards restricted to the region in which the linearisation is a sufficiently good approximation to the functional using the 'hookstep' procedure outlined by Dennis and Schnabel [42]. In the past, this combined Newton-GMRES-hookstep approach has been proven suitable to converge solutions even in high-dimensional state spaces [41, 43]. The general structure of the current implementation follows to a large extent that in the

Openpipeflow code of Willis [44], but represents an independently developed code whose core is the DNS solver described in section 3.1. To validate the implementation, we have successfully re-converged one of the upper-branch TW solutions found in Uhlmann et al. [28].

### 3.3. Edge-tracking

The iterative 'edge-tracking' algorithm of TI03 is a repeated bisection procedure that identifies numerical trajectories within the edge manifold $\mathscr{M}$ that separates the laminar and turbulent basins of attraction [45]. For the $i$ th time interval, a parameter $\beta_{i} \in \mathbb{R}(\forall i \in \mathbb{N})$ is sought that rescales the perturbation of a given flow state $\boldsymbol{u}_{i-1}\left(\boldsymbol{x}, t_{i-1}\right)$ w.r.t. the laminar base flow $\boldsymbol{u}_{\text {lam }}(y, z)=\left(u_{\text {lam }}, 0,0\right)^{T}$ at the beginning of each iteration interval $t_{i-1}$ as

$$
\left\{\begin{align*}
\boldsymbol{u}_{\beta_{i}}\left(\boldsymbol{x}, t_{i-1}\right) & \equiv \boldsymbol{u}_{\text {lam }}(y, z)+\beta_{i}\left(\boldsymbol{u}_{i-1}\left(\boldsymbol{x}, t_{i-1}\right)-\boldsymbol{u}_{\text {lam }}(y, z)\right) & \text { at } t=t_{i-1}  \tag{4}\\
\boldsymbol{u}_{\beta_{i}}(\boldsymbol{x}, t) & \equiv \boldsymbol{u}_{\beta_{i}}\left(\boldsymbol{x}, t_{i-1}\right)+\int_{t^{\prime}=t_{i-1}}^{t} \partial_{t} \boldsymbol{u} \mathrm{~d} t^{\prime} & \forall t \in\left(t_{i-1}, t_{i}\right)
\end{align*}\right.
$$

to ensure that the initial condition is located on $\mathscr{M}$. Here, the laminar base flow $\boldsymbol{u}_{\text {lam }}(y, z)$ is determined from the Poisson equation $\left(\partial_{, y y}+\partial_{, z z}\right) u_{\text {lam }}=-\Pi / \nu$, where $\Pi$ is the constant driving pressure gradient required to maintain a laminar flow with identical mass flow rate $Q$.

In practice, in each bisection step, a flow trajectory is integrated forward in time according to equation (4) using the DNS code outlined in section 3.1 until it either relaminarises or leaves $\mathscr{M}$ towards the turbulent basin of attraction. The interval in which $\beta_{i}$ is expected is then halved with the lower and upper limits representing values that cause the flow to relaminarise and to become fully turbulent, respectively. As an indicator for when a trajectory does no longer reside on the edge manifold $\mathscr{M}$, we monitor the root mean square (r.m.s.) values of the kinetic energy residing in the streamwise-dependent Fourier modes, viz.

$$
\begin{equation*}
E_{r m s} \equiv \sum_{j}\left[E_{3 D}\right]_{j}^{1 / 2} \quad \text { with } \quad\left[E_{3 D}\right]_{j}=\sum_{i=1}^{N_{x}} \int_{y, z=-H}^{H} \int_{i}\left[\hat{\boldsymbol{u}}_{i}\right]_{j}\left[\hat{\boldsymbol{u}}_{i}^{*}\right]_{j} \mathrm{~d} z \mathrm{~d} y \quad \forall j \in\{x, y, z\} \tag{5}
\end{equation*}
$$

where $\hat{\boldsymbol{u}}_{i}$ and $\hat{\boldsymbol{u}}_{i}^{*}$ denote the $i$ th Fourier coefficient and its complex conjugate, respectively. The notation $[\bullet]_{j}$ indicates the $j$ th component of a scalar or vector (field). The trajectory is considered as deviated to either of the two basins of attraction when the energy $E_{r m s} / u_{b}$ either drops below $E_{r m s}^{l} / u_{b} \approx 2 \cdot 10^{-3}$ or, after a rapid energy growth, exceeds $E_{r m s}^{t} / u_{b} \approx 2 \cdot 10^{-1}$.

Even though each bisection is continued until $\beta_{i}$ has been determined up to 14 digits, the exponential growth of the remaining deviation makes an iterative procedure including a recomputation of $\beta_{i}$ after $\mathcal{O}\left(100 T_{b}\right)$ typically unavoidable [32, 45]. In the current work, the initial condition for the first iteration $i=1$ is a flow state $\boldsymbol{u}_{0}\left(\boldsymbol{x}, t_{0}\right)$ randomly chosen from a fullyturbulent trajectory. The first parameter value $\beta_{1}$ is then clearly smaller than unity. After $\beta_{i}$ has been determined up to the desired precision, the next iteration $i+1$ is initiated with a flow field taken from the previous edge trajectory $\boldsymbol{u}_{i}\left(\boldsymbol{x}, t_{i}\right) \equiv \boldsymbol{u}_{\beta_{i}}\left(\boldsymbol{x}, t_{i-1}+\delta t\right)$, where the interval for re-initialisation is with $\delta t \approx 340 T_{b}$ of comparable size as in TIO3. Due to the iterative procedure with intermittent restarts, the obtained curve is only piecewise continuous, with discontinuities occurring at times $t_{i}$ and is thus no solution of the Navier-Stokes equations in a strict sense. For the sake of consistency, we follow TI03 and use the expression 'chain solution' for the resulting object. Even though the 'chain solution' itself is not a continuous solution trajectory of the governing equations, we can assume that a continuous trajectory that lies in $\mathscr{M}$ exists for all times and that for the current choice of $\delta t$, the 'chain solution' represents a valid approximation to the latter. The fact that the deviation between two consecutive parameter values at the time interval boundaries is seen to be small ( $\beta_{i}$ is close to unity $\forall i \geq 2$ ) gives us some confidence that this is indeed the case.

Table 1. List of travelling wave solutions that are identified as edge states with their respective phase velocity $c_{x}$. Note that the TW solutions obey more symmetries than the symmetric subspaces in which the edge trajectories are sought - these 'additional' symmetries are enclosed in round brackets. All solutions have been converged using the Newton-GMRES solver outlined in section 3.2 with $\left[N_{x} \times N_{y} \times N_{z}\right]=[64 \times 65 \times 65]$ Fourier-Chebyshev-Chebyshev modes.

| Case | $R e_{b}$ | $c_{x} / u_{b}$ | Symmetries | (Suspected) corresponding TW |
| :---: | :---: | :---: | :---: | :--- |
| $\mathrm{TW}_{1}$ | 1400 | 1.61 | $\mathbf{R}_{\pi}, \mathbf{S}_{y}, \mathbf{S}_{z},\left(\mathbf{D}_{y z}\right),\left(\mathbf{D}_{z y}\right)$ | 'eight-vortex state', Uhlmann et al. [28] |
| $\mathrm{TW}_{2}$ | 2000 | 1.74 | $\mathbf{Z}_{y},\left(\boldsymbol{\Omega}_{\pi}\right),\left(\mathbf{S}_{z}\right)$ | 'four-vortex state', Wedin et al. [25] |
| $\mathrm{TW}_{3}$ | 3200 | 1.62 | $\mathbf{R}_{\pi},\left(\mathbf{S}_{y}\right),\left(\mathbf{S}_{z}\right)$ | 'four-vortex state', Okino [34] |

## 4. Results

In the current study, we have analysed the behaviour of trajectories along the edge manifold in different symmetric subspaces. For some of those systems, we repeated the edge tracking procedure for varying Reynolds numbers to scrutinise the impact of the latter on the type of the identified edge states. In the following two sections, we will discuss some selected cases for which the edge trajectories reveal particularly interesting dynamics in that they are attracted by simple, non-chaotic invariant sets such as TWs or periodic cycles.

### 4.1. Travelling waves

First, we discuss edge trajectories in three different symmetric subspaces for different Reynolds numbers that are attracted by travelling waves. These latter represent saddles in the full state space, but take the role of purely attracting sets within $\mathscr{M}$. The three considered cases $\mathrm{TW}_{1}, \mathrm{TW}_{2}$ and $\mathrm{TW}_{3}$ are listed in table 1, together with the respective Reynolds numbers and symmetries. Figure $1(a-c)$ shows the variation of the r.m.s. kinetic energy $E_{r m s}$ as the trajectories approach the relative attractors: After an initial apparently chaotic transient of varying length, all three trajectories enter the basin of attraction of the respective TW. Flow states extracted from the respective trajectories in these 'plateau regimes' represent excellent initial guesses for the Newton-GMRES solver and can be converged to truly invariant sets within few Newton iterations. Figure $1(d-f)$ visualises the spatial structure of the three travelling wave solutions in terms of their (exact) coherent structures: Isosurfaces of the streamwise velocity indicate the position of elongated streaks along the no-slip walls, while quasi-streamwise vortices are identified by regions of intense streamwise vorticity. Further informations including the relative phase speed $c_{x} / u_{b}$ and the symmetries that the different 'edge states' fulfill are provided in table 1. In this context, it is noteworthy that all edge trajectories approach invariant sets that are located in even higher-symmetric subspaces than those in which the trajectories are searched for. So, $\mathrm{TW}_{1}$ reveals in addition to the previously defined symmetry group additional reflectional symmetries w.r.t. the diagonals $y=z$ and $y=-z$, viz.

$$
\left.\begin{array}{l}
\mathbf{D}_{y z}:[u, v, w](x, y, z)  \tag{6}\\
\mathbf{D}_{z y}:[u, v, w](x, y, z) \rightarrow[u,-w](x, z, y) \\
\left.\mathbf{D}^{2},-v\right](x,-z,-y)
\end{array}\right\}
$$

While all three TWs are propagating in positive $x$-direction at comparable phase speeds $c_{x} / u_{b} \in[1.6,1.75]$, the spatial organisation of their flow fields is markedly different: $\mathrm{TW}_{1}$ shown in figure $1(a, d)$ features low-speed streaks and a staggered arrangement of counter-rotating quasi-streamwise vortices along each of the four walls. In $\mathrm{TW}_{2}$ and $\mathrm{TW}_{3}$ (cf. figure $1(b, e)$ and $(c, f)$, respectively), on the other hand, marked elongated streaks accompanied by pairs of


Figure 1. Edge trajectories that are attracted by a travelling wave solution. ( $a-c$ ) Time evolution of the r.m.s. energy signal $E_{r m s}(t)$ for varying Reynolds numbers and symmetry groups: $(a) R e_{b}=1400, S=\left\{e, \mathbf{R}_{\pi}, \mathbf{S}_{y}, \mathbf{S}_{z}\right\}, \mathrm{TW}_{1} ;(b) R e_{b}=2000, S=\left\{e, \mathbf{Z}_{y}\right\}, \mathrm{TW}_{2} ;(c)$ $R e_{b}=3200, S=\left\{e, \mathbf{R}_{\pi}\right\}, \mathrm{TW}_{3}$. See table 1 for the 'additional' symmetries fulfilled by the TW solutions. Horizontal dashed lines indicate the limits above (below) which a trajectory is considered as turbulent (laminar). Shown is only the time up to the flow state that was used as initial condition for the Newton-GMRES iteration. (d-f) Three-dimensional visualisations of the converged TW 'edge states' in $(a-c)$. Shown are isosurfaces of the streamwise velocity $u=0.55 \max (|u|)$ (green) and isocontours of the streamwise vorticity $\omega_{x}= \pm 0.55 \max \left(\left|\omega_{x}\right|\right)$ (clockwise/counter-clockwise rotation indicated by orange/blue color), with mean flow from left to right. For the sake of visualisation, the two frontal walls are not shown and the isocontour of $u$ is visualised for $y \leq-z$ only.
counter-rotating vortices are identified near two of the four walls only. A comparison of the converged TWs with those known in the community reveals that $\mathrm{TW}_{1}$ belongs to the family of lower-branch 'eight-vortex solutions' of Uhlmann et al. [28] (compare the visualisation in their fig. 5 for identical conditions $R e_{b}=1400$ and $\alpha H=1$ ). The remaining two travelling wave solutions, $\mathrm{TW}_{2}$ and $\mathrm{TW}_{3}$, are assumed to be connected to the solution branches identified by Wedin et al. [25] on the one hand and Okino et al. [46] and Okino [34] on the other hand. In both cases, the mean secondary flow field is a 'four-vortex state' with two pairs of counterrotating vortices associated with two walls facing each other. But since the current domain size and Reynolds numbers do not coincide with those in these studies, branch continuation in the parameter space spanned by $R e_{b}$ and $\alpha H$ would be necessary to prove that the converged TWs

Table 2. List of attracting periodic cycles identified as edge states together with the asymmetric chaotic relative attractor. For the cycles, the estimated period $T$ is determined as the value to which the sequences $T_{\text {min }}^{k}$ and $T_{\text {max }}^{k}$ converge for $t \rightarrow \infty$. The last column indicates which of the four triangular sectors $\Omega_{i}$ (cf. equation (9)) contribute (at least temporarily) a significant portion of streamwise vorticity to the overall budget.

| Case | $R e_{b}$ | $T / T_{b}$ | Symmetries | 'active' sections |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{PC} 2200_{y}$ | 2200 | $\approx 592$ | $\mathbf{Z}_{y}$ | $\Omega_{W}, \Omega_{N} / \Omega_{S}$ |
| $\mathrm{PC} 2400_{y}$ | 2400 | 653.2 | $\mathbf{Z}_{y}$ | $\Omega_{W}, \Omega_{N} / \Omega_{S}$ |
| $\mathrm{PC} 3200^{y z}$ | 3200 | 563.8 | $\mathbf{Z}_{y}, \mathbf{Z}_{z}$ | $\Omega_{W} / \Omega_{E}, \Omega_{N} / \Omega_{S}$ |
| CA3200 | 3200 | - | - | all |

indeed belong to the same family of solutions. Such a continuation campaign is beyond the scope of the current study and is left for future investigations. Nonetheless, supposing that the solution families are indeed the same, the current results imply that most of the currently known TW solutions in square duct flow take the role of 'edge states' in appropriate symmetric subspaces [compare the discussion for circular pipe flow in 45 and 47]. Note that this is not necessarily to be expected a priori as all previously known solution families have been identified by homotopy and back-continuation from either externally forced or internally heated systems [22], without an a priori guarantee that these solutions are indeed visited by chaotic flow trajectories.

### 4.2. Quasi-periodic cycles

We now turn our attention to situations in which the analysed edge trajectories are observed to approach time-dependent invariant sets that seem to be limit cycles in $\mathscr{M}$. Among these cases that are listed in table 2, cases $\mathrm{PC} 2200_{y}$ and $\mathrm{PC} 2400_{y}$ feature only a single reflectional symmetry $\mathbf{Z}_{y}$ and differ solely by the Reynolds number, whereas case PC3200 ${ }_{y z}$ simultaneously obeys the two reflectional symmetries $\mathbf{Z}_{y}$ and $\mathbf{Z}_{z}$. As a reference, table 2 also contains case CA3200, which does not fulfill any symmetry other than the identity $S=\{e\}$ and reveals a chaotic behaviour throughout the observation interval. Before discussing the dynamics in more detail, let us remark that the systems with a single reflectional symmetry $\mathbf{Z}_{y}$ are seen to approach a TW solution at $R e_{b}=2000$, while the edge states detected for higher Reynolds numbers $R e_{b} \gtrsim 2200$ are all periodic cycles. Clearly, conclusions based on single phase space trajectories have to be drawn with caution, as $\mathscr{M}$ might be of very complex shape and feature a variety of different edge states. Nonetheless, it can be speculated whether the observed (relative) attracting cycles are connected to $\mathrm{TW}_{2}$ by some global bifurcation.

The quasi-periodic dynamics of the 'chain solution' in cases $\mathrm{PC} 2400_{y}$ and $\mathrm{PC} 3200_{y z}$ are clearly visible in the time evolution of the r.m.s. energy signal presented in figure $2(a, c)$, respectively. For both cases, relatively quiet periods alternate with intermittently occurring bursting events, during which the streamwise-dependent Fourier modes record, temporarily, a significant gain of energy. The length of the individual bursting sequences is visually much shorter than a full recurrence period. At first glance, the fundamental period of case $\mathrm{PC} 2400_{y}$ seems to be at least twice as long as the one in case PC3200 $y_{y z}$, but featuring two energetic peaks of different amplitude per cycle. As we shall see later, both cycles 'oscillate' between two different flow states, in which vorticity is either concentrated near the walls at $y / H \in\{-1,1\}$ or those at $z / H \in\{-1,1\}$. The difference is that for case $\mathrm{PC} 3200_{y z}$, these two states are found to be identical modulo a rotation by $\pi / 2$ about the $x$-axis, so that both states are indistinguishable in terms of the energy signal. In fact, the global kinetic energy evolution is in the pressure-driven


Figure 2. Time evolution of energy and dissipation along the edge trajectories (a,b) PC2400y and $(c, d) \mathrm{PC} 3200{ }_{y z}$ that are attracted by a periodic cycle. ( $a, c$ ) Time evolution of the r.m.s. energy signal $E_{r m s}(t)$. The time interval, during which the dynamics along the 'chain solution' can be considered as essentially periodic, is highlighted. ( $b, d$ ) Two-dimensional projection of the trajectory dynamics onto a plane spanned by the global dissipation $D$ and energy input rate $I$. Both quantities are normalised with the respective values in a laminar flow at identical mass flow rate $Q$, i.e. $D_{\text {lam }}=I_{\text {lam }}$. Open square symbols are placed along the curves in time intervals of $\approx 25 T_{b}$ length to give an impression of how 'fast' $D$ and $I$ change along the curve. Note that only the time interval highlighted in $(a, c)$ is shown in the ( $D, I$ )-diagram, with blue dots marking when the snapshots shown in figure 4 have been extracted.
square duct flow fully described by a simple balance between energy input $I$ and dissipation $D$, viz.

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} t}=I-D \tag{7}
\end{equation*}
$$

where

$$
E=\frac{1}{2|V|} \int_{\Omega}\|\boldsymbol{u}\|^{2} \mathrm{~d} \boldsymbol{x}, \quad I=-\frac{1}{|V|} \int_{\Omega} \partial_{x}\left(\frac{p u}{\rho}\right)+\Pi_{t} u \mathrm{~d} \boldsymbol{x}, \quad D=\frac{1}{|V|} \int_{\Omega} \nu\|\boldsymbol{\omega}\|^{2} \mathrm{~d} \boldsymbol{x}
$$

with $\Omega=[0,2 \pi / \alpha) \times[-H, H] \times[-H, H], V=8 \pi H^{2} / \alpha$ and the time varying driving streamwise pressure gradient $\Pi_{t}$. In the classical energy input-dissipation diagrams in figure $2(b, d)$, the bursting phases in the energy signal manifest themselves as high-dissipation excursions from the more quiescent regions close to the laminar attractor at ( $D_{\text {lam }}, I_{\text {lam }}$ ). In the two-dimensional projection onto the ( $D, I$ )-plane, the state space trajectories of the 'chain solution' collapse almost perfectly onto two closed cycles. These latter are oriented in such a way that wandering


Figure 3. Time evolution of the indicator functions $\operatorname{Id}_{\triangle}(-)$ and $\operatorname{Id}_{z}(-)$ as defined in equations (8) and (10), respectively, for cases (a) $\mathrm{PC} 2400_{y}$ and (b) $\mathrm{PC}_{2} 200_{y z}$.
along the 'chain solution' as $t \rightarrow \infty$ means orbiting along the curve in the $(D, I)$-plane in clockwise sense. In other words, each bursting phase starts with a rapid increase in dissipation, followed by an intensification of the wall friction and thus the external energy input $I$ with a small time lag of $\mathcal{O}\left(10^{0} T_{b}\right)$ length. This characteristic behaviour is consistent with the classical concept of the self-sustaining interaction process between streamwise velocity streaks and quasistreamwise vortices in the buffer layer of turbulent flows [14, 15] and has been reported for periodic orbits [48] and quasi-periodic cycles [32] in various flow configurations.

In accordance with the earlier discussed qualitatively different evolution of $E_{r m s}$ for cases $\mathrm{PC} 2400_{y}$ and $\mathrm{PC} 3200_{y z}$, the $(D, I)$-projection of the latter case collapses onto a single bean-like loop, whereas $\mathrm{PC} 2400_{y}$ follows a more complicated, double loop orbit. Again, this qualitative difference originates in the fact that both trajectories oscillate between two flow states, but in case $\mathrm{PC} 3200_{y z}$ the two states are identical modulo a rotation by $\pi / 2$ in the cross-section, such that the two bursting loops collapse onto a single one in the two-dimensional projection. Before discussing the alternating flow states in more detail, let us come back to the different time scales in the periodic 'chain-solution'. As indicated by the square symbols placed in time intervals of about $\approx 25 T_{b}$ along the curves in figure $2(b, d)$, the 'speed' at which the flow orbits along the $(D, I)$-curve varies significantly in the plane: Both 'chain solutions' spend a considerable fraction of the period in the more quiescent regions at low values of $D$ and $I$, with $I$ slightly exceeding the values attained by $D$. On the other hand, they quickly pass the high-dissipation sequences during which $D>I$. Note that this is inasmuch expected as $\langle D\rangle_{t}=\langle I\rangle_{t}$ must hold for sufficiently long time intervals, where $\langle\bullet\rangle_{t}$ indicates long-time averages along a single flow trajectory.

In order to quantify the foreshadowed intermittent 'switching' between two different flow states, we determine a dimensionless indicator function [12]

$$
\begin{equation*}
\mathrm{Id}_{\Delta} \equiv \frac{\left(S_{N}+S_{S}\right)-\left(S_{W}+S_{E}\right)}{S_{N}+S_{S}+S_{W}+S_{E}} \tag{8}
\end{equation*}
$$

with

$$
\left.\begin{array}{rl}
S_{i}=\int_{\Omega_{i}}\left\langle\omega_{x}\right\rangle_{x}^{2} \mathrm{~d} A & \forall i \in\{W, S, E, N\},  \tag{9}\\
\prime, z) \mid y<z \wedge y<-z\}, & \Omega_{N}=\{(y, z) \mid y>z \wedge y>-z\}, \\
1, z) \mid y>z \wedge y<-z\}, & \Omega_{E}=\{(y, z) \mid y<z \wedge y>-z\},
\end{array}\right\} .
$$



Figure 4. Instantaneous snapshots of the streamwise-averaged primary and secondary flow field $\langle u\rangle_{x}$ and $\left(\langle v\rangle_{x},\langle w\rangle_{x}\right)^{T}$ for cases ( $a, b$ ) $\mathrm{PC} 2400_{y}$ and (c) PC3200 $0_{y z}$. Solid lines represent isolevels of $\langle u\rangle_{x} / u_{b}$ between 0 and 2 , with an increment of 0.2 . The intensity and orientation of the secondary flow field $\left(\langle v\rangle_{x} / u_{b},\langle w\rangle_{x} / u_{b}\right)^{T}$ is indicated by the vector plot. Note that the arrow scaling differs between $(a, b)$ and $(c)$. The presented snapshots have been extracted from the respective 'chain solutions' at $(a) t=2440 T_{b},\left(D / D_{\text {lam }}, I / I_{\text {lam }}\right)=(1.39,1.22) ;(b) t=2905 T_{b}$, $\left(D / D_{\text {lam }}, I / I_{\text {lam }}\right)=(1.26,1.11) ;(c) t=2409 T_{b}$ and $t=2409 \pm 281.9 T_{b}$ (when rotated by $\pi / 2$ about the $x$-axis $),\left(D / D_{\text {lam }}, I / I_{\text {lam }}\right)=(1.55,1.46)$.

Thus, by definition, $\mathrm{Id}_{\triangle}$ attains a value close to plus (minus) unity when the enstrophy carried by the streamwise vorticity is predominantly focussed near the walls at $y \in\{-H, H\}$ (the walls at $z \in\{-H, H\}$ ), respectively. In addition, we introduce the analogously defined indicator functions

$$
\begin{equation*}
\mathrm{Id}_{y} \equiv \frac{S_{N}-S_{S}}{S_{N}+S_{S}} \quad \text { and } \quad \mathrm{Id}_{z} \equiv \frac{S_{E}-S_{W}}{S_{E}+S_{W}} \tag{10}
\end{equation*}
$$

where $\operatorname{Id}_{y}\left(\operatorname{Id}_{z}\right)$ indicates, if close to unity, that vorticity is mainly concentrated near the wall at $y=H(z=H)$, or near that at $y=-H(z=-H)$ for values close to negative unity.

In figure $3(a, b), \mathrm{Id}_{\triangle}$ is evaluated for cases $\mathrm{PC} 2400_{y}$ and $\mathrm{PC}_{2} 200_{y z}$, while $\mathrm{Id}_{y}$ is trivially zero in both cases and $\mathrm{Id}_{z}$ at least in the latter case as a consequence of the enforced symmetries. The curves associated with $\mathrm{Id}_{\triangle}$ clearly indicate that the dynamics of both systems are characterised by periodic oscillations between two states in which streamwise enstrophy predominantly resides near one pair of parallel walls, while vortical activity is much weaker in the vicinity of the remaining two walls. In contrast to case $\mathrm{PC} 3200_{y z}$, however, $\mathrm{Id}_{z}$ is close to minus unity over the entire observation interval of case $\mathrm{PC} 2400_{y}$, indicating that the wall at $z=-H$ features a much stronger vortical activity than its counterpart at $z=H$. Figure 4 supports this observation by showing the streamwise-averaged flow field for selected snapshots along the 'chain solution' that are representative of either of the two flow states. The extracted snapshots are characterised by a comparably high dissipation (see the blue dots in figure $2(b, d)$ ) and feature between one and two streak-vortex pairs per 'active' wall, with lateral extents $\delta z^{+}=\mathcal{O}(10)$ comparable to those typically observed for the quasi-streamwise vortices of the buffer layer in canonical channel $[29,49]$ and square duct flows $[12,13]$.

The time signal $\operatorname{Id}_{\Delta}(t)$ is moreover a good candidate to estimate the fundamental period of the shadowed limit cycles. To this end, we measure the recurrence time of the 'chain solutions' based on the time interval between two consecutive maxima or minima of $\operatorname{Id}_{\Delta}(t)$ as

$$
\begin{equation*}
T_{\max }^{k}=t_{\max }^{k+1}-t_{\max }^{k} \quad \text { and } \quad T_{\min }^{k}=t_{\min }^{k+1}-t_{\min }^{k}, \tag{11}
\end{equation*}
$$

respectively, where $t_{\text {max }}^{k}\left(t_{\text {min }}^{k}\right)$ corresponds to the time at which $\operatorname{Id}_{\Delta}(t)$ attains its $k$ th global maximum (minimum). Note that the thereby estimated value for the cycle period can at most be determined up to a precision of $5 \Delta t \approx 0.07 T_{b}$, which is half the interval in which statistics have been stored to disk alongside the simulation runs. The sequence of values attained by $T_{\text {max }}^{k}$ and $T_{m i n}^{k}$ for increasing $k$ presented in figure 5 underlines that the estimated period converges within a few cycles to essentially constant values $T \approx 653.2 T_{b}\left(\mathrm{PC} 2400_{y}\right)$ and $T \approx 563.8 T_{b}\left(\mathrm{PC} 3200_{y z}\right)$, providing clear evidence that the two edge trajectories indeed approach a limit cycle (within $\mathscr{M}$ ) with finite period. To quantify the deviation of the 'chain solution' from a truly closed cycle, we evaluate in the following the kinetic energy of the residual flow field

$$
\begin{equation*}
\delta \boldsymbol{u}(\boldsymbol{x}, t, \boldsymbol{\delta}, \delta t)=\boldsymbol{u}(\boldsymbol{x}, t)-\boldsymbol{u}(\boldsymbol{x}-\boldsymbol{\delta}, t+\delta t), \tag{12}
\end{equation*}
$$

where $\boldsymbol{\delta}=\left(s_{x}, 0,0\right)^{T}$ denotes a spatial shift in the streamwise direction and $\delta t \in \mathbb{R}$ is a shift in time. Defining the kinetic energy contained in the $j$ th velocity component as

$$
\begin{equation*}
E_{j}(\boldsymbol{u})=\frac{1}{|V|} \int_{\Omega}[\boldsymbol{u}(\boldsymbol{x}, t)]_{j}^{2} \mathrm{~d} \boldsymbol{x} \quad \text { with } \quad j \in\{x, y, z\} \tag{13}
\end{equation*}
$$

we can eventually express the relative error in terms of the kinetic energy for the $j$ th velocity component as [32]

$$
\begin{equation*}
\hat{E}_{j}(\boldsymbol{u}, t, \delta t)=\frac{\min _{s_{x}} E_{j}\left(\delta \boldsymbol{u}\left(\boldsymbol{x}, t, s_{x}, \delta t\right)\right)}{E_{j}(\boldsymbol{u}(\boldsymbol{x}, t))} \quad \text { with } \quad j \in\{x, y, z\} . \tag{14}
\end{equation*}
$$

Note that minimisation over all possible streamwise shifts is necessary, since the phase velocity is a priori unknown. In practice, the minimisation is performed over discrete shifts $s_{x}$ at increasingly fine discretisation in the context of a standard bisection procedure. Using the values to which the series $T_{\max }$ and $T_{\min }$ converged as guesses for the period $T$, we have evaluated the relative error $\hat{E}_{j}(\boldsymbol{u}, t, T)$ for all three velocity components at different times $t$ along the 'chain solution'. Despite the fact that the latter is just an approximation to an actual edge trajectory and notwithstanding the long period that makes an intermediate re-iteration of $\beta_{i}$ unavoidable, $\hat{E}_{j}(\boldsymbol{u}, t, T)$ is for case $\mathrm{PC} 2400_{y}$ at most $\mathcal{O}\left(10^{-5}\right)$ for any of the three velocity components. For case $\mathrm{PC} 3200_{y z}$, taking into account that the Navier-Stokes equations in square duct flow are equivariant under rotations by $m \pi / 2(m \in \mathbb{Z})$ about the $x$-axis, the deviation is found to be at most $\mathcal{O}\left(10^{-5}\right)$ for both, the 'full' period $T=563.8 T_{b}$ and half its value.

## 5. Discussion and Conclusion

In the previous sections, we have studied the flow in a streamwise periodic duct with square cross-section from a dynamical systems point of view. When artificially forced to stay within the 'edge manifold' $\mathscr{M}$ that separates the laminar and turbulent basins of attraction under additional symmetric constraints, trajectories are found to be attracted by simple invariant sets in phase space, including TWs and periodic cycles. While all TW solutions that take the role of edge states in the considered subspaces are known [25, 28, 34], no comparable periodic limit cycles have been detected before in a square duct. In plane Poiseuille flow, however, a structurally similar phase space object was detected in the pioneering work of TI03 with the same numerical bisection technique as in the current work. TI03 discussed in detail that the observed relatively attracting cycle could be both, a periodic orbit or a heteroclinic cycle. Indeed, it has been shown that structurally stable heteroclinic cycles can exist in systems with symmetry group $S=O(2)$ such as plane Poiseuille flow [50] and there have been some attempts to interpret turbulent bursting events as heteroclinic cycles $[51,52]$. However, limited computational resources hindered TI03

(b)


Figure 5. Time evolution of the estimated cycle period determined from the time intervals between two consecutive extrema of $\mathrm{Id}_{\triangle}$ using equation (11) for cases (a) $\mathrm{PC} 2400_{y}$ and (b) PC3200 $0_{y z}$. Here, we associate each value of the estimated period with the midpoint of the time interval based on which it has been determined, i.e. $t_{\bullet}^{k+1 / 2}=\left(t_{\bullet}^{k}+t_{\bullet}^{k+1}\right) / 2$. Squares and circles represent the $k$ th cycle turn-over time estimated based on the maxima ( $T_{\max }$ ) and minima ( $T_{\min }$ ) of $\mathrm{Id}_{\Delta}$, respectively. Dashed lines indicate values (a) $653.2 T_{b}$ and (b) $563.8 T_{b}$, respectively. The insets show close-ups of the same data close to the estimated period length.
from tracking their 'chain solution' around the cyclic orbit for more than one and a half periods and thus from clarifying the type of invariant set that it is shadowing.

For the square duct, the authors are not aware of a comparable statement on the existence of structurally stable heteroclinic cycles under the changed symmetry conditions. Also, the 'chain solution' found by TI03 in the closed channel spends a considerable amount of time near two selected points in the $(D, I)$-plane that are almost in equilibrium $(I \approx D)$, which motivated the speculation that their 'chain solution' is visiting the neighbourhood of two saddle-node travelling waves. In our case, the 'chain solutions' are not seen to stay close to any such typical point with $I \approx D$ for longer time intervals. Instead, we observe a permanent variation of both $I$ and $D$ even during the more quiet time episodes. An attempt to converge a travelling wave solution from nearly recurrent episodes along the 'chain solution' was not successful either. Third, the fact that the period estimated for the 'chain solution' converges to a remarkably robust value after a handful of loops suggests that the shadowed attracting invariant set is indeed a periodic orbit. An attracting heteroclinic cycle has, by definition, an infinite period, but any piecewise continuous, finite-precision approximation to it will possess an 'artificial' period. Though, one should expect that the dynamics of trajectories slow down in the vicinity of a heteroclinic cycle with every loop they spin around and approach the latter [cf. the heteroclinic cycle in $\mathbb{R}^{3}$ studied by 53] - a behaviour that we do not observe for any of our cases. On the other hand, our observations are in line with the work of Kreilos et al. [54], who successfully isolated a periodic orbit as edge state for an asymptotic suction boundary layer that reveals a structural similarity to the current periodic cycle. The authors provide evidence that the PO emerges from the annihilation of two pairs of fixed points in the context of a saddle-node infinite-period bifurcation, an observation which is of relevance for the ongoing analysis of the presented cases.

Although these arguments provide some evidence that the shadowed relatively attracting cycle is a periodic orbit, none of the above arguments is rigorous enough to conclusively clarify the nature of the attracting invariant set. To close this gap, in the next step one should try to converge the almost recurrent 'chain solutions' to truly periodic orbits with the aid of the Newton-GMRES algorithm. The authors are optimistic that this can be achieved in the near
future for the doubly-symmetric case $\mathrm{PC} 3200_{y z}$, taking into account the excellent quality of the initial guess as well as the fact that the flow seems to repeat itself (modulo a rotation by $\pi / 2$ about the $x$-axis) after half the estimated period $T / 2=281.9 T_{b}$. In case $\mathrm{PC} 2400_{y}$, the situation is more delicate in that the estimated period is too long to be useful as an initial guess for the Newton-GMRES solver, since there is at least one re-iteration of $\beta_{i}$ per period necessary to keep the 'chain solution' in the neighbourhood of $\mathscr{M}$. Without further extensions of the numerical approach such as a multipoint shooting technique [e.g. 55] or using an adjointedbased variational Jacobian-free method instead of the Newton-GMRES solver [e.g. 56], there is no hope to converge the current chain solution $\mathrm{PC} 2400_{y}$ to a periodic orbit.

But even without the fully-converged time-recurrent invariant set at hand, the current results open up a new dynamical systems-based perspective on the well-known 'switching' behaviour in square duct flow [12]: Fully-chaotic turbulent trajectories are expected to shadow periodic sets like the ones investigated in the current study for a certain period of their lifetime. During those episodes, they follow a similar dynamics as the invariant sets by which they are attracted and 'switch' from one 'two-wall' state to the other. Note that all detected edge states are purely attracting only within the edge manifold, but are inherently unstable solutions w.r.t. the full phase space. All chaotic trajectories will therefore eventually leave their neighbourhood again and, after a while, will possibly approach and shadow another comparable 'switching' cycle and so on and so forth. In this context, it should be emphasised that the 'switching' between (at least) two alternating flow states is no exclusive feature of the considered symmetric subspaces, but a comparable, though chaotic oscillating dynamics is also visible for edge trajectories in the asymmetric case CA3200, which further underlines the relevance of the current findings for the general, chaotic turbulent case. Further efforts will be made to assess the usefulness of this qualitative phase-space picture of square duct dynamics.
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