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1. Introduction

There exists an interesting anecdote about quantum computing: It was the

late nineties, and a group of physicists is trying to convince the the U.S.

department of defense to fund their research. They pitch Shor’s algorithm to

the by now surely baffled audience: "With its ability for prime factorization

we can crack all modern cryptography methods, including the encryption

used by the international banking system." The board is impressed, but unsure:

"Why should we fund research on a device that endangers most of today’s

critical data infrastructure?" Disappointed, the physicists leave the room and

have an emergency discussion. Suddenly, one of them rushes back in and

poses one simple question to the board: "What if the other side has it first?".

The direct answer of the committee is lost to time, but now, more then twenty

years later, the realization of a quantum computer has evolved into one of

the largest technical efforts of mankind to date.

A very interesting aspect of quantum computing is the sheer novelty in

the way it approaches computation. Even with a fully functional quantum

computer, we would not be able to harness its full potential right away,

because its possibilities are still vastly unexplored. While first claims to

usefulness were made in the context of cryptography, this was soon extended

to chemistry [78], materials- and life sciences [5, 82], and the development is

far from over.

Currently, we live in the NISQ-era (Noisy Intermediate Scale Quantum com-

puting)[90]. IBM claims to cross the utility threshold with its Quantum System

two [53], consisting out of a tri-core-QPU (Quantum Processor Unit) with

each core running on 133 qubits. Although computers based on supercon-

ductors are currently leading, there is a new emergent platform, promising

to tackle the shortcomings of superconducting systems: Devices based on

the spin states of one to many crystal-electrons in semiconductors. These

platforms are fully Complementary metal oxide semiconductor (CMOS) com-

patible [74] (since they are CMOS), can operate at 1.5 K [81], have coherence
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1. Introduction

times of up to 28 ms [110], and can be coupled using microwave photons [95]

and electron shuttles [27].

In the semiconductor spin-qubit community, silicon has arisen as the mate-

rial of choice for most modern designs. The main reasons for this are the

intrinsic low percentage of isotopes which contain nuclear spin, as well as

the perfect compatibility with industry standard Very-large-scale integrated

circuit (VLSI) techniques [89]. Currently, the two most prominent platforms

in silicon quantum computing are Metal oxide semiconductor (MOS)and

Si/SiGe structures, which in turn come with individual boons and weaknesses.

MOS samples due to their simpler stack, are easier to fabricate. Furthermore

the Two-dimensional electron gas (2DEG) is strongly confined at the oxide

semiconductor interface, which leads to a high valley splitting ranging in the

order of 600 µeV [29]. But with this direct proximity to the oxide interface, the

electron gas becomes susceptible to impurities at the heterojunction. Typical

mobilities in MOS devices range somewhere in between 5000 cm V
−1

s
−1

[18]

and 15 000 cm V
−1

s
−1

[19], in rare cases up to 40 000 cm V
−1

s
−1

[64], mostly

being limited by the defects created from the lattice mismatch in between

Si and the gate oxide SiO
2
. Complementary to MOS, Si/SiGe heterostruc-

tures offer mobilities above 800 000 cm V
−1

s [102] for doped and beyond

1.6×10
6

cm V
−1

s [70] for undoped structures with global accumulation gates.

This is due to the different confinement region for the electron gas. It is

separated by a spacer layer from the dielectric interface, whose thickness

usually ranges within the 30 nm region for most designs [55, 68, 15, 75]. While

reducing the influence of oxide defects, Si/SiGe comes with its own set of

challenges and problems. One being the low valley splitting of 60 µeV [99,

7, 52, 113] in comparison to MOS, and the other being the complexity of

the heterostructure. Due to the complicated layer-stackup, devices based on

SiGe show charging effects on the timescale of hours to days, making the

long-term stability of the device working point a critical issue [63, 101, 11].

Helping to solve the latter problem shall be my concern from now on. Being

the first student on the topic of semiconductor spin qubits in Karlsruhe, it was

my responsibility to build a sustainable lab infrastructure that enables research

on semiconductor quantum circuits. This thesis is structured accordingly. In

chapt. 2 I will give an introduction to the theory of SiGe-Heterostructures,

emphasizing the mechanisms that lead to charge redistributions.

Spin-qubits have high requirements regarding the capabilities of the exper-

imental setup. First and foremost being that the platform itself has to be

2



1. Introduction

cryogenic. Furthermore they require the full toolkit of the experimentalist,

since they need to be provided with heavily filtered static voltages, complex

gate waveforms with transients in the ns regime, and magnetic fields of a few

Tesla. Hence, I will present the engineering that went into the construction

of the semiconductor setup in chapt. 3.

In the following chapt. 4 I will present the measurement software I developed.

I will go into the detail of the usage and maintenance of the three developed

software packages spin_tune (synchronous data acquisition), spin_watch

(asynchronous data acquisition), spin_excite (asynchronous data acquisi-

tion with realtime manipulation). Each of them is written to be hardware

independent, easy to use and easy to adapt to the measurement setup at

hand.

In the last chapt. 5 I will present how the individual gears from chapt. 3

and chapt. 4 mesh to investigate the charging processes involved in SiGe-

heterostructures. I will show that a simple and readily available method, bias

cooling, can reduce the charge noise up to two orders of magnitude, and

present a theory regarding the trigger of these charging processes.

Let’s jump right in.
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2. SiGe heterostructures

2.1. Bandstructure of crystalline Si

Silicon is a group-IV element crystallizing, similar to carbon, in the diamond

lattice, which is a variant of the FCC-Bravais lattice with two atoms sitting

on each site. A representation of the conventional unit cell of the diamond

lattice is drawn in Fig. 2.1. Which are the basis vectors of a BCC-lattice.

Figure 2.1.: Conventional unit cell of the silicon lattice [26].

Constructing the primitive unit cell in reciprocal space, we end up with

the Brillouin-zone of silicon which is depicted in Fig. 2.2, with highlighted

high-symmetry points.

Silicon is an indirect semiconductor (valence maximum and conduction min-

imum are not at the same point in momentum space), with a band gap of

1.17 eV [35] at ≈ mK temperatures. The conduction band minimum lies on

the Δ-axis close to the 𝑋 point, and is six fold degenerate. The bandstructure

is depicted in Fig. 2.3 (a). Fig. 2.3 (b) shows the iso-energy surfaces for charge

carriers in the Δ6 conduction band minima. The shape is ellipsoidal due to
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2. SiGe heterostructures

Figure 2.2.: Brillouin-zone of the FCC-lattice, adapted from [103].

the dependence on direction of the effective mass. In silicon, we differentiate

in between the longitudinal effective mass𝑚∗
𝑙
= 0.916𝑚0 and the transversal

effective mass𝑚∗
𝑡 = 0.19𝑚0 [96], with𝑚0 being the mass of a free electron.

Longitudinal refers to a wave-vector parallel to the Δ-axis, and transversal

refers to a wave-vector perpendicular to the Δ-axis.

2.2. Bandstructure of strained SiGe quantum wells

While in most electronic devices the six-fold degeneracy of silicon’s conduc-

tion band does not play a major role maybe aside from increasing the charge

carrier density, devices whose working principles rely on Pauli’s exclusion

principle are greatly affected. Pauli spin-blockade for example, a mechanism

used in a plethora of quantum-dot devices [94, 80, 47, 49, 57] is not possible

within the presence of valley splitting. Electrons that differ in their valley

quantum number, are allowed to be in the same spin state and therefore seem

unaffected by the exclusion principle. Lifting the valley degeneracy is there-

fore of utmost importance if one wishes to realize a silicon quantum device

based on the exclusion principle. One way to eliminate the valley degeneracy

and provide a high mobility 2DEG is a SiGe heterostructure, whose band

structure will be discussed in the upcoming section.

First, let us define what a heterostructure is. In general it is comprised of

at least two different semiconductor materials. These might differ in band

6



2.2. Bandstructure of strained SiGe quantum wells

Figure 2.3.: Bandstructure of silicon (a). Iso-energy surfaces of charge carriers in the silicon

conduction-band minima (b). Adapted from [37].

gap therefore electrical, optical, mechanical properties or none of the afore-

mentioned. As long as the chemical composition changes along a specified

interface and both materials are semiconductors, we have ourselves a het-

erostructure. Which materials are alloyed depends greatly on the design

purpose. In the case of SiGe, this is the confinement of charge carriers in

the growth direction, which we shall call the z-direction from now on. Fur-

7



2. SiGe heterostructures

thermore it is required that the valley degeneracy in between the different

conduction band minima is completely lifted. A material-stack mostly ful-

filling the mentioned requirements is the Si
0.7
Ge

0.3
/Si/Si

0.7
Ge

0.3
stack shown

in Fig. 2.4. As is visible the structure consists of a silicon (100) substrate, on

Figure 2.4.: Layer stack of the SiGe heterostructure used to confine electrons in the z-direction.

The n++ regions are heavily doped with phosphor, and the silicon substrate is grown in (100)

direction.

which a 3 µm linearly graded Si
1–x

Ge
x
buffer is grown, followed by a 2 µm

Si
0.7
Ge

0.3
buffer, a 10 nm strained silicon channel, a 30 nm Si

0.7
Ge

0.3
spacer

layer, a 2 nm silicon cap layer and a 10 nm Al
2
O
3
layer separating the semi-

conductor from the first metallic gates. We shall now clarify the the reason

of existence for each of the different layers. Since to this day no large-scale

SiGe wafers are commercially feasible, the bare substrate is silicon. Germa-

nium’s lattice constant is 4.2 % larger then the one of silicon [103], meaning

that Si
0.7
Ge

0.3
will also have a larger lattice constant then silicon. If it was

grown directly onto silicon, the lattice mismatch would result in compressive

strain in the SiGe. For the first 100 nm the alloy would adapt to the lattice

constant of the substrate, but after reaching this critical thickness SiGe would

start to relax by forming large numbers of defects in the form of threading

dislocations. To combat this problem, the lattice constant is increased linearly

8



2.2. Bandstructure of strained SiGe quantum wells

by constantly increasing the germanium content in the graded buffer layer

from 0 to 0.3. While this prevents most of the dislocations from forming,

some will still be present, therefore a strain-relaxed 2 µm Si
0.7
Ge

0.3
constant-

composition buffer is grown on top of the graded one to ensure minimum

dislocation density at the interface to the silicon channel [87]. The silicon

channel itself is grown on the Si
0.7
Ge

0.3
alloy which has a different lattice

constant and is therefore tensile strained. This strain breaks the inversion

symmetry of the crystal, lifting partially the valley degeneracy in between

the conduction band valleys. The four in-plane Δ4 valleys (lying in ±𝑘𝑥 and

±𝑘𝑦 direction) are split from the lower lying out-of-plane valleys (lying in

±𝑘𝑧 direction) Δ2-valleys by 200 meV, see Fig. 2.5 (a). This results in a type-2

band alignment in between the Si channel and the SiGe buffer layer, with the

Δ2 conduction band minimum of the silicon lying approximately 180 meV

below the one of the SiGe alloy. The silicon valence band maximum on the

other hand is 170 meV below the SiGe valence minimum, therefore effectively

creating a well for electrons and barrier for holes. [119, 96]. The resulting

band structure is depicted in 2.5 (b). The thickness of the quantum well

Figure 2.5.: Partial lifting of the degeneracy of the Δ6 conduction band minimum by induced

strain (a). Resulting band alignment in a SiGe heterostructure (b). With n being the electron

density inside the channel, Δ2 and Δ4 are the edges of the two lowest lying conduction bands,

𝐸
0,𝑐ℎ𝑎𝑛𝑛𝑒𝑙 and 𝐸0,𝑐𝑎𝑝 are the lowest subbands in channel or cap respectively and 𝜂 is the

electrochmical potential (Fermi-energy) of the system.

layer is constrained by the so called Matthews-Blakeslee-limit [73]. A silicon

channel with a thickness surpassing this limit will start to relax the atom-

istic strain by forming threading dislocations, therefore lowering the valley

splitting and the electron mobility due to defect scattering. For the discussed

heterostructure this limit has been calculated to be 10 nm [84]. Next in the

stack is the SiGe spacer layer. The purpose of the spacer layer is twofold: First,
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it confines the 2DEG in the upper z-direction, second, it protects the 2DEG

form the defects at the oxide interface. While this separation indisputably

creates low critical electron densities [44] and the mobility of the 2DEG is

limited by remote impurity scattering [67, 43], it is not possible to make

this layer infinitely thick. Otherwise patterning the electron gas with gate

structures on top of the stack will require increasingly high voltages due to

the spatial separation. On top of the spacer resides the silicon cap, which is a

Si layer with a thickness of about 2 nm [42, 98]. The reason of existence of

this layer is not purely to annoy experimentalists [119], but also to protect

the lower lying layers containing germanium from oxygen diffusion. Since

the cap is much thinner then the channel, the first sub-band is approximately

twenty-five times higher in energy then the first subband of the silicon chan-

nel. Therefore, even if placed further away from the interface, electrons will

accumulate in the channel at lower voltages than in the cap if placed in an

electric field. To top it off, Al
2
O
3
is used as gate oxide. While the purpose

of the oxide layer is immediately clear, namely to insulate the metallic gate

layers from the semiconductor, the choice of material is not. Thermal SiO
2
is

known to produce the highest quality oxide interface with silicon, but the

problem lies in the growth method. If exposed to high processing temper-

atures, the germanium contained within the structure will start to diffuse

and contaminate the silicon channel [87], reducing the quality of the 2DEG.

Using Al
2
O
3
as gate oxide represents a compromise in between interface

and 2DEG quality, as it can be deposited at temperatures below 300
◦
C and

maintain low defect densities as well as strong insulating behavior [41, 40, 69].

Since the heterosturcture is undoped, no conduction electron density will

be present in the Si channel at low temperatures. The conduction band

edge and the electrochemical potential of the heterostructure in thermal

equilibrium is shown in Fig. 2.6 (a). To accumulate electrons inside the

channel a global voltage is applied to the structure, for example through a

global accumulation gate. If the voltage is high enough, the first sub-band of

the quantum well will be pulled below the Fermi-level, resulting in a non-zero

electron density within the channel, as in Fig 2.6 (b). Since the first sub-

band of the silicon cap is higher in energy due to the stronger confinement,

the cap is still insulating, without any additional charge carriers. If the

accumulation voltage is increased further, the first subband of the cap is also

pulled below the Fermi-level, and electrons should populate the cap. This

second accumulation results in a saturation of the charge density within
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2.2. Bandstructure of strained SiGe quantum wells

Figure 2.6.: Band-edge alignment of the heterostructure in the zero-bias case (a) and in the

accumulated case (b).

the quantum well, since the additional 2DEG layer will screen the electric

field at the position of the well. The accumulation voltage of the second

channel can be estimated by for example, self-consistent schrödinger poisson

calculations [71, 45]. Surprisingly, the cap is not populated by electrons at the

calculated voltage. The carrier density in the quantum well keeps increasing

far above the calculated limits, only breaking down at voltages way above the

estimations. Since the cap is very thin and in direct proximity to the defect-

ridden oxide interface, the disorder potential can be assumed to be quite

strong, leading to a high critical density of the metal-to-insulator-transition

of the silicon cap. Therefore the ohmic contacts, which also contact the cap,

cannot supply electrons to the layer, and it remains insulating. Yet, the critical

density is reached at a sufficiently high voltage. Therefore a source of electrons

populating the cap has to be present. Fowler-Nordheim tunneling from the

silicon channel into the cap represents such a source [71]. Furthermore a

partially charged silicon cap is correlated to large charge redistributions

affecting the low-frequency charge noise of quantum dot devices [23]. The
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exact charge dynamics in the partially charged state remain elusive and

are theorized to either [116] be dominated by Anderson localization [1],

or to form separated charge puddles of mobile carriers, depending on the

lengthscales of the potential disorder and the wave-function localization in

the system. Insulated gate field effect transistor (IGFET) devices in similar

heterostructures exhibit an Anderson-type metal-to-insulator transition [34,

33] in the quantum well layer. The cap on the other hand is located directly

at the semiconductor-oxide interface, and therefore similar to metal-oxide-

semiconductor field-effect transistor MOSFET structures, where the metal-

to-insulator transitionMIT is known to be percolation induced [106].

2.3. Tunneling into the cap

2.3.1. The Tsu-Esaki model

The general case of two semiconductors separated by an arbitrarily shaped

tunneling barrier is considered. Presented on the left hand side of Fig. 2.7 is

a semiconductor with its electrochemical potential being at 𝜂1, lying above

the potential of the second semiconductor on the right hand side, which is

at 𝜂2. The corresponding Fermi-distribution functions are drawn in blue.

Sandwiched in between the two semiconductors is a tunneling barrier, which,

for example, could be realized by an oxide.

To compute the current flowing from one semiconductor electrode to another,

we start by considering the equation expressing the current density 𝑗 in the

Boltzmann regime for a free electron gas [46]:

𝑗 =
𝑞

4𝜋3

∫ ∞

−∞
v(k) 𝑓 (k)𝑑3𝑘 (2.1)

Where 𝑞 is the charge of the carrier that forms the current, k the wave-vector

of the charge carriers, v the group velocity and 𝑓 (k) the non-equilibrium
distribution function. In the next step, we modify the equation at hand to

compute the tunneling current in between two semiconductors separated by

a barrier. The current from electrode one to electrode two can be expressed

as [14, 30]:

𝑗1→2 =
𝑞

4𝜋3

∫ ∞

−∞
𝑇𝐶 (𝑘𝑧) 𝑣𝑧 (k) 𝑓1 (k) (1 − 𝑓2 (k))𝑑3𝑘 (2.2)
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2.3. Tunneling into the cap

Figure 2.7.: Relevant energy levels and distribution functions for electron tunneling in between

two degenerately doped n-type semiconductors. With 𝜂1 and 𝜂2 being the electrochemical

potentials of the semiconductors, 𝐸𝐶1 and 𝐸𝐶2 the corresponding conduction band edges, 𝑓1 and

𝑓2 the Fermi distribution functions, and Φ the height of the potential Barrier.

The first main modification made in comparison to 2.1 is that the finite

transmission rate through the barrier is taken into account by the tunneling

coefficient 𝑇𝐶 . Since the tunneling contact lies within the x-y-plane only

electrons with a wave vector component in z-direction will attempt to cross

the barrier. Therefore the tunneling coefficient is only dependent on the

wave-vector component orthogonal to the tunneling contact. Furthermore

the non-equilibrium-distribution function can be expressed as 𝑓1 (k) (1− 𝑓2 (k).
With 𝑓1 and 𝑓2 being the probability distribution functions for the occupancy

of states with the wavevector k. The tunneling process involves only a

small part of the conducting electrons, and therefore both electrodes can be

described as being in equilibrium. The probability of transfer scales with the

13



2. SiGe heterostructures

probability of the initial state being occupied (𝑓1 (k)) and the final state being

unoccupied (1 − 𝑓2 (k)).

The total current flowing through the tunneling junction is expressed as the

difference in between charge carriers flowing from electrode one to electrode

two and two to one.

𝑗 = 𝑗1→2 − 𝑗2→1 (2.3)

𝑗 =
𝑞

4𝜋3

∫ ∞

−∞
𝑇𝐶 (𝑘𝑧) 𝑣𝑧 (k) (𝑓1 (k) − 𝑓2 (k))𝑑3𝑘 (2.4)

Finally, we perform a change in variables from wave-vector k to the more

intuitive energy 𝐸. For a free electron gas we can separate the energy terms

arising from the motion towards (or away) from the tunneling barrier 𝐸𝑧 and

the motion in the plane of the tunneling barrier 𝐸𝑝 . The condition 𝐸 = 𝐸𝑧 +𝐸𝑝
is always fulfilled. For the energy arising from the motion in x-direction the

following considerations can be made:

𝐸𝑧 =
ℏ2𝑘2

𝑧

2𝑚∗
𝑙

, 𝑣𝑧 =
1

ℏ

𝜕𝐸

𝜕𝑘𝑧
, 𝑣𝑧𝑑𝑘𝑧 =

1

ℏ
𝑑𝐸𝑧 (2.5)

The in-plane components (parallel to the tunneling barrier) are expressed in

polar coordinates :

𝐸𝑝 =

ℏ2

(
𝑘2

𝑥 + 𝑘2

𝑦

)
2𝑚∗

𝑡

=

ℏ2

(
𝑘2

𝜌

)
2𝑚∗

𝑡

,
𝜕𝐸𝑝

𝜕𝑘𝜌
=
ℏ2𝑘𝜌

𝑚∗ , 𝑘𝜌𝑑𝑘𝜌 =
𝑚∗

ℏ2
𝐸𝑝 (2.6)

Implementing the coordinate transformation showcased in 2.5 and 2.6 in

equation 2.4 yields the following expression for the tunneling current density,

also known as the Tsu-Esaki-model [20, 108]:

𝑗 =

∫ ∞

0

𝑇𝐶 (𝐸𝑧)𝑁 (𝐸𝑥 )𝑑𝐸𝑧 (2.7)

with the supply function 𝑁 (𝐸𝑧) being defined as:

𝑁 (𝐸𝑧) =
𝑞𝑚∗

2𝜋2ℏ3

∫ ∞

0

[𝑓1 (𝐸) − 𝑓2 (𝐸)] 𝑑𝐸𝑝 (2.8)
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2.3.2. Fowler-Nordheim-Tunneling

After deriving the tunneling current formula for arbitrary barriers and and

supply functions, it is necessary to substantiate the formalism on the problem

at hand, namely the SiGe heterostructure described in 2.2. The goal of the

following section is to calculate the tunneling coefficient 𝑇𝐶 . A possible tun-

neling path for electrons to take is from the strained silicon channel through

the spacer layer into the silicon cap. At the onset of significant tunneling

currents through this channel, the conduction band edge takes approximately

the shape of a triangular barrier [71, 45, 43] as is depicted in fig. 2.8, with

Φ denoting the effective barrier height. Therefore the resulting tunneling

currents are to be computed within the regime of Fowler-Nordheim tunneling

[24]. To derive the Fowler-Nordheim tunneling coefficient we will employ

Figure 2.8.: Band alignment at the onset of significant tunneling currents into the cap, with 𝐽

being the total tunneling current density.

the WKB-approximation [115, 62, 9] for the transmission coefficient:

𝑇𝐶 ≈ exp

(
−2

∫ 𝑧2

𝑧1

|𝑘 (𝑧) |𝑑𝑧
)

(2.9)
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Where 𝑘 (𝑧) denotes the wave-vector inside the barrier, 𝑧1 and 𝑧2 the classi-

cal turning points. The shape of the barrier is included by formulating an

expression for 𝑘 :

𝑘 (𝑧) =
√︂

2𝑚∗

ℏ2
(Φ + 𝜂1 + 𝐸𝑧 −𝑉 (𝑧)) (2.10)

Where𝑚∗
is the effective mass inside the barrier, Φ is the effective Barrier

height, 𝜂1 the electrochemical potential of the source semiconductor, 𝑉 (𝑧)
the barrier function and 𝑧 the current position inside the tunneling barrier.

To compute 𝑉 (𝑧) two considerations have to be taken into account. First, in

the region in between both electrodes, the electron basically behaves as in

a parallel plate capacitor. Its potential depends linearly on the position in

between both electrodes. Second, since the source of the tunneling electrons

is a two dimensional electron gas, which behaves like a metal for all intends

and purposes of the following arguments, the image-force of the extruding

electron has to be included as well [97]. Thus, the potential barrier function

𝑉 (𝑧) includes two terms:

𝑉 (𝑥) = 𝑞2

16𝜋𝜖𝑟𝜖0 (𝑧 − 𝑧1)
− 𝑞E(𝑧 − 𝑧1) (2.11)

Where 𝜖𝑟 is the permittivity of the material inside the barrier, 𝜖0 the vacuum

permittivity, E the electric field in which the electron is moving and 𝑧 its

current position inside the tunneling barrier. The first term describes two

attracting point charges, therefore includes the image force and the second

describing the motion of an electron in a homogeneous electric field, as is

present in between the silicon channel and the cap layer.

Effectively, the image-force reduces the work function by:

ΔΦ =

√︄
𝑞3E

4𝜋𝜖𝑟𝜖0

(2.12)

The reduction is defined as the maximum difference in potential caused by

the mirrored charge [103]. Substituting equation 2.11 into 2.9 and carrying

out the integration yields [117]:

𝑇𝐶 ≈ exp

[
−4

√
2𝑚∗Φ3

3ℏ𝑞E 𝑣 (T ) + 2

√
2𝑚∗Φ

ℏ𝑞E 𝑡 (T )(𝐸𝑧 + Φ)
]

(2.13)
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Where 𝑣 (T ) and 𝑡 (T ) are slowly varying functions of the normalized image-

force barrier lowering T = ΔΦ/Φ. While there is no analytical expression for

𝑣 and 𝑡 , tabulated values are calculated in e.g. [10].

𝑇𝐶 (𝐸𝑧) = exp

[
4

√
2𝑚∗

3ℏ𝑞E (Φ − 𝐸𝑧 + 𝜂1)
3

2

]
(2.14)

In order to finalize the derivation of the field-emission or Fowler-Nordheim

tunneling current, we now focus on the supply function 𝑁 (𝐸). The device is
operated in the mK range, therefore it is safe to assume𝑇 ≈ 0 mK. For the zero

temperature case the fermi-dirac-distribution function can be approximated

as a the Heaviside-step function:

𝑓 (𝐸) = 1

1 + exp

(
𝐸−𝜂
𝑘𝐵𝑇

) ≈ Θ(𝐸 − 𝜂) (2.15)

Performing the integral in equation 2.8 yields the supply function for a

fermionic system at zero temperature:

𝑁 (𝐸𝑧) =
𝑞𝑚∗

2𝜋2ℏ3
(𝜂2 − 𝜂1) (2.16)

By inserting the tunneling coefficient 2.13 and supply function 2.16 into the

net tunneling current 2.7 we compute the final result for the electron flow in

the Fowler-Nordheim regime [66]:

𝐽 =
𝑞3E2

8𝜋ℎΦ𝑡2 (T ) exp

(
−4

√
2𝑚∗Φ3𝑣 (T )

3ℏ𝑞𝐸

)
(2.17)

An interesting caveat hereby is that𝑚∗
does not have to correspond to the

effective mass of the lowest lying conduction band of the dielectric material,

since a tunneling electron does not occupy any of the bands the dielectric

provides. To compute tunneling currents, an effective mass has to be used

nevertheless. It has been shown that the energy dispersion of the electron

inside the forbidden gap follows the predictions of the two-band model [86]

and intricate calculations [2] exist to estimate the effective mass inside the

barrier. Experimentally the mass within the barrier seems to deviate only

slightly from the effective mass of the lowest lying conduction band of the

tunneling barrier [72, 114, 79, 8].
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2.4. Gate defined Quantum Dots

Generally, a quantum dot consists of a small conductive island and tunneling

contacts to source (S) and drain (D) electrodes as is depicted schematically in

Fig. 2.9 (a). Additionally a gate (G) electrode may be added to tune the energy

levels of the system. The constraints on the size of the island are set by the

fact that the capacitance has to be sufficiently small that the discrete nature

of the electron charge becomes visible. While many factors play a role in

the visibility of single-electron effects, the key enabling condition is that the

charging energy is large in comparison to the thermal energy
𝑒2

2𝐶𝑖𝑠𝑙𝑎𝑛𝑑
≫ 𝑘𝐵𝑇 .

For typical low-temperature experiments performed in the ≈ 30 mK range,

the capacitances involved should be smaller then 1 fF. While all quantum

dots have in common that single charge effects have to be visible, their direct

physical implementation vastly depends on the system they are realized

in. While the first quantum dot devices were fabricated using small normal

metal islands[28, 112], the quantum dot device family was soon extended

by superconducting devices [93], molecules inside break-junctions [85, 32],

vertical semiconductor quantum dots [59] and, most important in the context

of this thesis, lateral semiconductor quantum dots [76, 60]. To understand the

charge dynamics in these nanoscopic structures, we examine the equivalent

circuit model in Fig. 2.9 (b). First let us only consider the dot itself, without

applied voltages to any of the electrode contacts. The pure electrostatic

energy arising from 𝑁 electrons located on the capacitance of the metal

island is described by the first term in the Hamiltonian 2.18. Additionally if

we now allow the source potential 𝑉𝑠 , drain potential 𝑉𝑑 , and plunger gate

potential 𝑉𝑔 to be at a nonzero voltage, their influence on the energy level of

the electrons on the island electrode is considered by the second term in 2.18.

The last term includes effects arising from the electron being a nonclassical

particle obeying the pauli exclusion principle, meaning it takes into account

the orbital energies 𝜖𝑖,𝜎 which are added on top of the purely electrostatic

terms.

𝐻𝑄𝐷 =
𝑒2

2𝐶Σ
𝑁 (𝑁 − 1) − 𝑁𝑒

𝐶Σ
(𝐶𝑔𝑉𝑔 +𝐶𝑠𝑉𝑠 +𝐶𝑑𝑉𝑑 ) +

∑︁
𝑖,𝜎

𝑁𝑖,𝜎𝜖𝑖,𝜎 (2.18)

Where 𝑒 denotes the electron charge, 𝐶Σ the total capacitance of all gates

and leads, 𝐶𝑔, 𝐶𝑠 , 𝐶𝑑 the capacitance of the gate, source and drain electrodes,

𝑁𝑖,𝜎 the number of electrons in the 𝑖-th quantum state with spin 𝜎 and 𝜖𝑖,𝜎
the energy corrseponding to said state. Furthermore, we assumed that the
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2.4. Gate defined Quantum Dots

Figure 2.9.: Schematic depiction of a general quantum dot device (a). The white-blue regions

exemplify the tunnel-coupling in between source and drain. Equivalent circuit model of the

system sketched above (b).

capacitances are independent on the number of electrons inside the dot,

and that each electron feels the exact same Coulomb repulsion to every

other electron [50]. This mathematical treatment of the quantum dot system

is known as the constant interaction approximation [109, 61, 58]. After

familiarizing ourselves with the energies involved in the steady state of a dot

system, we now turn our attention towards the current carrying capabilities

of a quantum dot. As a first step we investigate the total energy 𝑈 arising

from 𝑁 electrons being on the quantum dot, which can easily be deduced

from the hamiltonian. The electrochemical potential is the energy level which

will be occupied if another particle, in this case an electron, is added to the

system. We can therefore write:

𝜂 (𝑁 ) = 𝑈 (𝑁 ) −𝑈 (𝑁 − 1) (2.19)

𝜂 (𝑁 ) = 𝑒2

2𝐶Σ

(
𝑁 − 1

2

)
− 𝑒

2𝐶Σ
(𝐶𝑠𝑉𝑠 +𝐶𝑑𝑉𝑑 +𝐶𝑔𝑉𝑔) + 𝐸𝑁 (2.20)
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2. SiGe heterostructures

Where 𝐸𝑁 denotes the difference in between the purely orbital energies of

the 𝑁 -th and 𝑁 − 1-th electron. The values of the electrochemical potential

are quantized in the electron number, and a schematic depiction of a quantum

dot with corresponding energy levels is drawn in Fig. 2.10. Electrons can

only pass through the dot, if a dot-level is aligned with the source and drain

potential in the zero bias case. Meaning the gate electrode has to bias the dot

so that 𝜂 is resonant with source and drain. In the classical Coulomb-diamond

depiction this case is reflected by the points in which the diamonds cross

the 𝑉𝑔 axis, because those are the only possible configurations that allow

conductance at zero bias. If we know apply a voltage in between source and

drain, the afore pointlike conduction criterion becomes one dimensional (a

line :), since the dotlevel does not have to be aligned with source and drain,

but in a range in between source and drain, giving rise to the edges of the

Coulomb diamonds. The width of a Coulomb diamond (on the x-axis) is

Figure 2.10.: Schematic drawing of a quantum dot with and the corresponding energy levels.

determined by the adding Energy 𝐸𝑎𝑑𝑑 , which describes the electrochemical

potential difference in between an 𝑁 and 𝑁 − 1 electron charging state. As a

general definition for the adding energy we write:

𝐸𝑎𝑑𝑑 = 𝜂 (𝑁 ) − 𝜂 (𝑁 − 1) = 𝐸𝐶 + Δ𝐸 (2.21)
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2.4. Gate defined Quantum Dots

Figure 2.11.: Schematic depiction of Coulomb-diamonds and the corresponding energy-level

alignments on the quantum dot.

Where 𝐸𝐶 is the single-electron charging energy 𝑒2/2𝐶Σ and Δ𝐸 the energy

difference in between two orbital states. Δ𝐸 can also take the value of zero, in

the case of two electrons with opposite spin only charging the dot but being in

the same orbital state. The area inside a Coulomb diamond (the area closest to

the x-axis, in between two conductance-onset lines) depicts combinations in

the parameterspace (𝑉𝑆𝐷 and𝑉𝑔) in which the dot is non-conductive, The bias

window does not contain any energy levels, no tunneling paths are available,

conduction through the dot is blocked. Since the main contributor to the

level spacing is the electrostatic Coulomb repulsion in between the electrons

charging the island electrode, this regime is called Coulomb blockade. Further

parameters, besides a matching set of gate voltages, crucial to develop a
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2. SiGe heterostructures

Coulomb blockade are the Temperature of the electron system and the orbital

energy spacing Δ𝐸. We formulate the requirements for a Coulomb blockade

with the following inequalities:

Δ𝐸 < 𝑘𝐵𝑇 < 𝐸𝐶 (2.22)

Γ−1 >
ℎ

𝐸𝐶
(2.23)

𝑒 |𝑉𝐷𝑆 | < 2𝐸𝐶 (2.24)

With Γ being the tunnel coupling. If the thermal energy would, at any point,

be higher then the charging energy, thermally excited electrons would be

able to surpass the Coulomb blockade, leading to a constant background

current, and in the case of 𝑘𝐵𝑇 ≫ 𝐸𝐶 , the number of electrons on the dot

is not a good quantum number anymore, and any features of the Coulomb

blockade disappear completely. The second criterion for Coulomb blockade

to occur is that the orbital energies Δ𝐸 are much smaller then the charging

energies. A dot in which this condition is not fulfilled will also block the flow

of current and, depending on the gate voltage, let it pass, but the levels will

not be nearly equidistant and the blockade will be caused by orbital energy

and not Coulomb repulsion, therefore not leading to the regime of Coulomb

blockade. Furthermore the tunnel coupling Γ has to be low enough, that

the energy of the electron on the island is well resolved and its uncertainty

smaller then the charging energy. The last condition for Coulomb blockade

to occur is formulated in eq. 2.24. In the blockade regime the electrons tunnel

one-by-one, therefore the source-drain bias 𝑉𝑆𝐷 must be smaller than twice

the charging energy. If the bias exceeds this limit, multi-electron tunneling

becomes possible.
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3. Hardware

3.1. DC-Wiring

A working chip in the cryostat is, in the most exciting of scenarios, a homo-

geneous 2DEG. The accumulation and depletion of specific spacial regions of

the chip is done in-situ, by applying slowly changing voltages to the different

gates hopefully present on the sample. Therefore, the quality of the semi-

conductor qubit is not only defined by the material of the chip, but also by

the noise level of the voltages used to define the potential landscape. Since

thermal noise and as a direct consequence high electronic temperature of the

chip, will impact the performance only negatively, the wiring delivering the

static control voltages, should mitigate heat transfer from room- and higher

temperature stages in electronic form via heat conduction, and radiation

traveling down the input lines.

The first of the two concerns can be eliminated by material choice. Since heat

conductivity is directly linked to electrical conductivity by the Wiedemann-

Franz law [25], using wires made out of a high resistivity material will protect

the sample from heat traveling down from the input ports on the fridge side.

A further constraint placed on the material is that its conductivity should

be temperature independent, since it is going to bridge the full temperature

range room temperature near to absolute zero. The conductivity of materials

that fulfill this requirement is usually defect-dominated (since the amount of

defects will not change greatly in the temperature range which is of interest

to us). An example of such a material is constantan, and was therefore used

for the wiring. A side effect of the high resistivity is that passing larger

currents (mA, in this case) will ironically cause heating. To mitigate that, we

used wires that embed superconducting (below 16 K) NbTi filaments inside a

constantan matrix. The superconductor will not increase the thermal load

on the sample, since all superconductors are poor thermal conductors in

comparison to low-resistance normal metals.
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With the choice of materials out of the way, it is time to turn our attention to

the construction of the wirebundles delivering the control signals. A cable

is seldom alone, especially in setups that run semiconductor nanostructures.

Dictated by the pinout of the Jäger-connector, we chose to run the wires

in bundles of twelve. From this point on, we shall discuss the anatomy of

such a bundle. A schematic depiction can be found in Fig. 3.1. Explaining

the schematic from the inside out, besides the twelve live wires, also eight

grounded wires are present. All of these are constantan-superconductor wires

with an outer diameter of 100 µm bare diameter, and 110 µm including the

insulating lacquer. While the purpose of the live wires should be clear by now,

the grounded ones are there to increase the capacitance of the wires toward

the outer shield. This is done to increase the filtering effect of the cabling

itself. The wire can be seen as a distributed RC-filter (with R being formed

by the resistive wire and C by the capacitance to ground). Additional wires

inside the shield will decrease the distance in between live and grounded

components, therefore increasing the capacitance. This increased capacitance

now provides a short for high-frequency signals. The wirebundle itself is

encased in Apiezon-grease, which is used to increase the thermal conductivity

to the outer shield as well as serving as a lubricant during the construction of

the wiring. Finally, the whole bundle is encased in a grounded capillary made

out of CuNi with an outer diameter of 1.7 mm, providing electromagnetic

shielding as well as mechanical stability. The bundles themselves are 110 cm

Figure 3.1.: The anatomy of a wirebundle.
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3.1. DC-Wiring

long, and four of them are installed in the cryostat, summing up to a total of

48 lines to deliver static voltages to the sample. Furthermore the cabling is

thermalized at every temperature stage it crosses. A copper wire is soldered

to the outer shield connecting it to the corresponding temperature stage if

above 4 K. If below 4 K, it is advised to glue these thermalizations with a

conductive glue, like epoxy (UHU Endfest 300, in this special case) infused

with silver powder, since tin becomes superconducting at 3.7 K, and therefore

looses most of its heat conducting capabilities.

The transmission function of two DC lines in series (in and out) was measured

up to 500 MHz during a cryostat cooldown. The results are shown in Fig

3.2. While the exact temperature of the cable is unknown (since a strong

temperature gradient is present), it is nevertheless instructing to observe the

behavior from room temperature (red) to the mixing chamber reaching 28 mK

(blue). In the normal state, the wiring has a signal rejection of more than

−30 dB from 50 MHz on. After the superconducting transition, the rejection

reduces to −20 dB.

Figure 3.2.: Transmission function of two DC-lines in series. The color gradient indicates the

temperature of the wire, red being a mixing chamber temperature of 300 K and blue being a

mixing chamber temperature of 28 mK.
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3.2. Filtering

When designing the DC input wiring, we did not make full use of the slowly

varying (in time) nature of the signals which are to be sent through these

connections. Since it is our goal to also minimize the heating of the sample by

radiation traveling in the wires, we include low pass filters in the DC lines to

block higher frequencies. When choosing the cutoff frequency the following

arguments have to be weighed against each other: The lower the cutoff

frequency, the lower the amount of noise and radiation which is allowed

through thewire. However, this comes at the cost ofmeasurement speed, since

the cutoff frequency also constricts the speed at which the experimentalist

can apply signals to the sample. In this specific example, a cutoff frequency

of 250 Hz has been chosen as a reasonable compromise in between allowing

higher frequency noise and minimum
𝑑𝑉
𝑑𝑡

for applied control signals. Another

set of filters is in place with a cutoff frequency of 10 kHz for the intended use

with ohmic contacts. This higher frequency was chosen to mitigate 1/𝑓 -noise
while measuring with. for example, lockin-amplifiers.

One of the simplest realizations of a low-pass filter is a RC-filter. It offers two

main benefits: It is easy to build and the constituents are all purely passive,

which minimizes the noise produced by the filter itself as well as removes

the need for additional wiring. To provide a steeper frequency response once

below the cutoff, a two-stage RC-filter design has been chosen.

In the case of perfect RC-filters the filtering circuit would be complete at

this point. But as soon as small inductances (like the inductance of the trace

connecting the filter components) are introduced to the circuit (Fig. 3.3),

the filtering function of an RC-lowpass declines with higher frequencies,

as is shown in Fig. 3.4. To combat this issue, an integrated intermediate-

Figure 3.3.: An RC-filter circuit which includes the parasitic inductance of the traces connecting

the individual components.
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3.2. Filtering

Figure 3.4.: Transmission through a real RC-filter.

range filter has been added to the circuit. The LFCN-80+ manufactured by

Mini-Circuits provides, a signal rejection of −40 dB in between 225 MHz and

1550 MHz, and −20 dB up to 4500 MHz. The full circuit diagram of the filter,

is depicted in Fig. 3.5.

Figure 3.5.: Circuit diagram of the filtering applied to each input line.
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The next step which is needed to be taken is the design of the Printed circuit

board (PCB) hosting the individual components. The design goals of the PCB

were the following: The additional pickup of radiation in the PCB is to be

minimized. The traces carrying the incoming signal are to be thermalized.

The whole design should be as small as possible. The assembly should filter

a whole DC-wirebundle, therefore being able to handle 12 input lines. To

tackle the first design goal, all traces and connections in between different

components are as short as possible, and hidden inside the layer stack. On the

front and back of the PCB, only footprints of the devices and vias are present

(see Fig. 3.6 b)). Besides the footprints, the front and back are covered by

grounded copper pours. Furthermore, the edges of the PCBs are metallized,

to form a Faraday cage for the contained traces. To reduce coupling to the

radiation environment as well as provide a better thermal contact, a grounded

layer has been added in between every two planes carrying traces. The full

layer stackup is shown in 3.6 a). To maximize the thermal contact to the

ground planes, the dielectric separating layers 1 to 5, starting counting from

the top of the layer stack, and 6 to 10 are of a thickness of only 100 µm. The

central dielectric separating layers 5 and 6, has a thickness of 1 mm to provide

mechanical stability to the circuit board. All dielectric layer are made of

Glass-reinforced epoxy laminate material (FR4) and the copper layer have a

thickness of 35 µm. It is important to mention that, especially for cryogenic

applications, the layer-stackup has to be symmetrical around the central

layer. If this is not the case, the circuit board will bend once the temperature

changes significantly, since each side will expand (or contract) at a different

rate. To thermalize the incoming signal, the individual input lines are broken

out to planes to increase the surface area in layers four and seven (see Fig.

3.6 c)). The increased surface are decreases the thermal resistance in between

the incoming signal lines and the rest of the PCB. Furthermore the PCB

filtering 12 input lines has a footprint of only 26 mm x 40 mm. Therefore

the third and fourth design goals are also reached. A picture of the final

developed PCB is shown in Fig. 3.7. The effectivity of the filter was assessed

using a RuO thermometer. The filter was securely thermalized to the mixing

chamber plate, and the thermometer was attached to its output. While the

mK-plate was at a temperature of 28 mK, the thermometer connected to the

filter was at 24.4 mK. This shows that the heat input from the outside world is

greatly reduced. The reference thermometer was bolted directly to the mixing

chamber, yet the heat traveling down the thermometry cabling managed to

raise the temperature of the thermometer. The filtered thermometer did not

"see" this heat input and remained cooler.
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Figure 3.6.: Layer stack a) front b) and thermalization layer c) of the filter PCB. In a) only the

copper layers (shiny metallic and black) are counted.

Figure 3.7.: The filter PCB. It is partially assembled and inserted into its housing.

3.3. Radio-frequency suited wiring

Besides providing the static voltages needed to tune the working point of the

sample, the modern semiconductor qubit setup has to be able to deliver fast

Radio frequency (RF) signals. Depending on the qubit type at hand, these

can range from pulsed sine waves in the case of qubits which are driven by

electron (dipole) spin resonance [57, 52], to pulses with complex shapes in

the case of qubit schemes based on exchange interaction [88]. In other words,

the desired system can reliably transmit frequencies of up to 18 GHz and has

a flat frequency response from DC to 18 GHz.
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The uniform frequency response is especially important for manipulation

schemes based on non-sinusoidal pulses. Every complex pulse shape can

be described by a weighted sum of its frequency components. If the system

has a different transmission coefficient for the constituent frequency f1 in

comparison to the constituent frequency f2, then the total pulse shape will

be distorted, since the sample will see another frequency superposition then

intended by the experimentalist. As an example, if the waveform shown in

Fig. 3.8 would pass through a transmission system with an RC-like filter

function with a cutoff frequency of 10 MHz, as is depicted in Fig. 3.9, the

resulting waveform (Fig. 3.10) would just barely resemble the input.

Figure 3.8.: Pulse shape used in e.g. free induction decay experiments.

As a direct consequence of this, the physical components in the drive lines

have to be restricted to nominally frequency independent parts. Further

requirements placed upon the drive lines are that heat radiating from room

temperature and higher temperature stages inside the cryostat does not

significantly raise the temperature of the mixing-chamber plate and sample.

To reduce the heat conduction by the electron system of the cable a material

with a relatively high resistivity is employed. Furthermore the resistivity of

the cable material should be approximately temperature independent, the ma-

terial should be bendable by hand and ideally solderable without the need for

specialized fluxes. CuNi fulfills all of these requirements, therefore 1.12 mm

CuNi coaxial cables with a teflon dielectric were used in the construction of

the fridge. While the intrinsic resistivity of the cables insures that heat con-

duction is limited in the case of an undisturbed system, the electromagnetic
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3.3. Radio-frequency suited wiring

Figure 3.9.: Supposed filter function of the fridge cabling.

Figure 3.10.: Pulse-shape reaching the sample.

transmission of black-body radiation through the coaxial wires introduces

the need for further components. While not being noticed as direct heating

on the system level, the heat transported by radiation is directly transmit-

ted to the most sensible parts of the sample and even minute amounts of

thermal energy can cause excessive heating of the observed (usually quite

tiny) regions. Attenuators provide protection from heating caused by black

body radiation traveling down the coaxial lines. Choosing the correct amount

of attenuation is a careful balance in between noise reduction (maximum

attenuation) and signal integrity (minimum attenuation).
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To get a grasp on the noise level that the sample needs to be protected against,

we follow van Dijk et al. [13]. To achieve 99.9 % exchange-gate fidelity, a

10 bit voltage-resolution is required in between
𝐸𝑐
𝑒
and −𝐸𝑐

𝑒
, where 𝐸𝑐 are

typical charging energies involved in the quantum dot system under test.

We define the upper bound for the acceptable noise level as one order of

magnitude below the minimum voltage increments dictated by the 10 bit

resolution criterion. With a conservative estimate of charging energies being

in the 10 meV [77] range, we can put an upper bound on the noise amplitude

𝐴𝑁𝑚𝑎𝑥 ≈ 2 µV. Since we know the cabling to have an impedance of 50 Ω,

we can directly translate the noise amplitude to a maximum noise power of

𝑃𝑁𝑚𝑎𝑥 ≈ 80 nW.

Before calculating the needed attenuation there is one important detail that

has to be factored into the attenuation calculation. Every attenuator does

not only short part of the incoming radiation to ground (taking it out of

the coaxial wire, essentially), but also emits radiation itself due to its finite

temperature. The noise power attenuated and emitted by an attenuator at

a certain temperature stage can be calculated using the following equation

[65]:

𝑃𝑖 =
𝑃𝑖−1

𝐴𝑖

+ 𝐴𝑖 − 1

𝐴𝑖

𝑃𝑖𝐵𝐸 (3.1)

𝑃𝑖 is the total (non thermal, due to the influence of higher temperature stages)

output power of the 𝑖-th stage. 𝐴𝑖 is the attenuation installed on the 𝑖-th stage,

and 𝑃𝑖𝐵𝐸 the total noise power of the emitted black-body radiation of the

𝑖-th stage. Usually, these noise powers are not known directly, but rather the

temperatures of the corresponding stages. Thankfully, it is easy to calculate

the total power emitted by a one-dimensional black body at temperature 𝑇 .

We assume a one-dimensional black body, since only modes in direction of

the cable can travel down the coaxial line:

𝑃𝑖𝐵𝐸 =
(𝜋𝑘𝐵𝑇 )2

6ℎ
(3.2)

Where 𝑘𝐵 is the Boltzmann constant, and ℎ is Planck’s constant. Performing

the calculation using the formulas above, we conclude that an attenuation of

20 dB at the 4 K stage, 10 dB at the 1 K stage, and 3 dB at the mixing chamber

plate result in noise level of 𝑃𝑁 = 21.7 pW. This is three orders of magnitude

below our defined acceptable maximum noise power.

With the choice of cable material and line circuit elements out of the way,

the wiring can be installed in the dilution refrigerator. While constructing
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cryogenic cabling there are a few things to keep in mind: When cooled down

the cabling and the fridge will shrink, at different rates. Therefore the cabling

should be slightly longer than required. Furthermore the cabling should be

thermalized at every temperature stage it crosses. If it is not fed through

via the usage of feedthroughs, then soldering a copper wire to the outer

shield and connecting it to the temperature stage will help thermalize the

outer shield of the cable if above 4 K. If below 4 K, it is advised to glue these

thermalizations with a conductive glue, like epoxy (UHU Endfest 300, in this

special case) infused with silver powder, since tin becomes superconducting

at 3.7 K, and therefore looses most of its heat conducting capabilities. A circuit

diagram of the wiring is found in the top box of Fig. 3.11.

So far we only discussed signals entering the fridge, but we are not only

determined to change the qubit state, but we wish to read it out as well.

Therefore another type of line, a dedicated readout line is included into the

setup. While many readout schemes are present, RF-reflectometry [91, 4, 12]

is becoming a standard method for the RF-readout of semiconductor quantum

circuits. To perform reflectometry the circuit shown on the bottom half of

Fig. 3.11 is employed. A carrier wave signal is sent down into the fridge via

an input line (the details of which we already discussed), until it reaches the

millikelvin plate. Here, it is fed into another RF-line via the use of a directional

coupler. The forward coupled port is terminated with 50 Ω therefore any wave

component which is forward coupled is dissipated. The coupled part now

travels to the sample, is (partially) reflected and directed back through the

coupler into a SiGe-based High electron mobility transistor (HEMT) amplifier

circuit. To minimize the losses of the signal containing information about

the sample state, the cable connecting the input port of the coupler and

the input port the HEMT is a superconducting NbTi cable. Furthermore it

provides thermal insulation in between the 4 K stage and the directional

coupler mounted at the mixing-chamber plate. After being amplified by the

HEMT, the signal is guided out of the fridge using a non-attenuated CuNi

cable.

3.4. Magnetic Field coils

A further crucial ingredient to the spin-qubit setup, are the magnetic field

coils. They are used to define the qubit levels in the simpler cases, and in more
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Figure 3.11.: Wiring diagram of the input RF-lines

involved designs, to isolate the qubit levels. The incorporation of magnetic

field coils into a cryogenic setup can be divided into two equally important

parts. The first part being the wiring that delivers the high currents from a

room-temperature source to the 4K-stage, where the coils are located. The

second part being the coils themselves. All wires used to connect the coils

should have a low to non-existing electrical DC-resistance, to deliver high

currents to the coils without introducing an additional heatload into the fridge.

The choice of materials and cable composition is dictated by the temperature

range the cable in question is crossing. For the connection in between room

temperature and 70 K, a thick copper wirebundle is used. Bridging the gap in

between 70 K and 4 K is done by a superconducting Yttrium-Barium-Copper-

Oxide flat-band cable. Finally, the current is transported from the 4K stage

to the coils using a NbTi wire (𝑇𝑐 = 10 K), whose mechanical stability and

thermalization is provided by an adjacent stiff copper wire.

The design goals of the actual magnet are the following: The design should

be able to generate a freely-rotatable magnetic field, meaning being a three

dimensional vector magnet. Furthermore the system should provide an in-

plane field (from the sample’s perspective) of 1.5 T, and up to 500 mT in the

out-of-plane and second in-plane axis. In addition, the system should be as
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small as possible. This has many benefits, especially for cryogenic operation.

First and foremost, a smaller system can be directly translated to a lower

thermal mass. Therefore cooldown times are greatly reduced. The smaller

the system, the more concentrated the magnetic field. The less volume is

engulfed by the magnetic field, the less energy is stored in it. In the case

of a quench (a rapid, abnormal transition from the superconducting to the

normal conducting state), the current through the coil changes abruptly, and

the energy stored in the magnetic field discharges. In case of a large coil

system and therefore large magnetic field this can lead to catastrophic failures

including destruction of the whole fridge. A small system however fills only

a small amount of space with its field (while maintaining the same amplitude

in the filled area) and therefore the amount of energy released in a quench

is drastically reduced, eliminating the need for additional shunting circuitry

like expensive and bulky Zener-Diode clamps.

The coil system shown in Fig. 3.15 presents a real-world compromise of the

aforementioned design goals. The system has a footprint of only 38 mm x

38 mm, and a height of 34 mm. The magnetic properties were simulated by a

finite-element method using Comsol multiphysics, and the results are shown

in Figs. 3.12 and 3.13. To speed up the simulation, each coil was simulated

individually, and the rotational as well axial symmetry were used to effectively

reduce the three dimensional simulation to a two dimensional problem. The

calculated parameters are presented in Table 3.1. The maximum current is

direction central field [mT A
−1
] resistance [Ω] max. current [A]

x 60 970 8.03

y 56 690 8.17

z 180 407 8.61

Table 3.1.: Summary of the coil parameters.

reached, once a small section of superconductor in the coil reaches its critical

field for that current. The dependence of the critical field as a function of

the current is usually supplied by the manufacturer. An example of a quench

estimation is shown in Fig. 3.13.
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Figure 3.12.: Spatial distribution of the magnetic field of the coils in x and y direction. The plot

shows the color-coded aboslute value of the magnetic field.

3.5. The 3He/4He dilution fridge

The fridge is used to reach mK-temperatures. Fig. 3.14 a) shows the assembled

fridge and Fig. 3.14 b) shows the sample holding assembly. The basis of this

setup is a Sionludi-XL fridge. Unlike most conventional cryostats, the Sionludi

features an upside-down design, meaning the coldest part of the cryostat, the

mK-plate, is at the top of the assembly, and not at the bottom like in concurrent

products as in other commercially available systems. In the present case, the

mK-plate being on top still holds true, but the exact assembly is more intricate.

The magnetic field coils have to be thermalized to the 4 K-stage (due to the

heat input of the high current lines and the possibility of a quench), while still

enveloping the complete sample, which is thermalized to mK. This in turn

means that an additional 4 K plate, physically located above the mK-plate is

needed. This plate is elevated by and thermalized to the original 4 K-plate by

a stable shield made out of copper. This shield is featured in Fig. 3.14 a). To

be able to exchange samples quickly and easily, the sample holder unit shown

in Fig. 3.14 was used. Since this assembly was developed for top-loading,

and potentially exchanging samples while keeping the cryostat cold a second
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Figure 3.13.: Magnetic field distribution of the z-coil and visualization of the quench estimation.

mK-plate, physically located above the original as well as the elevated 4 K

plate had to be added resulting in the assembly seen in 3.14 a) 3, for which a

detailed view is shown in Fig. 3.15. The sample holder 3.14 b) is built to be

plug-and-play. It is inserted into the mK-setup sample first. The cold finger is

encased in an additional mK-shield, which is located inside and concentric to

the magnetic field coils. All connectors on the sample holding assembly are

secured by pressure only, there is no need for tightening of RF-connectors or

nuts and bolts. The DC (up to 50 V, and few mA.) is provided via the split-PCI

connection, and RF via the SMP-connectors. The three 4 mm banana-plugs

provide mechanical stability after plugging the sample, as well as securely

grounding the shield. In Fig. 3.16 a system level view of the fridge setup

is presented. The different colors indicate different types of connections.

The thermal anchoring of the magnetic field coils is symbolized by the black

cross connecting it to the 4 K stage. All connections are thermalized at each

temperature level they cross. While most wiring types present in Fig. 3.16

have already been discussed in detail in 3, there is one exception, the input

lines carrying the current to the heating unit. These lines consist out of two

twisted pairs of phosphor-bronze wires.
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Figure 3.14.: a) 1, the dilution fridge. 2, 4 K-shield. 3, mK-setup. A detailed view is found in 3.15.

b) The sample holder unit. 4, cold finger. 5, the actual sample. 6, split-PCI-connection for up to

24 DC-lines. 7, SMP-connectors for up to 3 RF-contacts. 8, radiation shield hosting the second

filtering stage.

3.6. Turbocycle heating system

The cooldown-to-cooldown variation of the stability of SiGe devices can vary

significantly (see Fig. 5.15). Therefore it is beneficial to include a heating unit

in the fridge which allows for a fast thermal cycle of the sample from mK

to room-temperature and back to mK again. The heating system which was

used in the scope of this thesis is depicted in Fig. 3.17. To perform a thermal

cycle, the normal mode operation of the fridge is stopped, and all the
3
He/

4
He-

mixture is collected back to the tank. This serves two purposes. The obvious

one being that, when heated, the mixture will dramatically expand which

may cause mixture loss to detonation, depending on the existence of safety

valves. The other purpose is to thermally decouple the mixing chamber stage
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Figure 3.15.: The mK setup. 9, the sample holding assembly inserted upside-down into the mK-

setup. 10, elevated mK-plate 11, coaxial cabling for RF-signals. 12, superconducting 3D-vector

magnet. 13, thermal anchor for the high current lines supplying the magnet. 14, DC-filters. 15,

the elevated 4 K-plate. 16, the actual mK-plate.

from the fridge, since it is thermalized to the other temperature stages by the

gas flow through the mixture circuit. After the gas mixture is collected, the

4 K stage is flooded with a high flow of helium (10 L min
−1
), to keep the fridge

as cool as possible during the heating process. Next, the heating current is

switched on. This is done in a two-step process. First the sample assembly is

warmed with a total heating current of 1.3 A, resulting in a heat input of 39 W.

After room-temperature has been reached, the current is reduced to 1.18 A,

to keep the the sample assembly at room-temperature for ≈ 10 min. In the

next stage, the current is switched off, and the mixture circulation is turned

back on, cooling the heated stages back down again. This type of automated

thermal cycle can be performed in less then two hours. A temperature versus

time curve is shown in Fig 3.18
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Figure 3.16.: System level wiring diagram of the fridge.

3.7. Experiment wiring

While the fridge and software system are very modular and configurable in

many ways, let’s constrict ourselves to a practical example in this section and

investigate the system-level setup used in the bias cooling-experiments (chapt.

5). The measurements are performed in a synchronous way, using spin_tune,
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Figure 3.17.: Turbocycle heating system. 17, sample holding assembly wrapped with resistive

heating wire, encased in silver-epoxy. 18, phosphor-bronze heating lines, delivering the heating

current from the fridge input terminal to the mixing chamber stage. 19, thermal anchoring of

the sample holding assembly to the millikelvin stage.

which is discussed in more detail in chapt. 4. The main takeaway from

that information for the wiring diagram is that the computer is controlling

the measurement flow. The peripheries are all connected using a standard

ethernet protocol. Besides the computer and the fridge, there are four main

devices present. The ADwin-Pro II by Jäger Messtechnik, the Keithley 2230-

30-1 power supply, the UHF Lock-in Amplifier by Zürich Instruments, and

current to voltage (IV) converter by Basel Precision Instruments (Baspi). In

this configuration, the ADwin is used as a voltage source delivering static

voltages to the sample, with practically no current flowing. The UHLFI is

used as a lock-in amplifier. Its outputs are connected to the sample, and the

returning current is converted to a voltage by the IV-converter and read via

the signal inputs of the lock-in. The Keithley power supply is connected

directly to the heater, and delivers the heating current to the heater described

in section 3.6.
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Figure 3.18.: A thermal cycle from millikelvin to room-temperature and back. The red lines high-

light the beginning and the end of the thermal cycle, and are drawn at a temperature of 200 mK

each. The blue curve TMXC shows the temperature of the mixing chamber thermometer, which

is screwed directly onto the mixing chamber. The orange curve TPCB shows the temperature

measured by a thermometer which is placed directly at the position of a future sample in sample

holding assembly.
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Figure 3.19.: Configuration of the fridge and outside instruments used in the experiments pre-

sented in 5. The colorcoding of the wired connections is consistent with Fig. 3.16. 250 Hz and

10 kHz denote the filtering used in the corresponding lines.

43





4. Measurement software

4.1. The concept of measurement

To the experimentalist a measurement device is a box with some (mostly BNC)

connectors to interface it with the desired experiment. For a measurement

control software, the measurement device is a defined set of interactions,

among them a method to call to receive a value measured on a specified

channel. A visualization of this concept is depicted in Fig. 4.1. The returned

value can be of complex nature, such as the output for a lockin-amplifier. It

demodulates the incoming signal and returns the in phase and quadrature

components. Upon calling the measurement method, the control software

will recieve two values. These values are from now on classified as "data

nodes", with a data node being a one of a set of values which is returned by

the measurement device upon a singular call of the measure command.

4.2. Common software components

The measurement control software presented in the following sections shares

common software components. These are briefly presented and discussed

within this section, as they are stand-alone modules and can be easily re-used

for other projects. One of these stand-alone-components is the multiplexer.

It acts as a repository for measurement methods, with a measurement method

being a function or a class method obeying the general definition in 4.1. If

the measurement method of the multiplexer is invoked, all registered and

active measurement functions are called sequentially, and their combined

output is returned. Another shared component is the Watchdog. Within

the Watchdog object, node bounds for different data nodes can be registered.

Once the bounds for a specific node are known by the watchdog, the method

limit_check can be invoked upon a specific return from a measurement. If
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Figure 4.1.: Conceptual components of a measurement from the software viewpoint.

all registered data nodes lie within the specified limits, no further actions are

taken. If a node value is detected which lies outside the specified range, the

Watchdog.flag attribute is set to True, and the Watchdog.message attribute

will display the details about which node passed the limits and whether the

upper or lower bound was violated.

46



4.3. Non-realtime manipulation

4.3. Non-realtime manipulation

To the user the division in between realtime and non-realtime manipulation

may seem arbitrary, but from the software development point-of-view the two

modes of operation differ greatly. When using non-realtime manipulation, the

experimentalist’s personal computer can act as control center for the whole

experimental procedure. The general measurement flow is shown in Fig 4.2.

In the first step the computer sends out instructions to various manipulation

Figure 4.2.: Sequence diagram of a non-real-time measurement.

hardware to approach a specific point in the sample’s parameter space, and

waits until it is reached. Once at the working point, the computer requests

a measurement, which is performed by the measurement hardware. The

returned value is then stored to the hard-drive, and the procedure start anew.

With this approach, the only commands which are needed are "go to value

x" and "retrieve measurement value". The cost of this simplicity is, that the
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timing in between the different "goto" and "retrieve" commands is determined

by the computer, which limits the timing precision to ≈ 100 ms. Sadly, this

lies far above the coherence times of most of today’s qubits. Therefore, to

measure a T2, a different approach is needed.

4.4. spin_tune

The main design goal of spin_tune was to develop a simple, yet flexible mea-

surement control software for non-time-critical experiments. Measurement

equipment is represented by functions which allow the transfer of measured

values to the controlling computer (see 4.1), and the to-be scanned parameter-

space of the sample is represented by coordinates. A coordinate contains the

values at which the sample is to be probed and the functions to set the ma-

nipulation hardware to the desired points in parameter space. Upon invoking

a one up to three dimensional measurement (the dimensionality is limited by

qkit’s file system) the software follows the control-flow of a measurement

with non-real-time manipulation, as is depicted in Fig. 4.2. Furthermore it is

important to mention that spin_tune supports sequential multiplexing.

4.4.1. Usage

The usage of spin_tune is visualized in Fig. 4.3. In line 1 the measure-

ment control object Tuning is created. The next step is to register the mea-

surements which are to be performed. To register a measurement, the

register_measurement function is called in lines 4 to 5. The arguments

which need to be provided are the name of the measurements, in this case

lockin_channel1, the dictionary containing the data nodes provided by the

measurement and their according units, the measurement function itself, and

additional arguments which are to be passed to the measurement function

upon invocation. After defining how to record the sample state, the next step

is to define how to change the sample state, defining the coordinates along

which to measure. The definition of coordinates is accomplished via the

usage of the set_x_parameters, set_y_parameters and set_z_parameters

methods. When calling one of the above mentioned functions, the values

which are to be set, the name of the axis, the function which actually interacts

with the manipulation device and the coordinate of the unit have to be passed.

48



4.4. spin_tune

Optionally, the user can define bounds for specific data nodes. In case the

recorded measurement value is outside the specified range, the measurement

is stopped, and the last point in parameter space held until further commands

are provided. Finally, the measurement is called in line 29. The measurement

file is built sequentially, and the process is visualized live, by the usage of

qviewkit.

Figure 4.3.: Definition of an experiment using spin_tune.

4.4.2. Use cases

4.4.2.1. 2D-Pinchoff of a quantum dot

The physical system used in this example is a gated SiGe heterostructure.

A simplified diagram of the sample is found in Fig. 4.4. The goal of the

following experiment is to pinch off the one-dimensional electron channel

located underneath the top-gate RTG using the barrier gates RB1 and RB2.

The anticipated dot region is marked in red. When the accumulation volt-

age applied to the top gate and the barrier voltages are within a particular
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range, a quantum dot emerges in between the barrier gates. To conduct this

experiment, the voltages applied to each barrier gate are to be swept, and

the conductivity of the accumulated channel is to be measured. Therefore,

two coordinates representing each Barrier gate voltage are entered, and a

lock-in-measurement is registered. Upon starting the measurement a result

Figure 4.4.: Gate layout of the structure employed in the following use cases.

similar to Fig. 4.5 will be found. In the top right corner, both barriers are at

a high positive voltage and there is a region of high conductivity. Starting

in this region and following either the x- or y-direction a range is entered

in which in which there is a sharp decrease in current. Here, either RB1

or RB2 block the current completely. A pinch-off which is caused by only

one barrier can be determined by it’s direction in gatespace. If it is parallel

to the axis, only one barrier is involved. If both barriers are involved, the

pinch-off is tilted in respect to the axis, as is seen in the bottom left corner of

the conducting area of the 2D pinchoff. In this specific case, the conductivity

re-emerges at more negative gate voltages, which is a clear signature of the

Coulomb oscillation of a quantum dot. The oscillation is present, because

the barriers do not only change the tunnel coupling of the dot to the leads,

but also have a cross capacitance on the dot itself, acting basically also as a

plunger gate, shifting the dot level through the bias window. The oscillations

are fading out since the barrier gates gradually close the conducting channel.

4.4.2.2. Measurement of the accumulation voltage

The measurement in this example is performed on the structure shown in

4.4. The goal of this experiment is to ramp all visible gates towards positive

voltages, until a specified conductivity is reached, and record the voltage

at which this is the case. Since all gates are ramped in parallel this is a
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Figure 4.5.: Conductivity of the quantum dot as a function of both barrier voltages.

one-dimensional measurement. To conduct the experiment, a coordinate rep-

resenting the global applied voltage is specified. The range of this coordinate

extends beyond the expected onset of the desired conductivity. As is done

in example 4.4.2.1, a lock-in measurement is registered. Furthermore, the

node bounds of the conductivity node are set to the desired value, and the

measurement is run. The resulting measurement is found in Fig. 4.6. As is

evident, the conductivity increases with higher gate voltages. This is due to

the Fermi-level being pulled inside the conduction band. It is important to

mention, that shown accumulation curve is not the result of the measure-

ment. The result of the measurement is the voltage at which the software

was stopped by the watchdog.

4.5. spin_watch

spin_watch was developed to record the time dynamics of a sample in a

steady state, while providing maximum flexibility for the user. As is the

case for spin_tune, measurement equipment is represented by functions,

and the to-be-scanned parameter space by coordinates. The main difference
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Figure 4.6.: Accumulation of the device towards the conductivity GTarget.

in between the two software modules is the way the measurement axis is

handled. While in spin_tune, each value in the sample’s parameter space is

approached and measured sequentially, spin_watch has a different approach.

As the point-of-interest in parameter-space is reached, the measurement

hardware is started, and samples continuously. The computer repeatedly

streams data from the measurement hardware, and maps it on the x-axis. The

general measurement flow in spin_watch is visualized in Fig. 4.7.

4.5.1. Usage

The usage of spin_watch is analogous to the usage of spin_tune and follows

the same paradigms, as is evident from figure 4.8. While most of the code is

identical for both programs, there is a crucial difference in the function passed

when registering the measurement. While in spin_tune the measurement

function is expected to return the last measured value, in spin_watch, the

function is expected to return all measured values since its last call.
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Figure 4.7.: UML sequence diagram showcasing the measurement flow in spin_watch.

4.5.2. Use cases

4.5.2.1. Measurement of the current noise on a single electron transistor

In this example the conductivity noise of a SET is measured at a specific

pre-defined working point, sitting on the edge of a Coulomb oscillation, as is

shown in Fig. 4.9. The goal of the experiment is to follow the jitter of the con-

ductivity in real-time While the exact timing of the onset of the measurement

is not known, the time delay in between incoming samples is known, and

determined by the measurement hardware. Therefore the time coordinate

has to be defined based on the sampling rate of the measurement device.

To communicate the data from the measurement device to the computer,
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Figure 4.8.: Use case code of spin_watch

we register the continuous streaming function of the lock-in-amplifier. The

resulting trace is found in 4.10.

Figure 4.9.: Position in gatespace where the conductivity trace was taken.
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Figure 4.10.: Conductivity versus time of the SET.

4.6. Realtime manipulation

In contrast to non-realtime manipulation (see section4.3), in realtime- manip-

ulation the computer is not able to call manipulation or measurement start

commands during experiment runtime. This in turn means that the whole

measurement instructions have to be compiled and sent to the hardware

before the starting the experiment. A general sequence diagram of a realtime

measurement is shown in Fig 4.11. During compilation, the manipulation

hardware is provided with the full time course of each controlled parameter,

as well as the triggering instructions for the readout electronics. The readout

electronics in turn are provided with instructions concerning the recording

time upon receiving a trigger, and how many records are to be collected

until the measurement is regarded as completed. Starting the experiment,

the readout hardware is armed and the manipulation hardware started. upon

receiving the first triggers, data will be accumulated, and written to internal

buffers. The only task of the computer during the run time of the experiment

is to stream data from the hardware, and show a live plot of the measurement

progress. Since the readout is buffered, the non-real-time data transfer to the

computer does not affect the experiment’s time accuracy. The completion of

the experiment is communicated by the readout hardware. Consequently, the

measurement file on the computer is safely closed, and the hardware is reset

to expect the beginning of a new measurement.
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Figure 4.11.: Sequence diagram of a real-time measurement.

4.7. spin_excite

spin_excite was developed to be a compiler of virtual real-time experiments

to existing hardware. Its design goals are hardware independence, ease of use

and speed. Internally, the hardware is treated as an abstract set of instructions

which are only translated to the machine specific commands in the very last

possible moment. The inclusion of new hardware is made easy, since the only

thing which needs to be provided is a translation in between the abstract
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command and the machine specific code. The design of the experiment itself

is done in with a virtual arbitrary waveform generator. The user defines

arbitrarily shaped waveforms and measurement windows, to give a full set

of instructions for the experiment. Furthermore spin_excite provides full

parallel multiplexing. The software is able to handle multiple real-time ex-

periments at the same time. After the experiments are compiled to hardware

they are executed in parallel, data is streamed from each measurement device

and saved to the local hard drive.

4.7.1. Usage

The general use case for spin_excite consists of experiments thatmeasure the

non-steady state of a system, like a pump-probe experiment. One of the easiest

examples of this is the classic T1 measurement. The typical experimental

procedure in such an experiment is denoted in Fig. 4.12. The qubit is prepared

in the ground state and excited by a 𝜋-Pulse. After a waiting time twait the

state of the system is measured by the readout. Each readout will yield a

binary answer, meaning the qubit will be found remaining in the excited

or relaxed to the ground state. Since the experiment is repeated multiple

times, the average of all binary answers will yield the probability of the

system having relaxed to the ground state after the waiting time twait. To

map out the full decay probability versus time it is necessary to not only

measure after a specifc waiting time, but to vary twait itself, meaning that the

T1 experiment consists out of a pulse train of excite-wait-measure sequences,

with the waiting time being changed in each iteration. The whole process is

repeated until all the desired averages are acquired.

In the following paragraphs, a way of implementing the T1 experiment in

spin_excite will be discussed.

4.7.1.1. Experiment design

As denoted in the UML use case diagram 4.13 the first interaction the user can

take with the software is the compilation of the experiment, the translation

in between a human-readable experiment format and a machine-readable

format. An example for a human readable experiment-design package is

qupulse [92], which is written in native python and actively developed by

the RWTH-Aachen. In order to design a T1 experiment with qupulse, four
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Figure 4.12.: Conceptual diagram of a realtimemeasurement. a) Pulse andmeasurement sequence

to extract the excited state population after twait. b) Pulse and measurement sequence to extract

the excited state population after twait1, twait2 and twait3.

main steps are to be undertaken and showcased in Fig. 4.14. First, the user

needs to define an excitation pulse (lines 2-5), then a waiting "pulse"(lines

8-11), define a measurement window and the trigger waveform for the mea-

surement device (lines 9-11), and lastly combine all four components (line 14).

This a single iteration of the T1 experiment. To map out the whole decay, the

pulse is iterated within a for-loop (line 17), which extends the single pulse

instance to a pulse train, in which the for-loop-parameter, twait is stepped.

After creating the virtual experiment, it is passed to spin_excite. The cre-

ation of a realtime-measurement control object, called Exciting, requires the

user to pass defined experiments as well as additional parameters, like the

number of averages which are to be recorded for each measurement. This
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Figure 4.13.: UML use case diagram of spin_excite. The left hand side shows directly which

interactions the software offers to the user (active actor). On the right hand side the interactions

in between the software and the measurement hardware (passive actor) can be found.

is done in Fig. 4.15 in lines 1-4. If the user is interested in performing a T1

measurement in dependence of an external parameter, for example a global

magnetic field, additional parameter can be added (lines 7-8). To run the

T1 experiment versus magnetic field, the measure2D method is invoked (line

11). It is considered good practice to only invoke one Exciting Instance, and

change the experiment by the usage of the compile function. To understand

the machinations of the compilation process, the text will follow through the

software components in order of their invocation during runtime.

59



4. Measurement software

Figure 4.14.: Definition of a realtime experiment using qupulse.

Figure 4.15.: Upload of a defined realtime measurement to the hardware using spin_excite.

4.7.1.2. Virtual arbitrary waveform generator decoder

When calling the compile method, the virtual experiment is first passed to

the virtual arbitrary waveform decoder. First, simple checkups are performed.

Since all compiled experiments are run at the same time, no two experiments

are allowed to share manipulation channels or readout measurements, be-

cause that would make their state ambiguous. Therefore ValueErrors are

raised in case overlapping channels or measurements. Once the integrity of

the instructions is insured, the actual decoding process begins.

First the measurement windows are decoded. The user defines a time during

which the measurement has to record data. This is translated to the amount

of samples which needs to be recorded. The sampling rate per requested

measurement is enquired from the hardware, and then the number of samples

is calculated. In case this results in a floating point number, the amount of

samples is rounded down to the next integer, in order to prevent the mea-

surement from becoming too long and possibly causing an unwanted overlap
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with manipulation pulses which can distort the recorded data. Furthermore

metadata about the measurements is collected. In spin_excite an experiment

is completed once all measurements have fully acquired their samples per

iteration and have acquired all iterations. Therefore the occurrence of each

measurement (a single iteration) during the experiment is counted, and the

total number of iteration per measurement is saved. In the next step, the

requested manipulation waveforms are decoded. Since the virtual experiment

contains instructions for the manipulation channels versus time, they have

to be sampled. For this the sampling rates of the requested channels are

inquired, and the waveforms are rendered based on the sampling rates of the

manipulation hardware. The result of this are one dimensional arrays where

each entry represents the voltage which is to be reached during the next DAC

clock cycle. In the base configuration, a whole pulse train is rendered into

a single one dimensional array. In case the deep_render keyword argument

is used and set to True, each pulse of the pulse train will be rendered indi-

vidually, and all pulses together are stored in a two dimensional list, where

the first dimension is the iteration of the pulse in the pulse train, and the

second dimension contains the voltage-per-clock-cycle array. In the current

version of spin_excite, the decoder understands the qupulse language, other

experimental design languages are not guaranteed to work. Nevertheless, if

another design language should provide noteworthy benefits over qupulse,

the only part which needs to be adapted is the Virtual arbitrary waveform

generator decoder. The others do not need to be changed.

4.7.1.3. Generalized hardware interface

In the next step, the decoded information is passed to the generalized hard-

ware interface. First, a simple checkup whether each requested channel and

measurement is provided by the currently attached hardware is performed.

If it fails, an AttributeError is raised, stating the missing channels or mea-

surements. After the verification of the instructions coming from the virtual

arbitrary waveform generator, they are sent to the measurement hardware.

This is done in a two-step process. The generalized hardware interface calls

the standardized commands for each measurement and channel, which in turn

are translated into machine specific commands in the hardware adapters.
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4.7.1.4. Hardware adapters

The only part that is hard-coded directly onto specific measurement devices

are the hardware adapters. In essence, they provide the main code with

information about each measurement and channel provided by the hardware

and implement the device dependent form of the standardized commands.

A hardware adapter is recognized by spin_excite by being a child class

of either the RO_backend_base for readout devices or the MA_backend_base

for manipulation devices, respectively. To create a hardware adapter an

object must be generated which inherits one of the abstract backend base

classes. To communicate to the rest of the Software that a specific channel or

measurement is provided by a specifc hardware configuration, the functions

register_channel or register_measurement are used. It is recommended to

invoke them in the constructor of the hardware adapter object. Once they are

called, the user created adapter is scannedwhether all standardized commands

for a specific measurement or channel are implemented. Specifically, it checks

whether classmethods with the the measurement or channel name as prefix

and the standardized method name as suffix are defined. If the check is passed,

a private variable containing the name of the measurement, the provided

datatnodes and the unit of the measurement are created. In case of a channel

the variable contains the name and the unit, only. These variables are later on

read by the generalized hardware interface and communicate to the system

which channels and measurements are provided. Furthermore the abstract

global methods contained within the backend bases have to be implemented,

these include the loading of a waveform onto a manipulation device or the

arming of the trigger for a readout device.It is important to note, that a

hardware backend does not need to be limited to one device only. If the

user wishes to interact with devices simultaneously both can be added into

one hardware adapter. Measurements or channels provided by device one

will contain those device’s specific commands, whereas measurements and

channel provided by device two will, in turn, contain its specific commands.

4.7.1.5. Datastream handling

After the successful compilation of the measurement instructions, the hard-

ware is set up perform the requested experiment. To run the experiment three

main commands are available to the user as seen in Fig. 4.13. measure1D, to

start a measurement without, measure2D to start a measurement with one and
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measure3D to start a measurement with two additional extrinsic coordinates.

These coordinates do not contain a parameter which is to be iterated upon in

real time, which rather would be included in the design of the experiment.

However they can contain any parameter which is to be swept during the

measurement which is not time critical, for example a global magnetic field,

or the temperature of a cryostat. Upon calling a measurement function, a .h5

is prepared, containing the empty data structures of the experiment, which

are to be filled on runtime. After the successful creation of the container for

the incoming data, the readout electronics are armed, and the manipulation

electronics started. During the main measurement loop, the measurement PC

is continuously reading the buffer of the readout electronics, while querying

whether the measuement has been completed. A measurement is recognized

as completed once all samples for each iteration for each average are collected.

This is done via the implementation of the finished function in the readout

adapter. It returns False, while the aforementioned condition is not met

and True after it is met. The data structure returned by the readout backend

must obey the following conventions: It must be of a dict type. The first

layer of the dictionary is keyed with the names of the measurements. The

second layer is keyed with the name of the data nodes of said measurement.

The values contained are lists of full recieved averages since the last time

the buffer was read. In case no averages were completed, the list must be

empty. An average itself is represented by a m × n matrix, where m is the

number of parameter iterations (in the example of a T1-measurement, all

measured waiting times twait) required for the completion of an average, and

n the number of samples contained within each iteration (the response of

the system, sampled in time). Basically, the raw measurement datastream

consists out of vectors of matrices, where the last index denotes the number

of the average, as is depicted in Fig. 4.16. In case one is interested in a quantity

derived from the raw data stream, it is possible to treat the data live during the

measurement. This is especially helpful since visual feedback upon the state

of the measurement during runtime can help to identify faulty measurements

before their completion, thus saving time. Live data processing is done using

so called modes, which perform a mathematical operation on the raw data,

for example averaging along the averages and samples axis. After all averages

are collected, the finished function of the backend returns True, and the

streaming loop is ended. In the last step, all hardware is stopped and reset

to expect the next experiment. Additionally, all gathered data is plotted and

saved into the folder containing the measurement.
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Figure 4.16.: Device layout used to perform the demonstration experiment. The-to-be loaded

dot is located underneath PR. The reservoir under RTA serves as a source of electrons and is

tunnel coupled to the dot. The SET is located underneath ST.

4.7.1.6. Modes

Currently, four data processing modes are included within the main code

of spin_excite. Their function are summarized in table 4.7.1.6. Further-

more it is important to note that multiple modes can be used in at the same

time. To activate multiple data processing modes in spin_excite, a tuple of

strings containing the names of the modes which are desired is passed to

the active_modes attribute. Due to limitations of the data storage handling

in qkit, the maximum dimensionality of a stored array is three. Therefore

modes that reduce the raw data to a dimensionality can be used with two

additional coordinates, whereas modes that reduce the dimensionality to two

can be used with one additional coordinate. In case the modes provided out

mode name averaging axis output dimensionality
PulseParameter time, averages 1

TimeTrace parameter, averages 1

PpvsT averages 2

NoAvg - 2

Table 4.1.: Basic modes in spin_excite, contained in the base version.

of-the-box do not fit the need of the planned experiment, new modes can
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be added by the user relatively simply. On startup, modes are loaded from

external python files into the main code. If the user wishes to add a new

mode, a .py file containing a child class of the ModeBase (similar to readout

and manipulation adapters) has to be added in the /modes directory relative

to the spin_excite.py file. When creating a new mode object, the user has

to provide implementations for the abstract methods defined in the ModeBase,

and make sure that the inherited create_tag function is invoked upon startup.

Further technical details are given in the documentation.

4.7.2. Use cases

In this next section, experiments performed on real-life devices are presented,

to showcase the functionality of spin_excite.

4.7.2.1. Pulsing of a quantum dot above the 0 → 1 charge transition

The physical system used in this example is a gated SiGe heterostructure,

similar to the one presented in 2.4. The focus is laid upon a singe dot located

underneath PR, tunnel coupled to a reservoir, whose charge is sensed by a

proximal SET charge sensor located underneath ST, see Fig. 4.17. The goal of

this demonstration experiment is to apply a pulse to the dot’s plunger gate

ST, and readout whether an additional electron has been loaded during the

pulse. In the first step, a single iteration of the experiment is constructed,

namely a square voltage pulse, with a readout window shadowing the pulse.

Vload is the voltage additionally applied to the plunger gate, and ISET the

current through the SET. As the goal is to measure the response of the system

to a pulse with increasing amplitude, the template is looped, and the pulse

train for the experiment formed 4.18. As described in section 4.7.1.2, the

pulse as well as readout windows are sampled, and sent to the corresponding

hardware.PulseParameter is chosen as data processing mode. This choice has

been made because the quantity of interest is the loading probability of the

electron in dependence of the applied pulse height. The y-axis is defined by

the readout of our system, while the x-axis is defined by the pulse parameter,

the loading amplitude. Furthermore the output of the experiment is expected

to be static during the time of recording (the electron is either loaded or not),

and we are expecting similar results in each average, only affected by noise.

Starting the experiment yields the result shown in Fig. 4.20. Coming from
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Figure 4.17.: Device layout used to perform the demonstration experiment. The-to-be loaded dot

is located underneath PR. The reservoir under RTA serves as a source of electrons and is tunnel

coupled to the dot. The SET is located underneath ST.

Figure 4.18.: Constituent pulse of the dot loading experiment. V
load

is applied to the plunger

electrode of the dot, and the measurement is performed while the pulse amplitude is high.

low pulse heights, the SET response stays constant until 12 mV, even though

the pulse height is increased with each iteration. This leads to the conclusion

that the cross capacitance in between the plunger of the observed dot and

the SET is negligible in this voltage range. In the range of 12 mV to 20 mV, a

washed out decrease in the SET current is observed. In this region, the pulse

amplitude is high enough to allow an electron to tunnel into the dot, but
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Figure 4.19.: Pulsetrain used for the dot loading. The pulsetrain is built from the constituent

pulses shown in Fig. 4.18.

the energy difference to the reservoir is too low to make the electron tunnel

with an approximate probability of one. In the remaining measured voltage

range the electron is always loaded, and the SET current response lowered,

accordingly.

Figure 4.20.: Dot population versus pulse amplitude.
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4.7.2.2. Determination of the Elzerman readout level

In the next example, the readout level VRO for an Elzerman-T1 [17] measure-

ment is determined experimentally for the same device used in 4.7.2.1. The

measurement scheme consists out of a three-step process, displayed in Fig.

4.21. First, both energy levels for spin up and spin down are pulsed below

the fermilevel EF, and kept there for a varying time twait. This is done with

a positive voltage pulse of high amplitude, and duration twait. The pulse is

shown in Fig. 4.22. In step 2., the excited energy level is pulsed above the

reservoir, meaning that the pulse amplitude is reduced. This state is held for

a fixed readout time tRO, which is chosen according to the tunnel coupling.

Possible excited electron will tunnel out of the dot in the vast majority of

cases and will be replaced by electrons from the reservoir of opposite spin.

These tunnel into the dot level below the Fermi level of the reservoir. For

this step it is crucial to find the correct alignment in between the reservoir

and the dot levels. The measurement window is chosen so that it covers

the whole tRO, as well as the end of the first step and the beginning of the

last step. This is done to ensure that the whole readout window lies within

the measurement window. In third step the electrochemical potential of the

dot is increased (the pulse amplitude lowered further) such that both energy

levels lie above fermilevel, the dot is emptied, and the system reset. The data

expected in this experiment consists out of current traces of the SET, where

sometimes an electron signature, a so called blip, is found. This signature

presents itself as square shaped spike in the recorded tunneling current, as

can be seen in Fig. 4.23. The blip is caused by the excited electron leaving

the dot (current going up), and an electron from the reservoir tunneling into

the dot (current going back down). As the blip is short in comparison to the

measurement window, integrating the samples along the time dimension

will not yield a clear signature whether an electron has tunneled or not. A

further complication is that the blip is expected at a quasi random point in the

readout window. Meaning, taking the average will smear out the response in

time. Nevertheless, our goal is to find the correct voltage level for readout

phase, and a high readout fidelity is not needed for this calibration experi-

ment. To find the correct level, we employ the pulsetrain depicted in Fig. 4.24,

where the readout voltage level is varied. To identify whether possible excited

electrons leave the dot, and ground state electrons stay in the dot, we need to

graph the response of our SET versus the measurement time, while varying

the readout level. Since we are not interested in a high readout fidelity but
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Figure 4.21.: Elzerman-readout-scheme of the spin state of an electron in a quantum dot. Adapted

from [17].

Figure 4.22.: Constituent pulse for Elzerman-readout.

rather in a quick calibration, an averaging of multiple blip events is acceptable

and we shall choose the PpvsT mode. For pulse amplitudes which are too

low (both energy levels are above the Fermi-level) the sensor response will

remain mostly constant during the measurement, showing the signature of

no electron in the dot. In our specific case, the signature of an empty dot is a
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Figure 4.23.: Signature of an electron in the excited state (blip).

Figure 4.24.: Pulse train used to find the correct readout level.

high current through the sensor. For pulse amplitudes which are too high

(both energy levels are below the Fermi-level) the sensor response will also be

constant in time, showing the signature of an electron inside the dot, which in

our specific case is a low current through the sensor. If the energy levels are

aligned correctly, meaning excited above and ground state below the Fermi

level, the sensor response will vary in time. The sensor will briefly show the

signature of an empty dot (heightened current) as the excited electron left,

followed by the signature of an electron on the dot (lowered current), as the

dot gets occupied by an electron with the opposite spin state. This signature
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is usually referred to as spin-tail, and is visible in Fig. 4.25 in between 0 mV

to 15 mV. Therefore the correct readout level also lies within this range.

Figure 4.25.: Result of the calibration measurement to find the readout level.

4.7.2.3. Elzerman T1 measurement

In this example, the spin-relaxation time T1 of an electron in a quantum dot

is determined. The experimental protocol is the same as in section 4.7.2.2,

only this time not readout level, but the waiting time twait is varied.

As in the example above the data produced by this experiment consists out

of electron blips, 4.23. As the blip is short in comparison to the measurement

window, integrating the samples along the time dimension will not yield a

clear signature whether an electron has tunneled or not. A further complica-

tion is that the blip is expected at a quasi random point in the readout window.

Meaning, taking the average will just smear out the response in time. Since

we are interested in a high readout fidelity a mode without averaging, the

NoAvg mode, has to be chosen for data processing.
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To conduct this experiment, a single iteration of the pulse 4.22 is loaded (with

a specific holding time twait), and the experiment is repeated average times.

For a single waiting time, this yields the data shown in Figure 4.26. The NoAvg

mode simply appends all recorded timetraces into one matrix. The y-axis is

defined by the measurement time, and the x-axis consists of the number of

the recorded trace. To sample another waiting time, the experiment is loaded

again with a different twait. This process is repeated until all desired waiting

times are measured.

Figure 4.26.: Result of the Elzerman-T1 measurement, for a specific waiting time twait. Each

iteration consists out of a trace similar to 4.23.
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5.1. Introduction

In this chapter the results of a systematic bias-cooling study are presented.

Bias-cooling refers to the method of cooling down a device with applied gate

voltages. In this study, the same voltage is applied to all gates which are

not ohmic contacts. SiGe devices suffer from slow charging effects and drift,

which we quantify measuring the total noise power in the frequency band in

between 200 µHz and 10 mHz. We track the noise power as a function of VBC.

VBC is defined as the voltage which is applied to all gates during cooldown,

starting from room temperature, until reaching a base temperature of 30 mK.

We will show that bias cooling can drastically reduce the emitted noise power,

and consequently investigate it in high resolution for two devices. Two further

devices are measured with a lower resolution in the voltage range in between

−1 V and 1 V. The turn-on voltage of the conductive channel in dependence

of VBC is measured for four devices in between −3 V and 2 V. More then 80

cooldowns were performed, on a total of four different samples.

5.2. Device layout

The devices used in this study are gated quantum dot Si/SiGe devices. The gate

layout is depicted in the false-colored scanning-electron-micrograph image

5.1 and is nominally equal to the device from Ref. [98] and was kindly supplied

to us by the Group of Prof. Dr. Hendrik Bluhm from the RWTH Aachen. Blue

indicates the bottom most and green the top most gate layer. The gate stack is

an overlay of three metal layers consisting of 15 nm, 22 nm and 29 nm Pt, on

top of a 5 nm Ti adhesion layer. The metal layers are electrically isolated from
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the substrate and from each other by 10 nm atomic layer deposited Al
2
O
3
.

The gatestack is fabricated upon a commercially available 8 inch virtual

SiGe substrate, which consists of a 3 µm Si
1–x

Ge
x
graded buffer layer on a

Si substrate, a strain relaxed 2 µm Si
0.7
Ge

0.3
buffer, a 10 nm strained Si layer,

followed by a 30 nm Si0.7Ge0.3 spacer layer, and capped by 2 nm Si. The stack

itself is depicted in 2.4, and the purpose of each layer is discussed in section

2.2. Ohmic contacts to the quantum well layer are realized by implantation

of phosphorus ions and activated by rapid thermal processing at 700
◦
C for

15 s. The device layout consists out of a central region harboring up to four

Figure 5.1.: False colored scanning electron micrograph of the Si/SiGe device. The three gate

layers are represented by different colors. The bottom layer is indicated in blue, whereas the

topmost layer is indicated in green. The heterostack itself is shown in Fig. 2.4, and the purpose

of each layer is discussed in sec. 2.2. The red shaded areas show the presence of an accumulated

electron channel, the crossed squares denote ohmic contacts, and the red dots show possible

positions of quantum dots.

individual quantum dots, formed by the barrier gates B1 to B5, the plunger

gates P1 to P4 and the two confinement gates ST1 and SB1. The dot region

is enclosed to the left and right by two SETs. The SETs are fromed by the

accumulation gates LTG and RTG, and confined by the barriers LB1, LB2

and RB1, RB2 respectively. LP and RP serve as plunger gates for each of the

sensing dots. Furthermore the conducting channel formed by LTG and RTG

is in contact with the implant region, and therefore effectively creates the

ohmic contacts for the device. The contacts are drawn as checked boxes in

74



5.3. Turn-on voltage mapping

Fig. 5.1. The dot region is accumulated by pulling the conduction band below

the electrochemical potential by the plunger gates P1 to P4. To separate the

dots from each other in x direction, the conduction band can be adequately

modulated by the barriers B1 to B5, and to confine the dot structure in the

y-direction, the two confinement gates are used.

5.3. Turn-on voltage mapping

After cooling the sample down from room temperature to 30 mK with the

applied voltage VBC, the turn on voltage is measured. The procedure is as

follows: The bias cooling voltage is turned off, and all gates of the sample lie

at zero volts. Since the sample operates in enhancement mode, at this point,

no conductive channel is present. To ensure that the current channel is not

affected by singular defects in the heterostructure, we ramp all gates in parallel

to the same voltage VGates until we reach a conductance that corresponds

0.5 µS. The voltage at which this threshold conductance is reached, we define

as the turn-on voltage. A typical accumulation curve is shown in Fig. 5.2, and

the turn-on voltage is referenced by the red line. This measurement procedure

Figure 5.2.: Typical accumulation curve. Marked in red is the conductance of 0.5 µS which is

used to define the turn-on voltage.

is repeated for each VBC, with the use of the turbocycle heating system, which

is described in section 3.6. The resulting turn-on voltage as a function of

VBC is shown in Fig. 5.3 for the four measured samples 𝐴, 𝐵, 𝐶 and 𝐷 . These
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samples are all nominally equal, and were fabricated on the same wafer in the

same batch. The first apparent effect of bias cooling is that the accumulation

voltage of the devices shifts nearly linearly with the bias cooling voltage. This

is due to charge carriers getting trapped in between the quantum well and the

metal gates. The AlO
x
-Si interface is known to host an interstitial SiO

x
layer,

which forms as a byproduct of the ALD process [40, 31, 39]. SiO
2
as well as

SiO
x
can incorporate aluminum atoms originating from the oxide, where it

replaces the silicon and effectively forms an acceptor state inside the SiO
x
[38].

The acceptor state is located 0.5 eV below the silicon valence band edge [56].

Spacially, the acceptors are located in a roughly 1.5 nm thick layer of silicon

oxide, which forms directly at the Si-Al
2
O
3
interface, so they are separated

by a tunneling barrier from the silicon bulk [40]. The trap density is in the

1 × 10
11

cm
−2

range for as-deposited samples, and can be encreased by more

then an order of magnitude by annealing the sample [31]. Another source of

charge traps is presented by dangling bonds at the silicon surface, which has

the a defect density of 1 × 10
11

eV
−1

cm
−2

[40], nervertheless they should be

passivated by the presence of the Al-acceptor states. Thus, we suspect that

the shift in accumulation voltage stems from a change in population of the Al

defect states. To verify our theory, we perform one-dimensional Schrödinger-

Figure 5.3.: Turn-on voltage of the device over applied bias voltage during cooldown for four

different devices with nominal equal layer stack and gate design.
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poisson simulations, in which we incorporate interface charges and monitor

the accumulation onset voltage. For the simulation, we assume the layer stack

at the interface to be the following, in order of the growth direction: 2 nm

Si-cap, 1.2 nm SiO
2
and Al

2
O
3
with thicknesses 𝑡Al

2
O
3

according to the gate

layer of interest. To model the charged acceptors at the SiO
x
-Al

2
O
3
interface

we homogeneously distribute charges in the first nm of Al
2
O
3
. The result of

the simulation, complete with all three nominal gate layer thicknesses of the

used device is presented in Fig. 5.4.

Figure 5.4.: Simulation of the accumulation voltage as a function of the interface charge density

Qf .

The interface charge density shifts the accumulation voltage linearly and

therefore reproduces the behavior of the experiment. By comparing the

measured shift in accumulation voltage to the simulated shift and assuming

all gates to be located in the central gate layer with an oxide thickness 𝑡Al
2
O
3

of 20 nm we can extract the interface charge density that is induced with each

volt of bias cooling, which is

𝑄 𝑓

𝑉𝐵𝐶
= −1.741 × 10

11
V
−1

cm
−2

and lies in good

agreement with the literature values for the interface charge density. The real

value might slightly deviate, since in the accumulation all gate layers with

different oxide thicknesses take part in inducing the electron gas. Further

it is interesting to note that the slope in between the accumulation onset

77



5. Bias cooling of SiGe heterostructures

voltage and the bias cooling voltage is not unity. This could be due to either

geometric effects or the finite density of trap states in the interface layer.

5.4. SET formation

The quantitative investigation of bias cooling is challenging, since the experi-

mentalist is facedwith a large parameterspace ranging from room temperature

down to mK, the exact cooldown procedure and tuning of the quantum dot

device itself. Therefore it is essential to follow a strict routine to exclude the

influence of hidden parameters. For this work, the procedure can be described

as follows: First the sample is cooled down from room temperature down to

30 mK. The cooldowns have been performed using the turbocycle heating

system, and therefore follow very similar temperature profiles 3.18. Next, the

two-dimensional electron gas is accumulated using all gates, and the gate

voltage at which the 2DEG reaches a third of the saturation conductance of

the sample (𝐺𝑠𝑎𝑡 )) is recorded and defined as the new reference voltage 𝑉𝑟𝑒 𝑓 ,

see figure 5.5, panel one. With all gates at Vref the device is in a state where a

two-dimensional electron gas (2DEG) is accumulated in the silicon quantum

well below every metal gate. In step two we lower the voltages of all gates

except the topgates and barriers of the SETs by 500 mV to deplete the sample

and confine the 2DEG only below the top gates. This value has proven itself

to reproducibly deplete the electron gas. The goal of the following steps is

to form a quantum dot in between the barrier gates LB1 and LB2. The great

experimental challenge hereby is to tune the SETs to comparable working

points, although the sample provides a different electrostatic environment

during each cooldown. It has been shown that the noise seen by SET devices

is dependent on their working point [16]. In step three (see Fig. 5.6, the top-

gate voltage is increased until a third of the saturation conductance is reached

in the measured channel. In step four the ’cutoff’ voltage of the barrier gates

is determined by lowering the voltages of the barrier gates to the point where

the conducting channels cut off and the measured current is below the noise

level. Slightly above this cutoff voltage, we sweep both barrier gates against

each other, performing a 100x100 mV
2
sweep towards lesser voltages. For

each potential configuration in gatespace we record the current through the

channel to see whether Coulomb oscillations of a quantum dot are present for

this voltage configuration. If not we now lower the barrier gates by another

100 mV and re-accumulate the conducting channel with the top gate again up
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Figure 5.5.: Visualization of the first two steps of the tuning workflow. Artistic rendering of the

electron distribution in the top half of the pictures and conductance versus gate voltage in the

bottom part of the pictures.

to a conductance of𝐺𝑠𝑎𝑡/3, which was chosen as the reference conductance

of the channel. Steps three and four are repeated iteratively until the 2D

barrier sweep exhibits Coulomb oscillations typical of a SET, see step five,

Fig. 5.7. Once the oscillation is found the barrier gates are tuned to the first

Coulomb peak (step six), and a plunger trace is recorded to verify the success

of the tuning routine.

5.5. Noise measurements

Once the quantum dot is formed, we characterize its noise in the frequency

band of 200 µHz to 10 mHz using peak tracking [63]. To extract the exact peak

position in each sample we fit each individual trace with a secant function and

define the position of its maximum as the current peak position. An example

of such a fit is shown in Fig.5.8. Even in the presence of imperfections due

to non-ideal device tuning, the fitting routine pinpoints the correct peak

position with utmost accuracy. Furthermore, the fitting routine allows us to

extract peak positions with a finer resolution than that of our Digital to analog

converter (DAC), since the peak positions do not have to lie on a DAC sample

but are extrapolated based on the positions of the measured samples. For this
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Figure 5.6.: Visualization of the the third and the forth step of the tuning workflow. Steps three

and four are repeated iteratively until a quantum dot is formed in between the barrier gates.

we continuously sweep the voltage of the plunger gate 𝑉𝑆𝐸𝑇 and record the

current response of the SET device. A typical peak tracking result can be

found in Fig. 5.9 (a). The shown result was recorded on sample A, after being

cooled down at a bias cooling voltage of 0 V VBC. After tracking the peak, we

perform a Welch-estimation of the power spectral density, using a Hann-type

windowing function to exclude artifical frequencies arising from the drift

in between the first and the last sample. The result can be found in Fig. 5.9

(b). The resulting spectrum follows a 1/𝑓 𝛼 -noise distribution, with 𝛼 = 1.57.

This lies in between 𝛼 ≈ 1, which suggests the presence of many two level

fluctuators [83], and 𝛼 ≈ 2, suggesting the presence of random walk noise

[3] or an ensemble of slowly switching two level fluctuators [101]. Strong

coupling to a single TLF with low switching frequency can be excluded, since

the position of the Coulomb peak does not switch in between two distinct

levels. To verify the noise reduction per bias-cooling each measured trace has

to be reduced to one singular point in order to easily compare the performance

in between cooldowns. To do this we integrate the fitted spectra in the band

of 200 µHz to 10 mHz, highlighted in purple in figure 5.9 (b). The integration

is performed on the fit because of the varying duration of the peak tracking
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Figure 5.7.: Final steps of the tuning workflow. The dot position is highlighted by the green oval

in between the barrier gates. After the detection of a quantum dot, a plunger sweep using the

central electrode is performed to verify its existence.

Figure 5.8.: Single plunger trace of a formed SET, together with a secans fit and the extracted

peak position.

measurements. In some measurements the peak drifted out of the monitored

plunger gate range after four hours. This in turn means that we would loose

datapoints in the low frequency range. To not constrict the low frequency end
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Figure 5.9.: a) Peaktracking measurement, performed on sample A with a VBC of 0 V. The

colorplot consists of Coulomb peak traces recorded back to back over the timescale of five hours.

The red line indicates the position of the peak maxima along the VSET-axis. b) Noise power

spectral density calculated with the welch method, fitted with a 𝛽/𝑓 𝛼 power spectrum. To

calculate the total noise power the spectrum is integrated over the highlighted frequency range.

of the analysis by those unlucky incidences, we allow ourselves to extrapolate

into the low fequency range by integrating the fit.

In the next step, the procedure is applied to all measured peaktracks. To

ensure maximum comparability, we always track the first visible Coulomb

peak. A selection of peak tracks measured on sample B is found in figures

5.10, 5.11, 5.12. The resutling noise spectra are shown in Fig. 5.13. Peaktracks
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Figure 5.10.: Peaktracking measurement on Sample B for a bias cooling voltage of 0 V.

Figure 5.11.: Peaktracking measurement on Sample B for a bias cooling voltage of 0.625 V.

dominated by large jumps tend towards 𝛼 ≈ 2, while peaktracks which are

dominated by jitter around the original working point tend towards 𝛼 ≈ 1,

like 5.11. Samples dominated by jitter therefore see the background of many

singular two-level fluctuators. On the other hand we have traces that are

dominated by large jumps as the ones in Figs. 5.10 and 5.12. Here it is

important to note that the magnitude of these jumps can be larger then a

single Coulomb oscillation, as is seen in the first jump in Fig. 5.10. The

SETs working point might be influenced by local charge redistributions in
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Figure 5.12.: Peaktracking measurement on Sample B for a bias cooling voltage of 0.825 V.

the silicon cap performing a random walk. This picture is feasible, since the

cap-oxide interface itself is MOSFET-like. In Metal-oxide-semiconductor field-

effect transistor (MOSFET) devices the lengthscales of localization length

versus potential variation [116] are known to create a percolation induced

metal to insulator transition [106]. To put it in more human terms, the 2DEG

in the cap breaks down into charge carrier puddles consisting out of mobile

carriers. If one of these puddles changes position to another minimum in the

disorder potential of the cap, this might lead to a shift of the working point

of the SET which is larger then one Coulomb oscillation, since the number of

charge carriers taking part can be quite large.

The noise power versus bias cooling voltage can be seen in Fig. 5.14. First

we convonce ourselves of the feasibility of the presented noise metric. The

recorded tracks in 5.10 (a) and 5.12 (c) are unstable and noise to the naked eye,

and therefore should produce a high value in the noise metric. In comparison,

5.11 (b) shows a very stable working point, and should therefore produce a

comparatively low value in the noise metric. Thankfully, this is exactly the

behavior we extract for sample B. The arrows in 5.14 represent the position

of the integrated total noise power for the discussed peak-tracking measure-

ments (a) to (c). Out of four individually measured samples, four show a

significant noise reduction at 0.7 V. It is interesting to note that the accu-

mulation onset in the simulation, where the channel becomes significantly

populated with charge carriers, occurs at ≈ 0.7 V, see Fig. 5.4. One sample

even shows an improvement in the integrated noise power by two orders
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of magnitude. Towards more positive voltages samples B and C show an

increase in noise again, which may be related to the fact that at these higher

voltages the samples get closer to the inversion point, at which the 2DEG is

accumulated without the application of an accumulation voltage. Therefore

the trapped charges mimic the role of a dopant. For more negative voltages

the noise is increasing in the case of sample A and D and not showing a global

trend.

Figure 5.13.: Noise power spectral densities calculated with the Welch method, fitted with a

𝛽/𝑓 𝛼 power spectrum. The resulting exponent is denoted in the legend.

In principle, we identified two types of noise on the SET peak position. A

high frequency, low amplitude jitter and rarely occurring jumps with a large

amplitude. These jumps occur on the timescale of hours and drastically

affect the noise performance as can be seen in Fig. 5.14. This poses a great

challenge because the individual peak-tracking measurements have a length

of five hours, and may therefore not lead to statistically significant data. To

dispel these doubts, we performed a measurement campaign consisting of

22 cooldowns of sample A. In total we measured eleven times the zero-bias

followed by the 0.7 V bias case.

The results of the noise power integrated from 200 µHz to 10 mHz are shown

in the Fig. 5.15. The orange line shows the median. The value box is defined
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Figure 5.14.: Integrated noise power versus bias cooling voltage. While the noise increases

towards negative biases for most samples, a local minimum around the value of 0.7 V can be

found in each trace. The dashed line acts as a guide for the eye and shows the noise level of a

sample bias cooled with zero volts.

as such, that it includes 50 % of all conducted measurements for the respective

bias cooling voltage. The median value of the 0.7 V measurements is reduced

by a factor of 6.16 in comparison to the median of the 0 V measurements. To

determine the statistical significance of the measured results, we performed

an unpaired t-test comparing the measured data sets for 0 and 0.7V, which
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Figure 5.15.: Boxplot of the integrated noise power of 22 peak trackings, 11 performed each for

the bias cooling voltages 0 V and 0.7 V. The orange solid line displays the median value, the

green dashed line the mean value and the box includes 50 % of all data points centered around the

median, called the interquartile range (IQR). The whiskers represent scores outside the middle

50 % and are capped at 1.5 · IQR. While the mean is dominated by the outliers and even falls

outside the box of the 0.7 V dataset, it can be seen that the median value of 0.7 V is almost an

order of magnitude lower than for 0 V.

results in a probability of 0.143 % that the two measured sample means follow

the same normal distribution.

5.6. Schrödinger-Poisson Simulations

To verify the feasibility of our theory that the charge redistributions in the

silicon cap are causing the shifts in themeasuredworking point, we performed

three-dimensional Schrödinger-Poisson simulations of the SET-area using

the software package next-nano, to calculate possible tunneling currents for

different bias-cooling conditions. The cap is still below its metal-to-insulator

transition density in the performed measurements, which can be deduced by
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the fact that an increase in accumulation gate potential still yielded a change

in the potential landscape, i.e. the shaping and formation of dots was possible.

If the cap was already accumulated, it would screen the potential of the gates

shaping the 2DEG and no further changes would be visible. Therefore, the

charges rearranging in the cap have to stem from a different location. SiGe

heterostacks are known [45, 71] to induce parasitic tunneling currents from

the Si channel into the cap, depending on the gate voltage configuration.

Bias cooling itself was included in the simulation by placing interface charges

in the interstitial silicon oxide layer under the metal gates. The density of

the interface charges under each gate-layer was calculated based on the shift

of the accumulation voltage. Depending on the gate layer, a different charge

density was used. The charge densities were extracted by finding the inter-

section in between the measured shift in accumulation voltage and the the

simulated shift in accumulation voltage per interface charge 5.4. In the case

of overlapping gate layers the lowest lying gate layer was used to calculate

the density, since it screens the gates lying above. The working points of the

0 V and 0.7 V volt measurements performed on sample A were reproduced

in simulation. The zero volt cooldowns displayed an average accumulation

voltage of (0.73 ± 0.03) V, and the 0.7 V cooldowns an average accumulation

voltage of (1.041 ± 0.007) V, corresponding to a shift in accumulation voltage

of 0.31 V. Based on these voltages the calculated interface charge density

for gate layer one (with 𝑡Al
2
O
3

= 10 nm) is 1.628 × 10
12

cm
−2

defects with a

charge of 1 𝑒 , for gate layer two (with 𝑡Al
2
O
3

= 20 nm) is 7.49 × 10
11

cm
−2

and

4.8 × 10
11

cm
−2

for gate layer three (with 𝑡Al
2
O
3

= 30 nm). The spread in the

accumulation voltage does not vary much in between different cooldowns

with same bias cooling voltage (as can be seen by the small statistical error

of the mean), therefore the same interface charge densities are used for each

0.7 V cooldown. For 0 V cooldowns an interface charge density of zero is

assumed.

To reflect the device’s real working point, the gate-voltage configurations used

in the actual measurement as well as calculated interface charge densities have

been reproduced in simulation, whereby treating the spacially large regions

(substrate, buffer and spacer) in Thomas-Fermi [105, 22, 104] approximation,

and the smaller regions, where quantum confinement plays a major role

(channel and cap) with a self-consistent Schrödinger-Poisson approach in

k · p approximation [51, 107]. Electron densities inside the silicon channel

exceed their expected equilibrium value [43]. The maximum density should,

and in fact at a later stage also is, be limited by the accumulation of the cap
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layer. Free charge carriers inside the upper cap layer screen the electric field of

inducing gates in the channel and an increase in accumulation gate voltage at

this stage just leads to an increase in charge density in the cap. Nevertheless,

the high critical charge density of the cap for the metal-to-insulator transition

prevents the formation of macroscopic mobile charge carrier paths. Only

at a later stage, when enough electrons are present in the cap layer and the

critical density is surpassed the expected reduction in charge carrier density

in the channel takes place. Since the cap is not conductive on the macroscopic

scale, charge carriers cannot stem from the ohmic contacts. Therefore the

cap is out of equilibrium with the ohmic contacts. As stated above, the main

suspect for the source of the carriers which bring the cap above its transition

is tunneling from the channel into the cap. Before that process is completed,

the cap is out of equilibrium with the contacts. To reflect this in simulation,

the electrochemical potential of the cap is pinned to −0.7 eV, so that it does

not accumulate. This value was chosen arbitrarily, and does not influence

the simulation further. With these boundary conditions set in place, the

simulation was finally carried out.

The resulting electric field, band-edge and electrochemical potential are used

to calculate the Fowler-Nordheim-tunneling rates [24] from the SiGe-channel

into the silicon cap using the analytical expression 2.17 [111]. A selection

of simulation results are shown in Figs. 5.16 for the zero volt case and 5.17

for the 0.7 V bias-cooled case. First, let us compare the electric fields inside

the spacer, ESiGe. Depicted in Figs. 5.16 (a) and 5.17 (a) is the electric field

in the spacer layer 7.5 nm above the quantum well in growth direction. An

obvious difference in between the two is the reduced field amplitude. In

the zero volt case, the electric field maximum is above 10 MV m
−1
, while

staying below 7 MV m
−1

in the 0.7 V case. Furthermore the electric field is

more homogeneous and does not form "hot spots" in the bias cooled case.

This is also reflected directly in the computed tunneling currents in Figs.

5.16 (b) and 5.17 (b). Again, the overall tunneling current is larger in the

zero volt case, but this time by six orders of magnitude. Furthermore, the

dot region itself acts as a source of electrons. Tunneling from the contacts

is also much stronger in the case of the conventionally cooled sample. In

the 0.7 V case, the tunneling is not only weaker, but also localized further

away from the dot region. For this set of cooldowns the noise reduction

directly correlates with reduced tunneling into the cap. In a next step the

simulation was repeated for each working point depicted in Fig. 5.15, to

verify an interrelation in between tunneling events and noise. In Fig. 5.18 the
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Figure 5.16.: (a) Simulated electric field inside the spacer layer for 0 V bias cooling (b) tunneling

current from the silicon channel into the silicon cap for 0 V bias cooling.

calculated maximum tunneling current was graphed against the measured

noise power. The 0 V cases show a bunching towards high tunneling rates and

high noise, whereas the 0.7 V cases show a bunching towards low tunneling

and low noise. The datapoint belonging to the 0.7 V dataset in the high-

tunneling, high-noise quadrant showed an excess of telegraph noise, which

was only recorded in this one specific cooldown. Nevertheless it confirms

the relation in between high tunneling and high noise. Furthermore, the

0 V outlier present in the high-noise low-tunneling quadrant is revealed

by simulation to be the working point of a double dot. In that case, the
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Figure 5.17.: (a) Simulated electric field inside the spacer layer for 0.7 V bias cooling (b) tunneling

current from the silicon channel into the silicon cap for 0.7 V bias cooling

barriers are a at comparatively high potential an the accumulation gate is

only biased with 0.99 V. Therefore forming dots underneath the individual

barrier gates instead of in between them. The noise therefore most likely

stem from the proximity to the reservoirs and the comparatively high tunnel

coupling. Although outliers exist, our model suggest that there is a correlation

in between high noise and high tunneling. To better understand the effect

of bias cooling and why it reduces the tunneling current, I wish to draw

the readers attention towards Figs. 5.20 and 5.21, which depict a horizontal

slice taken trough the dot region, along the red line shown in 5.19. In the
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5. Bias cooling of SiGe heterostructures

Figure 5.18.: Measured integrated noise density plotted against simulated peak tunneling current.

Each point represents a bias cooldown performed on sample A.

bottommost area the conduction band edge is depicted, in the central area the

assumed interface charge density, and on the top a schematic rendering of the

gate oxide and the gates themselves. The conduction band edge in the dot area

is fitted with the sum of two Lorentzians which are drawn separately, with

their respective Full width half maximum (FWHM) indicated. The minimum

in between the two Lorentzians is the quantum dot itself, and the peaks form

the tunneling barriers to the reservoir. The barriers in the zero volt case have

a FWHM of ≈ 127 nm, whereas in the bias cooled case the width is reduced

to ≈ 97.5 nm. Furthermore the minimum of the dot is more pronounced.

So, why is the FWHM reduced, even though the applied voltages are higher?

The reason lies within the pointspread of the gate potential. In the zero volt

case, the barriers are nominally 52 nm away from the channel, meaning that

their projection in the plane of the 2DEG is quite wide. In the bias cooled

case on the other hand, the effective gate potential is a sum of the interface

charge and the actual gate potential. The interface charge is located 19 nm

closer to the channel, therefore its projection in the 2DEG plane is finer.

The interface charge is of negative nature, therefore it raises the conduction
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Figure 5.19.: Simulated conduction band edge for a working point in which the device was

cooled with a bias of 0 V. 1D slices of the conduction band edge shown in later figures are taken

along the red line.

band edge, just as the Barrier would do. The combined potential of applied

gate voltage and interface charge therefore results in an effectively more

localized, thinner barrier with less cross-capacitance to the dot area. It is

exactly because of this reason that the tunneling is reduced. In the zero

volt case the cross-capacitance of the barriers to the dot area is larger, and

therefore the inducing gate potential has to be higher in comparison to the

barriers, because it has to effectively overpower the cross capacitance of the

barriers. Higher inducing gate voltages can be translated directly into higher

field in the sample and therefore higher tunneling. In the bias cooled case

the cross capacitance is reduced, and therefore the inducing gate voltage

can be lower in comparison to the barrier voltages. A weak link in this

explanation is its reliance on the form of the interface charge density. To

calculate the tunneling currents we assumed the interface charges to be only

present directly under the gates, basically projecting the gates down directly

at the Si/Al
2
O
3
interface. This assumption is plausible, since the population

of the acceptor states is done by tunneling, as well as thermal activation, both

processes that decay exponentially in energy. Therefore it is reasonable to

assume that charges are only accumulated directly under the gates, where

the electric field is stronger, and the population decays exponentially as a

function of the internal field.
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Figure 5.20.: Rendering of the conduction band edge, interface charge and gate layout for a 0 V

cooldown. 𝜂 is the electrochemical potential of the conducting channel.

5.7. Summary

We found that bias cooling of undoped Si/Si
1–x

Ge
x
heterostacks causes charges

to be trapped in between the silicon channel and the metal gates, shifting

the turn-on voltages linearly with the applied cooldown bias in the range

of −1 V to 1 V. Consequently we investigated the low frequency charge

noise of bias cooled devices. For this we used peak tracking measurements.

To quantify the noise for each bias cooling voltage we computed the total

noise power for every peak track, which has a minimum around 0.7 V bias

cooling voltage. In samples A and B, a global minimum is visible in the
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Figure 5.21.: Rendering of the conduction band edge, interface charge and gate layout for a 0.7 V

cooldown.

total noise power. Samples C and D show a local minimum around 0.7 V.

In one case we could reduce the total noise power by a factor of 120.73

during the 0.75 V cooldown in comparison to the 0 V cooldown, and during

a 22-cooldown campaign the measured median of the total noise power

was reduced by a factor of 6.16 for the 0.7 V cooldown in comparison to

the 0 V value. In addition, we present the results of a three-dimensional

Schrödinger-Poisson simulation, based on measured working points. Here

we find that samples cooled down with a 0.7 V bias show a by seven orders of

magnitude reduced tunneling current from the channel into the cap. While

the direct proof remains elusive, we correlate the simulation to our noise

measurement results, and find a bunching of datapoints in the high noise, high
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tunneling as well as in the low noise, low tunneling quadrants. Furthermore,

the simulations indicate that a homogeneous field distribution along the

accumulation gate improves the device’s performance, meaning that designs

where the dot region is accumulated by a separate plunger are favorable. As

a next step, the simulations could be rounded by simulating the population

process of the acceptor states during cooldown, and therefore providing a

better approximation of the true spatial distribution of the interface charges.

Experimentally, bias cooling could be extended to qubit samples, investigating

the effect on coherence. Furthermore, tunneling in the cap has been identified

as one of the root causes of the quantum dot instabilities.
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Stabilizing the working point of SiGe devices using simple means is a tangible

scientific goal which has been achieved in the course of this thesis. The road

towards the presented findings was, as is often the case in science, paved

with many obstacles and challenges to overcome.

The first challenge was to develop and build a cryogenic infrastructure able

to support the research with semiconductor quantum circuits, while also

providing a fast turnaround cooldown process. With cycle times from mK

to Room temperature (RT) and back to mK in the 2 h range, I succeeded in

meeting the set design goals.

Indispensable for any setup is the control software providing the handling

of measurement data, device control and synchronization. Over the course

of this thesis I wrote three extensive software packages which are device-

agnostic, and able to run complex measurement schemes with interleaved

control and measurement intervals in real-time.

Furthermore, the amount of data created by a systematic noise study as the

one presented in this thesis was very large. One of our main accomplishments,

which is the tracking of the integrated noise density versus the bias cooling

voltage (presented in Fig. 5.14) consists out of 35 noise measurements. Each

of these measurements includes a full thermal cycle from mK to RT to mK,

the tuning of the working point of the device and a 5 h peak tracking. In

order to obtain comparable noise results in face of a changed electrostatic

environment, a SET-tuning routine which converges to the lowest possible

topgate voltage was devised and implemented.

Our main findings include the identification of a minimum in integrated

noise density at 0.7 V bias cooling voltage. The minimum was reproduced

in four out of four samples. The noise reduction at 0.7 V is supported by a

statistical analysis of 22 cooldowns in which we alternated the bias cooling

voltages in between 0 V and 0.7 V, and found a noise reduction by a factor of
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6.16. The probability of both point groups (0 and 0.7 V) stemming from the

same normal distribution is 0.143 %, which is regarded as statistically proven.

Additionally, we support our claims by simulating the tunneling currents

for each of the working points measured in this 22 cooldown campaign,

and correlate the reduction in noise with a reduction in parasitic electron

tunneling from the Si-channel through the spacer into the Si-cap. Our findings

can be directly applied to existing samples, in order to improve their stability.

Furthermore they give implications for essential improvements to sample

design by minimizing these parasitic currents.

Extensions to the current study would be to simulate the population process

of the charge traps providing a better representation of the interface charge

density when cooled down with a bias. The study could be extended to more

involved designs including qubits, to measure the impact of reduced tunneling

currents on coherence times and long-term sample stability.
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A. Appendix

A.1. Documentation

class utils.multiplexer.Sequential_multiplexer()

Constructor of Sequential_multiplexer, a measurement management

class.

no_active_nodes is an integer value. It represents the total number of

nodes of the currently active measurements. Read only.

register_measurement(name, nodes, get_tracedata_func, *args,

**kwargs)

Registers a measurement.

name is a string, representing the name of the measurement which

is to be registered.

nodes is a dictionary, keyed by strings which represent the names of

the different data nodes of the measurement to be registered. The

values are strings which determine the unit of the corresponding

data node.

get_tracedata_func is a callable, which upon call records the latest

value of the measurement it is assigned to. E.g. a function transmit-

ting the last measured value from the acquisition electronics to the

computer.

*args, **kwargs additional arguments which are passed to the

get_tracedata_func callable internally each time when it is in-

voked.

activate_measurement(measurement)
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Activates a measurement. It will be called during the next iteration

of measure1D, measure2D or measure3D.

Raises a KeyError if the given measurement is not registered.

measurement is a string, representing the name of the measurement

which is to be activated.

deactivate_measurement(measurement)

Deactivates a measurement. It will not be called during the next

iteration of measure1D, measure2D or measure3D. It is best practice

to activate the neededmeasurements before starting a measurement,

and deactivate them right after.

Raises a KeyError if the given measurement is not registered.

measurement is a string, representing the name of the measurement

which is to be activated.

prepare_measurement_datasets(coords)

Creates qkit.measure.measurement_base.Data datasets for all ac-

tive measurements and returns them in a list. Raises an

AssertionError if no datasets could be created.

coords is a list of qkit.measure.measurement_base.Coordinate ob-
jects. Each of the contained objects represents one of the axis along

which the measurements will be taken.

measure()

Calls all active measurements, and returns the recorded values in

a dictionary. The dictionary is keyed by strings representing the

current measurement node in the following structure:

"measurement_name.node_name". The values of the dictionary are

filled with the corresponding measured data.

class utils.multiplexer.Watchdog()

Constructor of Watchdog, a measurement bounds management class.

stop is a boolean value. Defaults to False. If the value of any of the

registered measurement nodes is out of bounds, stop will be set to

true.
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message is string. Defaults to "". If the value of any of the registered

measurement nodes is out of bounds, the message will be set.

register_node(data_node, bound_lower, bound_upper)

Registers the measurement bounds for a data node.

Raises a ValueError if bound_lower is larger or equals to bound_upper.

data_node is a string, representing the name of the node whose

limits are to be set.

bound_lower is a floating point number, representing the the lowest

allowed value for the measurement node.

bound_upper is a floating point number, representing the the highest

allowed value for the measurement node.

reset()

Resets the watchdog. The stop attribute will be set to false.

limits_check(data_node, values)

Checks whether the given values are within the measurement

bounds for data_node. If not, the stop attribute is set, and the

message attribute is set, informing which node is out of bounds, and

whether the upper or lower bound has been exceeded.

Raises a KeyError if no bounds are defined for the given data_node.

data_nodes is a string, representing the name of the data node whose

limits are to be checked.

values is a number or an iterable containing numbers which must be

convertible to a numpy.array. It should contain the latest measured

values for the given data node.

class spin_tune.Tuning(exp_name = "", sample = None)

Constructor of Tuning, the measurement control class for synchronous

data aqcuisition.

exp_name is a string representing the name of the next run measure-

ment. Is reset to "" after the measurement is completed. When creating

the file containing the measurement data, the measurement_name will

be included in the file name, besides the UUID.
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sample is a qkit.measure.samples_class.Sample object, which can

be used to store parameters of the studied sample.

meander_sweep is a boolean value which is used toggle in between

normal mode parameter sweeps and meandering mode parameter

sweeps. In measurements with more than one dimension, the values

of the two innermost dimensions will be swept in a snake style pattern

if meander_sweep is set to true, and in a comb style pattern if it is not.

report_static_voltages is a boolean value. If true, the static_voltages

tab is added to the measurement file. In this tab, all parameters which

contain the substring "gate", end with the substring "out", and have

a value larger then 0.0004 are logged separately.

register_measurement(name, nodes, get_tracedata_func, *args,

**kwargs)

Registers a measurement.

name is a string, representing the name of the measurement which

is to be registered.

nodes is a dictionary, keyed by strings which represent the names of

the different data nodes of the measurement to be registered. The

values are strings which determine the unit of the corresponding

data node.

get_tracedata_func is a callable, which upon call records the latest

value of the measurement it is assigned to. E.g. a function transmit-

ting the last measured value from the acquisition electronics to the

computer.

*args, **kwargs additional arguments which are passed to the

get_tracedata_func callable internally each time when it is in-

voked.

activate_measurement(measurement)

Activates a measurement. It will be called during the next iteration

of measure1D, measure2D or measure3D.

Raises a KeyError if the given measurement is not registered.

measurement is a string, representing the name of the measurement

which is to be activated.
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deactivate_measurement(measurement)

Deactivates a measurement. It will not be called during the next

iteration of measure1D, measure2D or measure3D. It is best practice

to activate the neededmeasurements before starting a measurement,

and deactivate them right after.

Raises a KeyError if the given measurement is not registered.

measurement is a string, representing the name of the measurement

which is to be activated.

set_node_bounds(measurement, node, bound_lower, bound_upper)

Sets the upper and the lower bounds for a registered measurement

node.

Raises a KeyError if the given measurement does not exist or the

given node does not exist within the given measurement.

measurement is a string, representing the name of the measurement

the measurement node belongs to.

node is a string, representing the name of the name of the node

whose limits are to be set.

bound_lower is a floating point number, representing the the lowest

allowed value for the measurement node.

bound_upper is a floating point number, representing the the highest

allowed value for the measurement node.

set_x_parameters(vector, coordname, set_obj, unit, dt = 0)

Creates the measurement axis in x-direction as qkit coordinate

object. A measurement will be performed for each point on the

axis.

vector is an array-like where the values which are to be measured

are ordered in the sequence in which they are to be measured.

coordname is the name of the coordinate as a string.

set_obj is a callable which is able to set the value of the coordinate

in you physical setup. E.g. for a measurement against magnetic

field, the driver function which sets the current in your source.

unit The unit of the coordinate values as a string.
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dt is the waiting time which is spent in between two measurements

as a float. Accurate in the seconds timescale.

set_y_parameters(vector, coordname, set_obj, unit, dt = 0)

Creates the measurement axis in y-direction as qkit coordinate

object. A measurement will be performed for each point on the axis.

Arguments have the same meaning as for the x direction, just for

another coordinate.

set_z_parameters(vector, coordname, set_obj, unit, dt = 0)

Creates the measurement axis in z-direction as qkit coordinate

object. A measurement will be performed for each point on the axis.

Arguments have the same meaning as for the x and y direction, just

for another coordinate.

measure1D(data_to_show = None)

data_to_show is an optional list or strings representing the names

of the datasets which are to be shown by the viewer qviewkit upon

measurement start.

Raises AssertionError if the x parameter has not been set.

Performs a measurement along the x axis. All active measurements

stream data to Watching. The data is mappped onto the x axis. E.g.

during a streaming event Watching received 10 samples for a specific

measurement and maps them to the next 10 values of the x axis.

measure2D(data_to_show = None)

data_to_show is an optional list or strings representing the names

of the datasets which are to be shown by the viewer qviewkit upon

measurement start.

Raises AssertionError if no x or y parameter has been set.

Performs a measurement along the x and y axis. X is used as outer

and y is used as inner coordinate. All active measurements stream

data to Watching. The data is mapped onto the y axis. The x axis is

now used as synchronous coordinate. A use case would be recording

a current noise trace versus applied magnetic field.

measure3D(data_to_show = None)
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data_to_show is an optional list or strings representing the names

of the datasets which are to be shown by the viewer qviewkit upon

measurement start.

Raises AssertionError if no x,y or z parameters have been set.

Performs a measurement along the x,y and z axis. X is used as

outer, y as intermediate and z is used as inner coordinate. All active

measurements stream data to Watching. The data is mapped onto

the z axis. The x and y axis are now used as synchronous coordinates.

A use case would be recording a current noise trace versus applied

magnetic field and temperature.

class spin_watch.Watching(exp_name = "", sample = None)

Constructor of watching, the measurement control class for asyn-

chronous data aqcuisition.

exp_name is a string representing the name of the next run measure-

ment. Is reset to "" after the measurement is completed. When creating

the file containing the measurement data, the measurement_name will

be included in the file name, besides the UUID.

sample is a qkit.measure.samples_class.Sample object, which can

be used to store parameters of the studied sample.

report_static_voltages is a boolean value. If true, the static_voltages

tab is added to the measurement file. In this tab, all parameters which

contain the substring "gate", end with the substring "out", and have

a value larger then 0.0004 are logged separately.

register_measurement(name, nodes, get_tracedata_func, *args,

**kwargs)

Registers a measurement.

name is a string, representing the name of the measurement which

is to be registered.

nodes is a dictionary, keyed by strings which represent the names of

the different data nodes of the measurement to be registered. The

values are strings which determine the unit of the corresponding

data node.
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get_tracedata_func is a callable, which upon call records the latest

value of the measurement it is assigned to. E.g. a function transmit-

ting the last measured value from the acquisition electronics to the

computer.

*args, **kwargs additional arguments which are passed to the

get_tracedata_func callable internally each time when it is in-

voked.

activate_measurement(measurement)

Activates a measurement. It will be called during the next iteration

of measure1D, measure2D or measure3D.

Raises a KeyError if the given measurement is not registered.

measurement is a string, representing the name of the measurement

which is to be activated.

deactivate_measurement(measurement)

Deactivates a measurement. It will not be called during the next

iteration of measure1D, measure2D or measure3D. It is best practice

to activate the neededmeasurements before starting a measurement,

and deactivate them right after.

Raises a KeyError if the given measurement is not registered.

measurement is a string, representing the name of the measurement

which is to be activated.

set_node_bounds(measurement, node, bound_lower, bound_upper)

Sets the upper and the lower bounds for a registered measurement

node.

Raises a KeyError if the given measurement does not exist or the

given node does not exist within the given measurement.

measurement is a string, representing the name of the measurement

the measurement node belongs to.

node is a string, representing the name of the name of the node

whose limits are to be set.

bound_lower is a floating point number, representing the the lowest

allowed value for the measurement node.
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bound_upper is a floating point number, representing the the highest

allowed value for the measurement node.

set_x_parameters(vector, coordname, set_obj, unit, dt = 0)

Creates the measurement axis in x-direction as qkit coordinate

object. A measurement will be performed for each point on the

axis.

vector is an array-like where the values which are to be measured

are ordered in the sequence in which they are to be measured.

coordname is the name of the coordinate as a string.

set_obj is a callable which is able to set the value of the coordinate

in you physical setup. E.g. for a measurement against magnetic

field, the driver function which sets the current in your source.

unit The unit of the coordinate values as a string.

dt is the waiting time which is spent in between two measurements

as a float. Accurate in the seconds timescale.

set_y_parameters(vector, coordname, set_obj, unit, dt = 0)

Creates the measurement axis in y-direction as qkit coordinate

object. A measurement will be performed for each point on the axis.

Arguments have the same meaning as for the x direction, just for

another coordinate.

set_z_parameters(vector, coordname, set_obj, unit, dt = 0)

Creates the measurement axis in z-direction as qkit coordinate

object. A measurement will be performed for each point on the axis.

Arguments have the same meaning as for the x and y direction, just

for another coordinate.

measure1D(data_to_show = None)

data_to_show is an optional list or strings representing the names

of the datasets which are to be shown by the viewer qviewkit upon

measurement start.

Raises AssertionError if the x parameter has not been set.

Performs a measurement along the x axis. For each point on the x

axis all active registered measurements are called.
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measure2D(data_to_show = None)

data_to_show is an optional list or strings representing the names

of the datasets which are to be shown by the viewer qviewkit upon

measurement start.

Raises AssertionError if no x or y parameter has been set.

Performs a measurement along the x and y axis. For each point all

active registered measurements are called. X is used as outer and y

is used as inner coordinate.

measure3D(data_to_show = None)

data_to_show is an optional list or strings representing the names

of the datasets which are to be shown by the viewer qviewkit upon

measurement start.

Raises AssertionError if no x,y or z parameters have been set.

Performs a measurement along the x,y and z axis. For each point

all active registered measurements are called. X is used as outer, y

as intermediate and z is used as inner coordinate.

class spin_excite.Qupulse_decoder2(*experiments,

channel_sample_rates, measurement_sample_rates,

deep_render = False, **kwargs)

Constructor of Qupulse_decoder2, the virtual experiment decoder

class. The constructor will raise a TypeError if the experimental in-

structions are not qupulse pulse templates, and their parameters are

not given in the form of dictionaries. Will raise a ValueError if dif-

ferent experiments share the same measurements or channels. Will

raise a ValueError if channels or measurements defined in the experi-

ments have no assigned sampling rates by channel_sample_rates and

measurement_sample_rates

*experiments, Tuples of experimental instructions and their parame-

ters. Currently qupulse is supported as experiment design framework.

channel_sample_rates is a dictionary where each key represents a

channel by its name as a string, and the value the sampling rate of said

channel in samples per second as an integer.
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measurement_sample_rates is a dictionary where each key represents

a measurement by its name as a string, and the value the sampling rate

of said measurement in samples per second as an integer.

deep_render is a Boolean value. If set to True, waveforms of different

iterations are rendered separately and returned as a list where each

entry represents the samples for the given iteration. If set to False, the

list is returned flattened.

channel_pars is a dictionary containing the decoded channel instruc-

tions. It is a nested dictionary, with the first level containing the

channels represented by their names as strings, and the second level

containing the channel parameters which are keyed as follows:

"samples" Contains the the values to which to set the voltages of

the manipulation channel during each DAC-clockcycle.

measurement_pars is a dictionary containing the decodedmeasurement

instructions. It is a nested dictionary, with the first level containing the

measurements represented by their names as strings, and the second

level containing the measurement parameters which are keyed as

follows:

"measurement_count" The number of iterations to complete until a

measurement has collected all requested data.

"measurement_duration"The duration of themeasurement in nanosec-

onds.

"sample_count" The number of samples to record upon a trigger

for a single measurement iteration.

"loop_step_name_pp" The name of the pulse parameter iterated

during the pulse train. In case a ForLoopPT is passed to the decoder,

this corresponds to the name of the loop variable.

"loop_step_name_tt" defaults to "measurement_time".

class spin_excite.Settings(ro_backend, ma_backend,

channel_params, measurement_params, averages, **kwargs)

Constructor of Settings, the generalized hardware interface class. The

constructor will raise a ValueError if not all measurements defined in

measurement_params are assigned a number of averages by averages.
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Will raise an AttributeError if channels or measurements requested

in measurement_params and channel_params are not provided by the

manipulation and readout backends.

ro_backend is a subclass of the RO_backend_base, used as interface to

the readout hardware.

ma_backend is a subclass of the MA_backend_base, used as interface to

the manipulation hardware.

channel_params is a nested dictionary, where on the first level each

key represents a channel by its name. The second level contains the

parameters for each channel. An example of the required structure is

given by spin_excite.Qupulse_decoder2.channel_pars.

measurement_params is a nested dictionary, where on the first level

each key represents a measurement by its name. The second level

contains the parameters for each measurement. An example of the

required structure is given by

spin_excite.Qupulse_decoder2.measurement_pars.

averages is a dictionary where each key represents a measurement by

its name as a string, and each value the number of averages which are

to be taken by said measurement, represented by an integer.

channel_settings is a nested dictionary with a similar structure to

Qupulse_decoder2.measurement_pars. Hardware relevant informa-

tion can be added by the Settings object.

measurement_settings is a nested dictionary with a similar structure

to Qupulse_decoder2.measurement_pars. Hardware relevant informa-

tion is added by the Settings object. The second level of the dictionary

is expanded by following parameters which are keyed as:

"unit" The unit of the measurement’s values.

"data_nodes" The different data nodes which the measurement

hardware returns for each measurement.

load()

Applies the settings specified by measurement_settings and

channel_settings to the hardware backends.

class spin_excite.FileHandler()
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Constructor of FileHandler, the class responsible for saving the data to

the hard drive.

measurement_name is a string representing the name of the next run

measurement. Is reset to "" after the measurement is completed. When

creating the file containing themeasurement data, the measurement_name

will be included in the file name, besides the UUID.

measurement_function_name is a string representing the name of the

function used to run the measurement. Is reset to "" after the measure-

ment is completed. The measurement_function_name is logged in the

measurement tab of the measurement file.

additional_watch is a boolean value. If true, the "additional_watch"

tab is added to the measurement file. The separately logged instrument

parameters are chosen as described in par_search_string.

par_search_string is a string. Specify "prefix$$suffix", and all in-

strument parameters beginning with prefix, having an integer at the

position of the placeholder "$$", and ending with suffix are logged

separately, and can be found in the additional_watch tab of the mea-

surement file.

par_search_placeholder is a string. Will be interpreted as placeholder

instead of "$$" in par_search_string.

multiplexer_coordinates behaves like a nested dictionary. The first

level is used to group different coordinate dictionaries according to

their modes. The second level contains a dictionary where each key is

the name of a measurement, and the entry is a list of the associated

coordinates.

datasets is a dictionary containing the datasets handled by the

FileHandler object. The keys hereby are strings representing the

names of the datasets, and the entries are

qkit.measure.measurement_base.Data objects.

update_coordinates(tag, coord_instructions)

tag is a string which is used to group different coordinate dictionar-

ies, and serves as the first level key in multiplexer_parameters.
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coord_instructions is a dictionary. It is keyed by strings which rep-

resent the names of the measurements to which the values belong.

The values are lists of dictionaries, which contain the information

needed to construct the measurement coordinates. The dictionaries

within the list need to include the following keys:

"coordname" is a string representing the name of the coordinate.

"unit" is a string representing the unit of the coordinate’s values.

"values" is an iterable which must be convertible to a

numpy.array. Contains the values of the coordinate.

add_dset(set_name, coords, unit)

Adds a qkit.measure.measurement_base.Data to the datasets dic-

tionary.

set_name is a string representing The name of the dataset which is

to be added.

coords is a list of qkit.measure.measurement_base.Coordinate

objects. coordinates of the dataset.

qkit.measure.measurement_base.Data are limited to three coordi-

nates.

unit is a string representing the unit of the dataset.

reset()

Empties multiplexer_coords and datasets.

prepare_measurement(coords)

Creates a measurement file containing all the specified datasets and

their coordinates, as well as additional coordinates, not intrinsic to

the datasets. Starts qviewkit, the file viewer UI.

coords is a list of qkit.measure.measurement_base.Coordinate

objects. It represents additional coordinates, not intrinsic to the

datasets.

write_to_file(set_name, value, data_location)

Writes the given values directly to the file on the hard drive.
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set_name is a string representing the name of the dataset to which

the incoming is written.

value is an iterable with a dimensionality from one to three. Must

be convertible to a numpy.array. It contains the values which are

to be written.

data_location is a tuple of integers, representing the location to

which value is to be written within the file matrix.

next_matrix(dset_name)

Iterates through the outermost dimension in case of a three dimen-

sional dataset.

dset_name is a string representing the name of the dataset on which

the operation is to be performed.

end_measurement()

Closes the measurement file safely, making sure no data is lost.

Additionally it saves the created measurement plots as .png files,

in a sub directory of the location of the measurement file.

class spin_excite.Exciting(readout_backend, manipulation_backend,

*experiments, averages, active_modes = ("PulseParameter",),

deep_render = False, **add_pars)

Constructor of Exciting, the experiment control class for synchronized

asynchronous data acquisition. The constructor will raise a TypeError

if the experimental instructions are not qupulse pulse templates, and

their parameters are not given in the form of dictionaries. Will raise a

ValueError if different experiments share the same measurements or

channels. Will raise a ValueError if not all measurements defined in

the experimental instructions are assigned a number of averages by

averages. Will raise an AttributeError if channels or measurements

requested in the experimental instructions are not provided by the

manipulation and readout backends.

readout_backend is a subclass of the RO_backend_base, used as inter-

face to the readout hardware.

manipulation_backend is a subclass of the MA_backend_base, used as

interface to the manipulation hardware.
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*experiments, Tuples of experimental instructions and their parame-

ters. Currently qupulse is supported as experiment design framework.

averages is a dictionary where each key represents a measurement by

its name as a string, and each value the number of averages which are

to be taken by said measurement, represented by an integer.

active_modes is a tuple where each entry is a string or the whole

argument is a single string, representing the used data processing

mode or modes.

deep_render is a Boolean value. If set to True, waveforms of different

iterations are rendered separately and returned as a list where each

entry represents the samples for the given iteration. If set to False, the

list is returned flattened.

**add_pars represents additional keyword arguments that can be

passed to the constructor. For example, the measurement_mapping key-

word argument can be passed, which is a dictionary whose keys rep-

resent the names of measurements in the experiment instructions as

strings, and whose values represent the names of the measurements

provided by the hardware as strings, to which the measurement in

the experiment instruction is to be assigned. The keyword argument

channel_mapping is similar, it assigns channels from the experimental

instructions to channels provided by the hardware.

mode_path is a path-like object, e.g. a string or a pathlib.Path, pointing

to the directory where the files containing the data processing modes

are stored.

active_modes is a string or a tuple of strings, representing the names

of the modes which are used to process the raw data before saving it

to file.

compile(*experiments, averages, active_modes =

("PulseParameter",), deep_render = False, **add_pars)

Compiles the experimental instructions given by *experiments to

the measurement hardware.

Upon the next call of measure1D, measure2D, measure3D the experi-

ment will be executed as given by the instructions.

This method will raise a TypeError if the experimental instructions

are not qupulse pulse templates, and their parameters are not given
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in the form of dictionaries. Will raise a ValueError if different ex-

periments share the same measurements or channels. Will raise

a ValueError if not all measurements defined in the experimental

instructions are assigned a number of averages by averages. Will

raise an AttributeError if channels or measurements requested in

the experimental instructions are not provided by the manipulation

and readout backends.

The arguments are the same as in the spin_excite.Exciting con-

structor.

change_averages(averages)

Changes the amount of averages performed without recompiling

the whole experiment.

averages is a dictionary where each key represents a measurement

by its name as a string, and each value the number of averages

which are to be taken by said measurement, represented by an

integer.

set_x_parameters(vector, coordname, set_obj, unit, dt = 0)

Creates the measurement axis in x-direction as qkit coordinate

object. A measurement will be performed for each point on the

axis.

vector is an array-like where the values which are to be measured

are odered in the sequence in which they are to be measured.

coordname is the name of the coordinate as a string.

set_obj is a callable which is able to set the value of the coordinate

in you physical setup. E.g. for a measurement against magnetic

field, the driver function which sets the current in your source.

unit The unit of the coordinate values as a string.

dt is the waiting time which is spent in between two measurements

as a float. Accurate in the seconds timescale.

set_y_parameters(vector, coordname, set_obj, unit, dt = 0)
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Creates the measurement axis in y-direction as qkit coordinate

object. A measurement will be performed for each point on the axis.

Arguments have the same meaning as for the x-direction, just for

another coordinate.

measure1D()

Performs a measurement with no additional coordinates. The base

coordinates are determined by your active modes.

measure2D()

Performs a measurement versus the x-coordinate. The number of

coordinates in your measurements will be one plus the number of

base coordinates determined by your modes. Due to limitations in

the file storage, the maximum number of coordinates is three.

measure3D()

Performs a measurement versus the x- and y-coordinate. The num-

ber of coordinates in your measurements will be two plus the num-

ber of base coordinates determined by your modes. Due to limi-

tations in the file storage, the maximum number of coordinates is

three.
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