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A B S T R A C T

The current Cellular V2X (C-V2X) standard for direct communication between vehicles is based on the so-called Semi-Persistent Scheduling (SPS) algorithm. It is based on the multiple access structure of 5G New Radio (NR) and exploits sensing and persistence to realize a randomized multiple access. We consider the application of SPS to support periodic broadcast traffic where no acknowledgments are provided. Persistence is a key feature, which consists of a node using the same resource for its transmissions for multiple frames. The specific resource used is randomly selected from among those that are perceived to be idle, and reselected anew after a randomized number of frames. We define a model to gain insight into the interplay between persistence and key performance metrics for the type of traffic considered, namely probability of successful delivery and Age of Information (AoI). A core version of the model is validated against simulations and used to show that there exists an optimal level that minimizes AoI. The model is then extended to account for a distance-dependent propagation model, allowing further insight into the effects of the interplay between sender–receiver distance and persistence. Finally, an even more detailed model is investigated, using ns-3-based simulations. This further analysis confirms the qualitative behaviors revealed by the analytical model and provides more insight into the complex interactions of system parameters and channel characteristics. The obtained results help to identify the limits of SPS, opening the way to system-principled parameter optimization and design of more powerful variants of the multiple access scheme.

1. Introduction

Connected and automated vehicles are becoming a reality, with several pilots and deployment initiatives underway worldwide [1,2]. V2X communication is a key enabling technology for achieving these initiatives. It enables vehicles and other road users to exchange real-time data with each other and with the road infrastructure to enhance their perception of the environment with non-line-of-sight information.

In order to achieve Vision Zero, which aims for accident free traffic, V2X is expected to support various Cooperative Intelligent Transport Systems (C-ITS) services [3]. From a functional perspective, previous V2X designs have primarily focused on Day 1 services, which include cooperative awareness applications [4], such as emergency electronic brake lights and road work warnings. Current standardization efforts aim to support more advanced services, ranging from collective perception (Day 2) [5,6], which includes cooperative collision risk warning and lane change assistance, to coordinated maneuvering (Day 3) [7] use cases, such as platooning and maneuver coordination at intersections.

While these services may target different levels of functionality, the fundamental enabling communication paradigm is the real-time, periodic exchange of time-sensitive sensor information. For this purpose, two main families of V2X standards have been proposed and developed [8]: Vehicular Wi-Fi (IEEE 802.11p/bd), which includes DSRC/ WAVE in the US [9] and ETSI ITS-G5 in the EU [10], and C-V2X, which includes LTE-V2X [11] and 5G NR-V2X [12]. Between these two families, C-V2X is seeing a higher adoption rate, with the US, China, and South Korea already opting in its favor, while the EU is technology neutral for the time being.

To support the low-latency requirements of V2X applications, C-V2X introduces sidelink communication, which enables direct communication between vehicles without the involvement of a base station. Sidelink resources can be allocated in a centralized manner (i.e., resources are scheduled by the base station) under Mode 3 in LTE-V2X and Mode 1 in 5G NR-V2X, or in a distributed manner (i.e., vehicles autonomously select their resources) under Mode 4 in LTE-V2X and Mode
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2 in 5G NR-V2X. The C-V2X autonomous sidelink resource scheduling mechanism is known as SPS. Under SPS, each user can randomly select a transmission opportunity from a pool of available resources each time there is an update message to transmit. Alternatively, the user can keep the selected channel resource for a certain time window before randomly switching to another one. In the latter case, the persistence probability characterizes the frequency of such a switch. In both cases, users may unfortunately choose the same resource, resulting in mutual interference and preventing others from receiving updates. This work addresses the key research question of whether this persistence is beneficial for performance, which is not intuitively clear in this context. Persistence can be viewed as a form of reservation in a random access scheme, according to classical multiple access theory [13].

1.1. AoI in V2X

In recent years, the performance evaluation of status broadcast updates in V2X has been characterized not only by traditional communication network metrics such as throughput, packet delivery ratio, or mean delay. Instead, similar to other machine-to-machine communication systems, where the freshness of the update information is crucial, AoI is proposed [14,15]. In general, AoI is an end-to-end metric that assesses the timeliness of status update information from an application perspective. AoI performance is affected not only by the various packet delays, including channel access, transmission, propagation, and processing, but also by the loss of packets (e.g., due to collisions, path loss) that carry status updates.

In the context of cooperative awareness and collective perception, AoI is the key performance metric that characterizes a vehicle's environmental sensing gains due to V2X communication [16]. For cooperative maneuvering, AoI can be used in the formal safety evaluation of automated driving [17]. Given its importance for V2X safety applications, understanding the various elements and implications that can affect the AoI performance is critical.

1.2. Our contribution

The random resource selection mechanism in SPS is known to be prone to packet collisions, which directly affects the AoI metric and hinders the efficiency of V2X safety applications. An important parameter in the SPS configuration that can influence the collision loss rate is the persistence probability $P$. Despite this obvious link, there is very little research in the literature that investigates the impact of the persistence probability on the AoI metric.

In a preliminary work [18], we investigated the interplay between persistence probability and AoI in C-V2X sidelink communication. In particular, we proposed a mathematical model to characterize the performance of the SPS in 5G NR-V2X from the perspective of AoI. The model is based on the assumption that messages transmitted without collision are always decoded, while messages subject to collisions are always lost.

The current paper is an extended version of our preliminary paper [18], which includes additional enhancements to the previously proposed model. Specifically, it relaxes the previous assumption and allows for a classic propagation model that considers both a distance-based deterministic component and a stochastic component that accounts for fading. Additionally, this extended version evaluates the performance of the proposed model using a detailed system-level network simulator.

The contributions of this paper can be summarized as follows:

- An analytical model is developed to examine the relationship between persistence probability and AoI in 5G NR-V2X sidelink communications.
- The model is validated through MATLAB-based simulations, which demonstrate that the AoI is non-monotonic in relation to the persistence probability. An optimal level that minimizes the AoI's value can be found.
- We propose an extension of the core model to capture the effect of distance-based propagation and fading.
- The proposed model is further evaluated using detailed ns-3 based simulations, which confirm the qualitative behavior revealed by the analytical model.

The rest of the paper is organized as follows. Section 2 provides an overview of NR-V2X sidelink communications and analyzes related works on the performance evaluation of SPS and AoI metric. Section 3 describes the proposed analytical model. Section 4 validates the analytical model through simulations and presents the obtained results. Section 5 evaluates the model in a highway environment using a system-level simulator. Section 6 concludes the paper. Table 1 presents the acronyms utilized in this paper.

### 2. Background and related work

5G NR-V2X sidelink technology has recently been introduced to enable advanced use cases that rely on cooperative perception and maneuvering [19]. Comprehensive overviews of 5G NR-V2X, describing its physical layer design and resource allocation mechanisms, as well as its two operation modes (Mode 1 and Mode 2), are provided in [20–23]. While Mode 1 relies on a centralized resource allocation mechanism, Mode 2 introduces two distributed allocation strategies – SPS and Dynamic Scheduling (DS) – that allow vehicles to select their transmission resources autonomously.

In this section, we first provide an overview of the resource allocation mechanism in NR-V2X Mode 2. We then analyze the related works that investigate the performance of the SPS mechanism in terms of the most common metrics. We finally describe the existing literature that analyzes the AoI metric in the context of 5G NR-V2X.
2.1. Overview of NR-V2X Mode 2

In NR-V2X, messages are transmitted in Transport Blocks (TBs). The communication resources allocated to TBs are called Sub-Channels (SCs). An SC consists of several Resource Blocks (RBs) belonging to the same time slot and occupying adjacent frequencies. An SC carries a control field called Sidelink Control Information (SCI) and a TB or part of a TB, if the latter is fragmented across multiple SCs.

There are two possible approaches to allocate resources for TB transmission in Mode 2 - DS and SPS [24]. In DS mode, resources are selected each time a new TB is generated. SPS, instead, selects resources and keeps them for a number of consecutive RC TBs.

The time period between consecutive TB transmissions is determined by the Resource Reservation Interval (RRI). Possible RRI values are {0, 1: 99}, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 ms. The RRI is selected for every new TB from a list of maximum 16 pre-configured values in the resource pool [25].

The RC value depends on the selected RRI and is randomly chosen every time a new resource must be selected. In particular, RC is randomly chosen within [5, 15] when \( RRI \geq 100 \) ms. If \( RRI < 100 \) ms, then RC is randomly set within \([5 \cdot C, 15 \cdot C]\), where

\[
C = \frac{100}{\max(20, RRI)}.
\]

RC is decremented by 1 with every TB transmission. When RC = 0, a new resource is selected with probability \((1 - P)\), where \( P \in [0, 0.8]\). Otherwise, the same resources with the same RRI will be used for a number of consecutive RC TBs, where RC is again randomly chosen according the rules described above.

A simplified example of the SPS resource selection process is shown in Fig. 1. Each User Equipment (UE) has a sensing window (of 1100 ms or 100 ms, depending on the configuration), used to determine which SCs are reserved by other UEs for their own TB transmissions. If the RSRP of these transmissions exceeds a preconfigured threshold, those SCs for which no explicit reservation could be verified. Segata et al. [28] analyzed the impact of LTE-V2X Mode 4 on vehicle platooning, noting significant limitations due to packet loss even in low traffic conditions.

Further research in [29] examines how the persistence probability affects PDR, finding that higher probabilities do not necessarily improve PDR. Another study [30] discusses delay performance optimization in SPS, suggesting optimizations of several configuration parameters, such as sensing range, transmit power, and resource reservation.

Bazzi et al. [31] propose enhancing the SPS mechanism to address packet losses due to incorrect resource allocation in LTE-V2X Mode 4, showing that their extended mechanism outperforms the legacy SPS in terms of Packet Reception Ratio (PRR). Wu et al. [32] suggest replacing SPS with a self-adaptive scheduling protocol to address the half-duplex and packet collision issues, demonstrating better PDR and throughput.

The coexistence of periodic and aperiodic traffic in LTE-V2X Mode 4 is investigated in [33], where a new standard-compliant resource reservation mechanism to handle aperiodic traffic is proposed and an analytical model for the throughput is defined. Bartoletti et al. [34] analyze the impact of the mismatch between the packet generation and resource allocation on the system performance, revealing potential performance boosts by reserving resources more frequently. Jeon et al. [35] show that message collisions in LTE-V2X Mode 4 can be reduced by reducing the uncertainties in the resources to be used for the next sequence of messages, though at the cost of higher overhead. Haidar and Hwang [36] advocate for power control in CAM transmissions to enhance LTE-V2X Mode 4 performance, particularly beneficial in high-density scenarios.

2.2. Related works on SPS Performance Evaluation

2.2.1. LTE-V2X Mode 4

Several recent works have investigated the performance of cellular V2X sidelink communication. Gonzalez-Martín et al. [26] developed analytical models to evaluate the performance of LTE-V2X Mode 4 [27], focusing on the PDR and different types of packet errors. Segata et al. [28] analyzed the impact of LTE-V2X Mode 4 on vehicle platooning, noting significant limitations due to packet loss even in low traffic conditions.

Further research in [29] examines how the persistence probability affects PDR, finding that higher probabilities do not necessarily improve PDR. Another study [30] discusses delay performance optimization in SPS, suggesting optimizations of several configuration parameters, such as sensing range, transmit power, and resource reservation.

Bazzi et al. [31] propose enhancing the SPS mechanism to address packet losses due to incorrect resource allocation in LTE-V2X Mode 4, showing that their extended mechanism outperforms the legacy SPS in terms of Packet Reception Ratio (PRR). Wu et al. [32] suggest replacing SPS with a self-adaptive scheduling protocol to address the half-duplex and packet collision issues, demonstrating better PDR and throughput.

The coexistence of periodic and aperiodic traffic in LTE-V2X Mode 4 is investigated in [33], where a new standard-compliant resource reservation mechanism to handle aperiodic traffic is proposed and an analytical model for the throughput is defined. Bartoletti et al. [34] analyze the impact of the mismatch between the packet generation and resource allocation on the system performance, revealing potential performance boosts by reserving resources more frequently. Jeon et al. [35] show that message collisions in LTE-V2X Mode 4 can be reduced by reducing the uncertainties in the resources to be used for the next sequence of messages, though at the cost of higher overhead. Haidar and Hwang [36] advocate for power control in CAM transmissions to enhance LTE-V2X Mode 4 performance, particularly beneficial in high-density scenarios.

2.2.2. 5G NR-V2X Mode 2

Todisco et al. [36] and Molina-Galan et al. [37] focused on optimizing NR-V2X Mode 2 for periodic and aperiodic traffic respectively, emphasizing the need for tailored resource allocation strategies and improvements to the MAC layer for better traffic management. Cao et al. [38] explored resource scheduling for vehicular platooning in 5G NR-V2X, proposing an enhanced random selection scheme that effectively reduces collision probabilities. The performance of SPS in the use case of cooperative perception is investigated in [6] using a realistic system-level network simulator.
A comparative analysis of the SPS and DS mechanisms in 5G NR-V2X Mode 2 is performed in [39] and an adaptive scheduling strategy that allows dynamic selection of the most appropriate scheme in the presence of mixed traffic types is proposed. In [40], the authors propose to integrate resource reuse distance judgment with SPS to mitigate conflicts and interference during resource selection, demonstrating higher PRR and reduced inter-packet gap in various scenarios compared to conventional schemes.

Lusvarghi et al. [41] propose a machine learning based approach to predict CAM sequences in order to adapt the RRI to minimize packet collisions. Kuang et al. [42] use adaptive RC and RRI adjustment to accommodate aperiodic traffic, minimizing collision effects and demonstrating improved communication quality and resource utilization efficiency through theoretical modeling and simulations.

Recent studies advocate for the use of Non-Orthogonal Multiple Access (NOMA) for 6G-V2X and demonstrate its potential through simulations [43,44]. Twardokus et al. [45] identify vulnerabilities in the physical layer attributes and the SPS algorithm, implementing two denial-of-service attacks, as well as machine learning-based mitigation techniques to enhance the security of 5G V2X.

2.3. Related works on AoI in 5G NR-V2X

The studies described in Section 2.2 provide valuable insight into the performance of SPS. However, none of these works analyze the AoI [14], which is a critical performance metric that measures the freshness of cooperative awareness and perception message updates. Although it has been extensively studied in the context of IEEE 802.11-based vehicular communications [16,46–48], there are only few existing works that analyze the AoI performance in 5G NR-V2X.

Peng et al. [49] pioneered AoI optimization in cellular sidelink communications, proposing a resource allocation mechanism with piggyback feedback to reduce collisions, though it struggles with aperiodic traffic. Another study [50] introduces an adaptive SPS enabling real-time RRI adjustments, enhancing traffic safety and network performance through an AoI-aware algorithm that selects optimal RRs based on neighboring vehicles’ AoI, significantly improving cooperative awareness in NR-V2X scenarios.

Fouda et al. [51] explore reducing the probability of persistent Basic Safety Message (BSM) collisions by randomly skipping SPS reserved resources, merging one-shot transmissions with SPS to enhance AoI. Saad et al. [52] utilize deep reinforcement learning for congestion control in 5G NR-V2X. Unlike traditional decentralized algorithms, the proposed solution optimizes the Medium Access Control (MAC) layer by considering both system-level metrics and application-level requirements such as AoI. The proposed scheme outperforms the standard 3GPP decentralized congestion control, showing superior results in packet delivery, message timeliness, throughput, and channel occupancy.

Cao et al. [53] analyze SPS parameters from an AoI perspective, revealing that RRI greatly influences the PAoI. However, the AoI metric is not considered as a possible parameter of the SPS mechanism. The impact of the radio resource keeping probability on AoI is also not investigated. The authors conclude that the number of successful transmissions is not sensitive to changes in radio resource persistence probability.

The authors in [54] propose to minimize the AoI in 5G NR-V2X Mode 1 (centralized) using NOMA in half-duplex settings. In particular, they formulate the AoI minimization problem as a mixed-integer nonlinear program and prove its NP-hardness. They model the problem as a single-agent Markov decision process and use a deep reinforcement learning approach to find the transmission power levels and broadcast coverage areas.

In our previous work [18], we investigated the impact of persistence on AoI in 5G NR-V2X Mode 2. We defined a simplified analytical model of the SPS that allows easy evaluation and optimization of the persistence probability \( P \), i.e., the probability of keeping the same resources for the next packet transmissions, from an AoI perspective. The current work is an extension of our previous study that further improves the previously proposed model to account for the propagation loss. By means of system-level simulations, we also obtain a qualitative confirmation of the results previously obtained in [18], which suggest the existence of an optimal persistence level.

3. System model

This section introduces a model of SPS using an ANRM. The model provides insight into the role of persistence in SPS, although it is quite simplified. In the final part of this section, a more realistic propagation model is defined, and the preceding analysis is extended.

3.1. Model assumptions and notation

Consider a set of \( N \) nodes that share a 5G NR-V2X communication channel used according to Mode 2 [53]. The question we aim to answer is whether persistence is beneficial for cooperative awareness and to what extent. To fully understand this point, we use a simplified model that retains the essential characteristics of the SPS contention algorithm. We make the following assumptions:

1. All-or-Nothing Receiver Model: messages transmitted without collision (i.e., only one message is transmitted in the used SC) are always correctly decoded; messages undergoing collisions (i.e., multiple messages are transmitted in the same SC) are always lost.
2. All nodes hear each other (no hidden nodes).
3. All nodes use the same RRI.
4. The sensing window used by a node to identify candidate SCs extends over exactly one RRI.
5. Only broadcast traffic is considered, i.e., no ACK is provided and no retransmission is scheduled.
6. Nodes generate a new message in each RRI.
7. The SC is sized to carry one complete message, i.e., one TB plus its associated SCI (both first and second stage).
8. The RC is drawn from a Geometric probability distribution, i.e., \( P(RC = j) = e^{j-1}(1-e) \), for \( j \geq 1 \). Note that the mean RC is equal to \( \bar{RC} = 1/(1-e) \geq 1 \), hence \( e \) can be identified as \( e = 1 - 1/\bar{RC} \).
9. The number of nodes \( N \) is less than the number \( K \) of SCs available in one RRI.

Assumption 1 does not account for the so-called Wireless Blind Spot (WBS) issue [31]. While transmitting on a given SC \( j \), it is not possible for a node to hear anything transmitted in another SC belonging to the same slot as SC \( j \). It is also not possible to make reliable sensing. This simplification has a minor impact in practical settings, where there are few SCs in the same slot (e.g., less than 4 or 5) and hundreds of SCs within an RRI time. In general, the proposed model is oblivious of the detailed time-frequency organization of radio resources, which simplifies notation, while entailing negligible loss of accuracy, given the marginal effect of WBS. Assumptions 6 and 7 correspond to the best situation for the SPS algorithm, since message generation is exactly periodic and each new message fits exactly into the reserved resource. It is known that SPS can lead to wasted resources and inefficiency in case of non-periodic message generation times and variable message sizes [53]. In this analysis, we assume the best possible configuration for SPS, since our goal is to understand the impact of persistence on performance and to optimize system configuration in a context where the persistent approach of this algorithm makes sense. Note also that, as a consequence of Assumption 9, there is always at least one idle SC in each RRI. Assumption 4 is actually implied by the fact that nodes generate new messages periodically, provided that the selection window is not smaller than the common value of the RRI of all nodes.
Let \( K \) be the number of SCs available in the selection window, i.e., in one RRI. In each RRI, each node uses one SC to broadcast its message. If more than one node uses the same SC, we assume that mixed signals cannot be separated and recovered by other nodes and thus the collision turns into a loss of the messages involved.

A node selects an idle SC\(^1\) and persists using it for a number of times equal to its value of RC. Once RC is counted down to 0, the node decides to draw a new value of RC and persist on the same SC with probability \( P \). With probability \( 1 - P \), the node switches to another idle SC and draws a new value of RC. The selection of a new SC (SC re-selection procedure) is based on the measurements collected in the sensing window. There is no point in including SCs that are sensed as busy in the candidate SC list, since a collision would certainly be triggered. Therefore, we assume that a node that decides to jump to a new SC in a given RRI selects the target SC uniformly at random among all those SCs that were idle in the previous RRI. On those measurements, a node constructs a table of available SCs in a forthcoming re-selection window. The table is used to pick the new SC. We simplify this process by identifying the selection window with one RRI and assuming perfect sensing. Under these assumptions, since there are no hidden nodes, each node classifies SCs as either in use or idle, the latter state being identified only if no node is using that SC.

The main notation used in the paper is listed in Table 2.

### 3.2. Model analysis

Let us take the point of view of one SC, referred to as the tagged SC. This is possible because the modeling assumptions imply full symmetry of resource use, so that all SCs are statistically equivalent. Let us define the state \( X \in \{0, 1, \ldots, N\} \) associated with the tagged SC, as the number of nodes currently using the tagged SC for their transmission. If \( X = 0 \), the SC is idle and available for re-selection. If \( X = 1 \), only a single node is using the SC, so its transmission will not collide with others and the relevant message will be decoded successfully by all other nodes. If \( X > 1 \), multiple nodes are using the same SC for their transmissions. Then, a collision occurs and no involved message can be decoded correctly by any node.

Let \( X(t) \) be the state of SC \( i \) at time \( t \), with \( i = 1, \ldots, K \) and \( t \geq 0 \). Let us distinguish two cases.

First, if \( X(t) > 0 \), the \( i \)th SC is currently used by at least one node. Thanks to sensing, no other node will attempt to jump to SC \( i \). However, a node currently using this SC can decide to switch to another SC, if its RC has expired and the node does not persist using that same SC. A node switches to another SC with probability

\[
q = (1 - c)(1 - P) = \frac{1 - P}{RC},
\]

where \( RC \) is the average of the initial value of the RC. Given the argument above, any state \( X(t) > 0 \) can only decrease as \( i \) increases, eventually hitting the state 0.

The second case is when \( X(t) = 0 \). Then, SC \( i \) can be selected by nodes jumping from their current SC \( j \neq i \), which causes the state \( X(t + 1) \) to become positive, in case at least one node performs a re-selection procedure towards SC \( i \).

Let us define the \( N \)-dimensional stochastic process \( X(t) = [X_1(t), \ldots, X_N(t)] \), living on the state space \( S = \{0, 1, \ldots, N\} \). Thanks to the memoryless assumption on the SC re-selection process, \( X(t) \) is a Discrete Time Markov Chain (DTMC). In view of the model assumptions, it follows that \( X(t) \) is time-homogeneous, irreducible, aperiodic and has a finite state space, hence it is ergodic and a unique limiting stationary probability distribution exists for the steady state process \( X(\infty) \). In the following, the argument \( \omega \) will be dropped when referring to the steady-state process, if there is no ambiguity.

Let the transition probability of \( X(t) \), conditional on the state at time \( t \) be defined as

\[
P(n, k) = P(X(t + 1) = k|X_t = n, X_{\omega}(t) = x_\omega)
\]

where \( x_\omega \) is a row vector containing all SC states \( X_i(t) \) with \( i \neq j \) and \( x_j \) is a row vector of \( N - 1 \) entries, each entry belonging in the set \( \{0, 1, \ldots, N\} \), with the constraint that \( \sum_{j=1}^{N} x_\omega(j) = n = N \).

The conditional state transition probabilities of SC \( i \) can be written as follows:

\[
\begin{align*}
P(n, k) &= \begin{cases} 
(\frac{\nu}{\nu + \epsilon})^k & \text{for } n > 0, 0 \leq k \leq n, \\
0 & \text{for } n > 0, k > n \\
1 & \text{for } n = 0 \\
0 & \text{for } n = 0, 0 \leq k \leq N,
\end{cases} \\
R(0, k) &= 1 - (\frac{\nu}{\nu + \epsilon})^k (1 - w^k) (1 - w^k)^N
\end{align*}
\]

where

\[
\begin{align*}
K_j &:= \sum_{k=0}^{N} I(X_j(t) = 0) \\
I(E) &:= \text{the indicator function of the event } E
\end{align*}
\]

and \( I(E) \) is the indicator function of the event \( E \). The quantity \( K_j \) is therefore the number of idle SCs.

The first two equations tell us that the number of nodes using the same SC simultaneously cannot grow, thanks to channel sensing. The third equation takes into account that new nodes choose SC \( i \) when they switch from their current SC (different from \( i \)).

The SC states \( X_j(t), j = 1, \ldots, K \), are coupled together, since the number of SCs that are idle, \( K_j \), is a function of the state of all SCs other than the tagged one, namely SC \( i \). We should therefore consider the entire \( K \)-dimensional DTMC \( X(t) = [X_1(t), X_2(t), \ldots, X_K(t)] \), with state space size of \((N + 1)^K\).

To tame the complexity of this formidable DTMC, we use a mean field approximation, which is obtained by replacing \( I(X_j(t) = 0) \) with its mean, i.e., with the probability that SC \( j \) is empty, \( p_{0,j} \). Thus, we effectively replace \( K_j \) (which is generally a random variable) with its mean \( E[K_j] \), namely, the mean number of idle SCs in one RRI. Note that \( 0 < E[K_j] < K \). In fact, \( E[K_j] \) cannot reduce to 0 due to our assumption that \( N < K \). On the other end, \( E[K_j] = K \) is not possible as well, since the \( N \) nodes must be occupying at least one SC.

Quantities related to the mean field approximation are denoted by a tilde, i.e., \( \tilde{X}_i(t) \) denotes the number of nodes that use SC \( i \) in the \( t \)th

---

\(^1\) According to the SPS algorithm, SCs eligible for selection are those that are found to be idle and those that report an RRI value of 0 in their SCI. This special value of RRI is set by a node that is using an SC for the last time, i.e., a node whose RC has dropped to 0 and that has decided not to persist on its currently used SC. We do not consider this detail, assuming that only SCs detected as idle are available for selection. An exploratory study shows that the results obtained by the model presented here do not change even if this detail is taken into account, i.e., the average AoI is minimized in both cases for a suitable value of the persistence probability.
RRI according to the approximate process obtained with the mean field approximation.

It can be seen that in the considered model setting, SCs are statistically equivalent, as well as nodes, so that the number of nodes transmitting on one SC has the same probability distribution for all SCs, i.e., $X(t) \sim X_i(t), \forall i$. Hence, the probability distribution of $X(t)$ does not depend on the index $i$. Therefore, denoting the approximate transition probabilities with a tilde and dropping also index $i$ for the sake of simpler notation, we can write

$$
\hat{P}(n, k) = \binom{N}{k}(1-q)^k q^{n-k} \quad n \geq 0, 0 \leq k \leq n \\
\hat{P}(0, n) = 0 \quad n > 0, k > n \\
\hat{P}(0, 1) = \binom{N}{1} \left( \frac{q}{K} \right)^1 \left( 1 - \frac{q}{K} \right)^{N-1-k} \quad 0 \leq k \leq N
$$

(6)

where $K$ is the mean number of empty SCs.

The stationary probability vector $\bar{x}$ is found by solving the linear system $\hat{A}\bar{x} = \bar{x}$, with the condition $\sum_{k=0}^{N} \bar{x}_k = 1$, where $\hat{A}$ is a stochastic matrix whose entries are $\hat{P}(k, n)$. The sequence generated using expressions in Eq. (6), it can be found that $\bar{x}u = (1-q)\bar{x}$, i.e., $u$ is a right eigenvector of $A$ with eigenvalue $1 - q$. For $q < 1$, it follows that

$$
\sum_{k=1}^{N} k\bar{x}_k = \bar{x}_0 u = \bar{x}_0 (1 - A)^{-1} u = \bar{x}_0 u \left( 1 - \frac{q}{K} \right)^{N-1} u
$$

(11)

Using expressions in Eq. (6), it can be found that $v u = Nq/\bar{K}_r$. Hence

$$
\sum_{k=1}^{N} k\bar{x}_k = \bar{x}_0 \frac{N}{\bar{K}_r} = \frac{N}{K}
$$

(12)

where we have exploited Eq. (7) in the last passage. This result has a simple intuitive interpretation. It expresses a conservation law, i.e., $K$ times the mean number of nodes using one SC is just $N$, the overall number of nodes.

Performance metrics can be evaluated once the probability distribution $\bar{x}$ is found. The average throughput in one RRI is $K\bar{x}_1$, since $\bar{x}_1$ is the probability that a node is the only one using its current SC. The success probability of a node, conditional on the node transmitting, is therefore

$$
p_s = K\bar{x}_1 / N.
$$

(13)

3.3. AoI Analysis

The time evolution of a tagged node’s message delivery can be tracked using a two-state DTMC $S(t)$, where we drop the subscript denoting the specific node, since nodes are statistically equivalent. We let $S(t) = 1$, if the tagged node’s message is transmitted without collision in RRI $t$, otherwise we have $S(t) = 0$. The transmission of a message is successful if and only if the selected SC is used only by the tagged node (all-or-nothing receiver model).

The two-state Markov chain $S(t)$ captures the semi-passive nature of the resource allocation. It shows that the semi-passive scheduling induces a Gilbert-Elliot behavior on the communication channel of the nodes. That is, the flow of messages issued by a node alternates between success states, where each message is correctly received by the neighbors of the transmitting node, and off states, where the messages issued by the tagged node run into a series of collisions (as long as the tagged node persists in using the same SC) and are lost.

Given that $S(t) = 1$, the next message will be successful if: (i) the node does not switch its SC, or (ii) the node switches to a new idle SC and no other node selects that same SC. Hence

$$
p_{11} = P(S(t+1) = 1 | S(t) = 1) = 1 - q + q \left( 1 - \frac{q}{\bar{K}_r} \right)^{N-1}
$$

(14)

where $\bar{K}_r$ is the mean number of empty SCs seen in the considered state transition, as detailed below.

Let $S(t)$ be the SC where the tagged node transmits in RRI $t$ (and is successful, since $S(t) = 1$). The quantity $\bar{K}_r$ is the mean number of idle SCs among the $K-1$ SCs other than the SC used by the tagged node in RRI $t$. Since the tagged node is in the “success” state, it is the only one using its SC. The other $N-1$ nodes populate the remaining $K-1$ SCs. The mean number of nodes in each idle SC, other than the tagged node’s SC, is given by

$$
\bar{Q}_{1,N} = \mathbb{E}[X | 1 \leq X \leq N - 1] = \frac{\sum_{i=1}^{N-1} k\bar{x}_k}{1 - \bar{x}_0 - \bar{K}_r}
$$

(15)

Then, we have

$$
\bar{K}_r = K - 1 - \frac{N-1}{\bar{Q}_{1,N}}
$$

(16)

Using Eq. (12), it can be verified that $\bar{K}_r = K\bar{x}_0$. It turns out that this approximation is within less than 1% relative error in all of our numerical evaluations. This completes the evaluation of $p_{11}$.

Now we turn to the transition probability

$$
p_{00} = P(S(t+1) = 0 | S(t) = 0).
$$

(17)
This is achieved by requiring that the limiting probability of state 1 coincides with the success probability, namely

\[ P(S(t) = 1) = \frac{1 - p_{00}}{2 - p_{11} - p_{00}} = p_s, \]  

where \( p_s \) is given in Eq. (13) and \( p_{01} \) in Eq. (14).

After obtaining \( p_{11} \) and \( p_{00} \), we can calculate the time elapsed between two successful transmissions of a node by evaluating its moments. Let \( Y \) represent the corresponding random variable, expressed in units of RRI. \( Y \) is an integer greater than or equal to 1 and is defined as the time it takes a node to deliver a new successful message since it delivered the last successful message. Regarding the two-state Markov chain that characterizes the node activity, this means the time to return to state \( S = 1 \) after having just visited state 1. In other words, \( Y \) represents the time it takes to reach state 1 for the first time, assuming that the DTMC is initialized in state 1. If \( V_0 \) denotes the visit time in state \( S = 0 \), we have

\[ Y = \begin{cases} 1 & \text{w.p. } p_{11} \\ 1 + V_0 & \text{w.p. } p_{00} = 1 - p_{11} \end{cases}. \]  

(19)

The random variable \( V_0 \) is Geometric with ratio \( p_{00} \), hence

\[ E[V_0] = \frac{1}{1 - p_{00}}, \quad E[V_0^2] = \frac{1 + p_{00}}{(1 - p_{00})^2}. \]  

(20)

It follows that

\[ E[Y] = \frac{1 + p_{00}}{1 - p_{00}} = \frac{p_{11}}{p_s}, \quad E[Y^2] = \frac{1}{2} \frac{1 + p_{00}}{(1 - p_{00})^2} = \frac{p_{11}^2}{p_s^2}. \]  

(21)

By definition, we have the following result for the average AoI and PAoI metrics (in units of RRI):

\[ E[\text{AoI}] = E[Y] = \frac{p_{11}}{p_s}, \quad E[\text{PAoI}] = \frac{1}{2} \frac{1 + p_{00}}{(1 - p_{00})^2} = \frac{p_{11}^2}{p_s^2}. \]  

(22)

3.4. Extension to Distance-Dependent Propagation Model

In the ANRM model described in previous subsections, it was assumed that the reception of a message that is the only one using a given SC is always successful. However, if multiple messages are transmitted in the same SC, reception fails for everyone due to collisions. This is the first assumption listed in Section 3.1. We now relax this model to include a classic propagation model that considers a deterministic gain component based on the distance between the transmitter and receiver, as well as a stochastic component that accounts for fading. This extended model is called DDPM.

Let \( G(x) \) be the gain of the used channel when transmitter and receiver are at distance \( x \). We let \( G = G_0 G_s(x) \), where \( G_0 \) is the deterministic component of the gain, assumed to follow a power law, and \( G_s(x) \) is a random component, accounting for Rayleigh fading. Hence \( G_s \) is a negative exponential random variable with mean 1, i.e., \( P(G_s > u) = e^{-u} \) for \( u \geq 0 \). Let also \( P_{tx} \) denote the transmission power level and \( P_{ba} \) the background noise power level.

The received message is deemed to be decoded correctly if the Signal-to-Noise-plus-Interference Ratio (SNIR) \( \Gamma(x) \) exceeds a threshold \( \gamma \), related to the adopted Modulation and Coding Scheme (MCS), i.e., if

\[ \Gamma(x) = \frac{G_s G_0 P_{tx}}{P_{ba} + P_{tx}} \geq \gamma \]  

(23)

where \( P_{tx} \) is the interference power level.

Accounting for the Rayleigh fading gain \( G_s \), the probability \( p_s \) of the event expressed in Eq. (23) (probability of success, conditional on node transmission) is found to be

\[ p_s = \exp\left(-\frac{\gamma}{S(x)}\right) \frac{E\left( -\gamma \frac{P_{tx}}{G_s(x) P_{tx}} \right)}{E\left( -\gamma \frac{P_{tx}}{G_s(x) P_{tx}} \right)} \]  

(24)

where the expectation is over the interference and

\[ S(x) = \frac{G_s(x) P_{tx}}{P_{ba} + \kappa P_{tx}} = \frac{x^a P_{tx}}{P_{ba} + \kappa P_{tx}} \]  

(25)

Interference is modeled using a simple stochastic geometry model, where we consider a receiver located at the origin of a line, a transmitting node, located at distance \( x \) of the receiver, and a Poisson field of interfering nodes with mean density \( \lambda \), measured in nodes per unit length. The geometry considered is on a line, as we refer to a span of road where the length is much greater than the width.

The normalized interference can be expressed as

\[ \frac{P_{in}}{G_s(x) P_{tx}} = \sum_{y \in \Phi} G_{f, s}(\frac{x}{y}) \]  

(26)

where \( \Phi \) is a Poisson Point Process (PPP) of mean density \( \lambda \). The expectation appearing in Eq. (26), involving the normalized interference, can be expressed applying Campbell’s theorem to the generating function of the PPP of interfering nodes [55]. The result is

\[ E\left( -\gamma \frac{P_{in}}{G_s(x) P_{tx}} \right) = \exp\left( -2\lambda x^a \frac{\pi / a \sin(\pi / a)}{\sin(\pi / a)} \right). \]  

(27)

If we denote the road length with \( L \), the mean density of interfering nodes is given by \( (n - 1) / L \) with probability \( w_n \). Here, \( w_n \) is the probability that the tagged node is receiving a message transmitted in an SC used by \( n \) nodes, one of which is the transmitting node (with distance \( x \) from the tagged node) and the other \( n - 1 \) nodes are interfering ones. Out of the \( N \) messages transmitted in an RRI, \( n \cdot K_n \) are transmitted in an SC that carries \( n \) messages, where \( K_n, n = 0, 1, \ldots, N \), is the steady state probability distribution of the DTMC defined in Section 3.2. Hence, \( w_n = (K_n K_n) / N \), for \( n = 1, \ldots, N \). This probability distribution sums to 1 as a consequence of Eq. (12).

Summing up, the interfering node density can be characterized as follows

\[ \lambda = \frac{n - 1}{L} \]  

(28)

Putting together Eqs. (24), (27) and (28), we get the success probability \( p_s = p_s(x, P) \):

\[ p_s = e^{-\frac{\gamma}{S(x)}} \sum_{n=1}^{N} \frac{K_n K_n}{N} \exp\left(-\frac{2(n - 1)\pi x^2}{L \sin(\pi / a)}\right). \]  

(29)

Note that \( p_s \) is a function of the distance \( x \) between transmitter and receiver, as well as of the persistence probability \( P \). For nodes randomly scattered along a road of length \( L \), the PDF of the distance between two nodes is \( f(x) = \frac{x^2}{2} \left( 1 - \frac{x}{L} \right) \), for \( 0 \leq x \leq L \). We can then derive a distance-averaged probability of success as follows:

\[ \bar{p}_s(P) = \int_0^L p_s(x, P) f(x) dx \]  

(30)

The failure probability \( 1 - p_s \) can be split according to causes of message reception failure: (i) failure to achieve the required sensitivity level; (ii) failure due to excessive interference. Accordingly, we define the following two conditions:

Failure on sensitivity: \( G_s S(x) < \gamma \)

Failure on interference: \( G_s S(x) \geq \gamma \) \& \( \Gamma(x) < \gamma \)

Let PLR and CLR denote the probabilities of the two events, respectively. Then, we have

\[ \text{PLR} = 1 - e^{-\frac{\gamma}{S(x)}} \]  

(31)

\[ \text{CLR} = e^{-\frac{\gamma}{S(x)}} - p_s(x, P), \]  

(32)

where \( S(x) \) and \( p_s(x, P) \) are given in Eqs. (25) and (29) respectively.

Numerical examples of probability of success as a function of the persistence probability \( P \) and of PLR and CLR as function of distance are given in Figs. 2 and 3. Numerical values of the parameters are as follows: \( \kappa = 6.52 \cdot 10^{-5}, \ a = 2, \ \gamma = 20.27 \text{dB}, \ P_{tx} = 20 \text{dBm}, \)
A significant discrepancy of quantitative values (not of qualitative behavior however) is noticed comparing ANRM and DDPM models, when averaged over the distance between transmitter and receiver. However, DDPM yields results close to ANRM, provided that the sensing threshold is set to the noise power level only. More specifically, for a road span of length $60\text{ m}$, with $1/10$ of the considered road length. The result confirms that ANRM is reliable when considering relatively close nodes. From the point of view of vehicular communications, this is actually the most critical part of a vehicle neighborhood.

Fig. 3 plots $p_x(s,\cdot)$ decomposition into PLR and CLR as a function of $s$, for several values of the persistence probability $P$, for $K = 200$ SCs and $N = 198$ nodes. Fig. 3(a) is obtained using the Geometric PDF for the RC, while the uniform PDF is used for the RC in Fig. 3(b).

A first important aspect is that message successful reception is no more a black-or-white outcome, according to whether a collision does or does not occur. There is instead a soft increase of the probability of message loss, exhibiting a phase-transition behavior (at least for PLR), when the distance between transmitter and receiver grows. With DDPM collisions turn into interference, that can impair successful reception, in case it is large enough.

Moreover, these results allow an interesting insight into the causes that lead to message losses. For small values of distance $x$, the PLR is essentially zero, meaning that the sensitivity requirement is always met. Interference has a marginal effect, but it rapidly increases for small to medium distances, becoming the dominant reason for message loss. However, as the distance grows further (beyond a few hundred meters in our case), loss is definitely dominated by attenuation, hence PLR is overwhelming with respect to CLR.

To complete the discussion of the extension of the analytical model introduced in this section, we must address one final point. The derivation of $p_x$ in Eq. (29) uses the probability distribution $\pi_n$, $n = 0, 1, \ldots, N$, which is the steady state probability distribution of the mean-field approximation DTMC defined in Section 3.2. Can we apply this DTMC to describe the occupancy level of SCs in the current modeling framework, where we replace the ANRM model with a DDPM model? The question is not trivial, since the (re-)selection of the SC for transmission is done based on sensing, i.e., the amount of power received in that SC by the node that is making its (re-)selection. In fact, the DTMC defined in Section 3.2 can be considered a reasonably accurate approximation even with DDPM, provided that the sensing threshold is set to the noise power level only. More specifically, for a road span of length $L$, the maximum distance between two nodes is $L$. Taking into account fading, the probability that a tagged node could hear a node transmitting in an SC at the farthest distance is given by $\exp(-\frac{n_0}{\gamma P_\text{no}/P_\text{th}})$. For example, using the numerical parameters of this section, the probability that a node can detect a busy SC, even if it is being used by a single, most distant other node, is $\approx 0.95$. This high level of detection probability justifies the use of the DTMC defined in Section 3.2. This conclusion holds for a road span length on the order of the channel reuse distance.
Table 3
Main simulation parameters and settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>195</td>
</tr>
<tr>
<td>Number of SCs per allocation period</td>
<td>200</td>
</tr>
<tr>
<td>RRI</td>
<td>100 ms</td>
</tr>
<tr>
<td>RC</td>
<td>[5,15]</td>
</tr>
</tbody>
</table>

4. Analytical model: validation and evaluation

In this section, we evaluate the performance of the SPS using our analytical model and MATLAB simulations. The evaluation helps to determine the conditions under which the best system performance is achieved on key performance metrics, and evaluates the accuracy and reliability of the proposed analytical model. Specifically, we describe the simulation settings (shown in Table 3) and metrics and compare the performance of the SPS algorithm for a set of $N$ nodes sharing $K$ SCs for three different approaches: Proposed model (described in Section 3), MATLAB-based Simulation model, and Baseline model (inspired by the modeling approach proposed in [53]). In terms of performance metrics, we consider the transmission success probability, the PAoI, and the average AoI metrics.

4.1. Simulation model

The simulation implements the model described in Section 3. It generates the RC with its standard probability distribution (uniform between $RC_{\text{min}}$ and $RC_{\text{max}}$). All time quantities are normalized with respect to the duration of one RRI and are therefore expressed as multiples of the RRI.

As long as a node is the only one using an SC and messages are regularly delivered without error, its AoI will grow from zero to one RRI every RRI. If multiple nodes simultaneously decide to select an SC for subsequent use, there is a possibility that they will select the same SC, resulting in interference and failed messages. In these cases, the AoI of such nodes increases dramatically and depends on the value of the RC selected by each node. The level of AoI is critical to the safe operation of real-time safety applications and services, since nodes may not be able to receive messages from their neighbors for a critically long period of time.

The WBS issue [31] is accounted for by Matlab simulations, to verify its impact on the analytical model accuracy.

4.2. Result analysis

Fig. 4 shows the probability of successful transmissions as a function of the persistence probability $P$ for the three considered approaches. Parameters values are $N = 195$, $K = 200$, the RC is uniformly distributed between 5 and 15, hence with an average value of 10.

It can be seen that both the Proposed and Baseline models are very accurate, i.e., they agree very well with the simulation results. The Proposed model is only slightly less accurate for low persistence probability values. This is due to the Geometric approximation retained in the model to draw the RC value, as opposed to the Uniform probability distribution proposed in the ETSI standard. It should be noted, however, that using the Geometric probability distribution actually improves performance, i.e., we can observe a higher probability of successful transmissions.

These observations are also confirmed by the performance of PAoI and AoI in the following figures. In particular, Fig. 5 shows the PAoI as a function of the persistence probability $P$. The mean PAoI is measured in units of RRI. Again, the selection of the RC value using a Geometric distribution not only leads to an accurate estimation of the PAoI compared to simulations, but it actually decreases the obtained PAoI.

The average AoI versus $P$ is shown in Fig. 6. Similar to the previous results, replacing the RC probability distribution (Uniform, according to the standard) with a Geometric distribution not only leads to an accurate estimation of the PAoI compared to simulations, but it actually decreases the obtained PAoI.

In the following, still assuming a Geometric probability distribution for the RC, we can equivalently redefine the persistence algorithm by replacing RC and the persistence probability $P$ by a unique parameter $q = (1 - P)/RC$ and say that the same SC is maintained with probability $1 - q$ at the end of each RRI. With probability $q$, a new SC is selected. In other words, the persistence interval is a Geometrically distributed multiple of the RRI. As for the simulations, we set the minimum and maximum values of RC to 1, so that $RC = 1$. 

Fig. 4. Probability of a successful transmission as a function of persistence probability. Analytical models versus simulation (square markers).

Fig. 5. Average PAoI as a function of persistence probability. Analytical models versus simulation (square markers).

Fig. 6. Average AoI as a function of persistence probability. Analytical models versus simulation (square markers).
The probability of successful transmission, average PAoI and average AoI are plotted as a function of the persistence probability $P = 1 − q$ in Figs. 7 to 9, respectively.

Two main remarks are in order. First, the Proposed model is very accurate for all metrics considered. Second, a new qualitative behavior emerges from the analysis of AoI that has not been noticed in previous works: AoI performance is not monotonic with the persistence probability. On the contrary, an optimal value appears that corresponds to about 0.7. The intuition that explains this result is as follows. For low values of the persistence probability, nodes change their selected SC hecically, causing multiple collisions. As a result, the inter-message delivery time has a large variance, which results in a large AoI. For very high values of the persistence probability, most of the time a node is successful and delivery of update messages occurs regularly at the rate of one new message per RRI. However, once the node enters a collision state, it maintains it for a long time (high persistence). The resulting delivery process is a kind of ON–OFF communication channel, where long OFF times occur from time to time. While this does not affect the mean inter-message delivery time too much (hence the PAoI decreases monotonically with $P$), it does affect the variance of the inter-message delivery time significantly (hence the AoI increases steeply for large $P$).

5. Analysis in a highway environment

In this section, we delve into the realistic simulation parameters used in the ns-3 simulator [56], including simulation calibration, metrics, and a comprehensive comparison of SPS performance under different system settings.

In particular, to validate the accuracy of our proposed analytical model, we conducted simulations of the SPS mechanism in more authentic scenarios using the ns-3 network simulator and the MoReV2X module [57,58]. MoReV2X serves as a dedicated simulator for sub-6 GHz NR-V2X communications within the ns-3 framework. Its focus is on the implementation of NR-V2X Mode 2, which uses a distributed access strategy to allow direct data exchange between vehicles.

5.1. Key performance metrics

In conjunction with the definition of traffic and channel models, 3GPP introduced performance metrics for the analysis of NR-V2X communications [59]. In our analysis, we focus on the metrics described below.

5.1.1. Packet delivery ratio

For broadcast communications, the initial metric is PRR type 1. In this paper, we will refer to this metric as PDR. Within the region where the vehicle distances from the transmitting UE are in the range $[a, b]$, the PDR for each transmitted packet is evaluated as $\frac{Y}{M}$, where $Y$ is the number of UEs in the region that successfully receive the packet, and $Z$ is the total number of receiving UEs in the same region. Assuming that $M$ packets are generated during the simulation, the average PDR is computed as:

$$PDR = \frac{\sum_{i=1}^{M} Y_i}{\sum_{i=1}^{M} Z_i},$$

with $a = i \cdot 50$ m, $b = (i + 1) \cdot 50$ m, and $i = 0, 1, \ldots, 18$.

Note that the size of the region has been increased compared to the standard in order to obtain more relevant statistics based on the results of the simulations.

5.1.2. Collision Loss Ratio and Propagation Loss Ratio

CLR and PLR are metrics used to assess the impact of collisions and propagation losses on the reliability of communications over a given distance range $[a, b]$. These metrics provide insight into the specific challenges that affect communication within the specified distance range. CLR reflects the impact of collisions, while PLR reflects the impact of poor propagation conditions on the reliability of the communication system.

CLR is a metric that quantifies the ratio of packets lost due to collisions within the distance range $[a, b]$ to the total number of packets transmitted within that range. Mathematically, CLR is expressed as:

$$CLR = \frac{N_{CL}}{N_{PL} + N_{CL} + N_{SR}}. \quad (33)$$

PLR is a metric that quantifies the ratio of packets lost due to poor propagation conditions (insufficient Signal-to-Noise Ratio (SNR)) within the distance range $[a, b]$ to the total number of packets transmitted within that range. Mathematically, PLR is expressed as:

$$PLR = \frac{N_{PL}}{N_{PL} + N_{CL} + N_{SR}}. \quad (34)$$
where \( N_{pa} \) is the number of packets received incorrectly within the same range because of poor propagation conditions (i.e., the number of packets that did not collide but experienced an insufficient received SNR), \( N_{CL} \) is the number of packets in the \([a, b]\) distance range that were lost in a collision and could not be successfully retrieved because of an insufficient SNIR, and \( N_{sc} \) is the number of correctly received packets within the same range.

### 5.1.3. Peak age of information

For a given transmitter–receiver pair, the PAoI is defined as the time between two consecutive successful receptions of packets belonging to the same application flow when the transmitter–receiver distance falls within the \((0, D_{max})\) range, where \( D_{max} \) is a fixed manageable value, at the time of reception.

### 5.1.4. Age of information

AoI is the age of the most recent piece of information received from a remote source that sends updates.

\[
E[AoI] = \lim_{T \to \infty} \frac{1}{T} \int_0^T AoI(t) \, dt = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} \frac{1}{2} Y_k^2 \tag{35}
\]

where \( Y \) equal to PAoI.

\[
E[AoI] = \frac{E[P_AoI^2]}{2 \cdot E[P_AoI]} \tag{36}
\]

### 5.2. Calibration of simulations

To obtain relevant simulation results in more realistic scenarios, it is necessary to define some simulation parameters depending on the MCS used and the channel configuration. In this case, we configure the channel so that the number of resources \( K \) available for reservation and transmission within an RRI is equal to 200 (as in Section 4.2). To obtain the relevant values of the thresholds of the rxSensitivity, RSSI, RSRP and awareness range \( R_{aw} \), we use MCS with index 13 (16QAM-0.5). These values have a significant impact on key performance metrics and the evaluation of simulation results, so we detail the process of obtaining these thresholds in this section.

#### 5.2.1. rxSensitivity threshold

A new generic term, \( R_{eff\,Tx} \) (effective data rate), is proposed in [60, which can be applied to any wireless protocol, assuming a constant Packet Error Rate (PER). Physical meaning of \( R_{eff\,Tx} \) is obtained from TB size in bits (\( TBS_{MCS} \)), which is defined depending on the MCS and the packet error rate limit PER set to 10% according to Eq. (37):

\[
R_{eff\,Tx} = \frac{TBS_{MCS}}{1000} \cdot (1 - PER) \tag{37}
\]

where \( TBS_{MCS} \) is calculated using the formulas for MCS index equals to 13 presented in [61] and \( TBS_{MCS} \) is the maximum throughput in Mbps.

Receiver sensitivity values can be compared to a generic receiver sensitivity limit. The equation for the generic receiver sensitivity limit is:

\[
rxSensitivity = 10 \cdot \log_{10}(2 \cdot \frac{P_{th,1}}{m} - 1) - 81.3 \, dB \tag{38}
\]

We assume a channel bandwidth equal to 10 MHz, an MCS index equal to 13, and a numerology number \( \mu = 0 \). For the given channel bandwidth structure of the channel we have the following: the number of available RBs is 52, the size of each SC (\( SC_{size} \)) can be configured with (10, 12, 15, 20, 25, 50) RBs, which leads to the total number of SCs available for resource allocation (\( N_{SC} \)) to \( (5, 4, 3, 2, 2, 1) \) respectively. According to [61], the total number of RBs formed SC (\( N_{SC} \cdot SC_{size} \)) affects the \( TBS_{MCS} \), which leads to different values of rxSensitivity for different configurations of the communication channel. rxSensitivity calculation results are presented in Table 4.

#### 5.2.2. RSSI and RSRP thresholds

Sidelink (SL) RSSI is a measure of the average power received in a specific SC during certain time slots. It helps in determining the SL Channel Busy Ratio (CBR). SL CBR for a slot is the proportion of SCs in the resource pool where the received signal strength measured by the device is above a set threshold during a specific measurement window. This window is determined by the parameter timeWindowSize-CBR and is represented as \([n - a, n - 1]\), where \( a \) is either 100 slots or 100 \( \cdot 2\mu \) slots.

RSRP is the average power of the resource elements carrying demodulation reference signals for the physical sidelink shared channel. These signals are organized in TBs transmitted on the Physical Sidelink Shared Channel (PSSCH). The RSRP value, specified in the technical standard [62], is used at the MAC layer for sensing procedures.

The relationship between RSRP and RSSI is given by Eq. (39):

\[
\text{RSRP} = \text{RSSI} - 10 \cdot \log_{10}(2 \cdot SC_{size}) \tag{39}
\]

In the SPS mechanism, a UE assesses RSRP from other UEs based on the SCI. The UE saves this information and utilizes it to decide which candidate resources to exclude when triggered for a new selection. Exclusions are determined by both the UE’s own RSRP measurements and reservations received from other UEs. Candidate resources are excluded only if the measured RSRP associated with the reservation is higher than a configured threshold, with thresholds set in the resource pool.

After excluding resources in step 1, the UE (using DS or SPS) checks if the remaining available candidate resources in the selection window are equal to or higher than a specified percentage (\( \% \)). Otherwise, the RSRP thresholds are increased by 3 dB, and the process is repeated iteratively until the percentage of available candidate resources in the selection window reaches at least \( \% \). Possible values for \( \% \) include 20, 35, or 50, determined by the priority of the TB for which the UE is selecting new SL resources.

To calculate RSSI and RSRP thresholds we are using Eqs. (39) and (40).

\[
\text{RSSI}_{\text{threshold}} = N_{\text{thermal}} + N_{I} + N_{m} \tag{40}
\]

\[
+ 10 \cdot \log_{10}(RB_{I} \cdot RB_{data}) \cdot \text{RXSensitivity, dBm}
\]

where \( N_{\text{thermal}} \) is the thermal noise equal to \(-174\, dBm\), \( N_{I} \) is noise figure equal to \(9\, dBm\), \( N_{m} \) is the noise margin that equals to \(3\, dBm\), \( RB_{I} \) is the bandwidth of a RB equal to \(180\, kHz\), and \( RB_{data} \) is the number of RBs that carry data in the configured channel, which is equal to \( SC_{size} \). RSSI and RSRP calculation results are presented in Table 4.

#### 5.2.3. Awareness range

To emulate the constraint of the analytical model (where all nodes can hear each other), it is essential to determine the parameter \( R_{aw} \), which represents the distance within which nodes can reuse SCs if they are located at a distance greater than \( R_{aw} \). To achieve this, a series of simulations were conducted with a single pair of nodes, with the distance between them gradually increasing throughout the simulation. The parameters for this particular simulation are outlined in Table 5.

Table 5 illustrates the total received power versus distance in two formats for comparison with rxSensitivity, RSSI thresholds, and RSRP.
threshold. The orange and red curves represent the received signal power when the transmitted signal power is set to 20 dBm, while the blue and green curves correspond to a transmitted power of 23 dBm. Distinctively marked black lines represent the thresholds for RSSI (o marker), RSRP (Δ marker), and receiver sensitivity (□ marker).

The points of intersection between the received signal curves and the boundary lines determine the distances $R_{\text{spec}}$, at which a signal of a specified level becomes detectable during the sensing procedure and measurement of the CBR. In addition, these intersections determine the maximum distance $R_{\text{dec}}$ between nodes that ensures successful packet transmission and decoding. For a transmitter signal power of 23 dBm, the awareness range $R_{\text{spec}}$ is 1150 m, while the maximum decoding distance $R_{\text{dec}}$ is 400 m. For a transmitter with a power of 20 dBm, these values become 920 m and 300 m, respectively. Note that successful reception and decoding can occur beyond $R_{\text{spec}}$, but the probability of such events is less satisfactory.

The impact of distance on the PDR is depicted in Fig. 11. Given the participation of only two nodes in this scenario, collisions do not influence the PDR. Instead, losses primarily arise due to signal attenuation over varying distances. To streamline subsequent simulations involving a larger number of vehicles and mitigate complexity, we opt for a transmitter signal strength of 20 dBm.

### 5.3. Simulation setup

The scenario analyzed consists of a 920 m section of highway with two lanes in each driving direction. The vehicles maintain a speed of 70 km h$^{-1}$, for a total of 200 veh, corresponding to the available SCs per RRI.

Throughout the simulations, the Orthogonal Frequency-Division Multiple Access (OFDM) numerology is set to 0, resulting in a Sub-Carrier Spacing (SCS) of 15 kHz and a slot duration of $t_s = 1$ ms. NR-V2X radios are configured to operate on a 10 MHz channel within the 5.9 GHz Intelligent Transportation Systems (ITS) band, using SCs of 25 RBs. As a result, there are two SCs available in each time slot, which allows us to say that the number of $K$ resources available for allocation (in the form of SCs) in the time period equal to RRI is 200. Transmission occurs with 16QAM-0.5 MCS. After calibrating the simulation parameters (see Section 5.2), the transmit power is set to 20 dBm, the receiver sensitivity is set to $-78.56$ dBm, and the RSSI threshold is set to $-95.83$ dBm. Pathloss and shadowing follow the models described in [59]. To consider fast-fading impairments affecting the TB and SCI Physical Layer performance, MoReV2X incorporates Block-Error Rate (BLER) curves from [63,64], respectively.

At the MAC sublayer, $T_{\text{gen}}$ is set to a number of slots equivalent to 1100 ms, the initial RSRP threshold is set to $-120.24$ dBm, and $\beta$ is set to 20%. In SPS, the persistence probability value varies within the range $P \in [0; 0.99]$ in increments of 0.1. For optimal SPS performance, periodic traffic is employed with a message generation interval of $T_{\text{gen}} = 100$ ms. The periodic traffic model employs 190 Byte packets, guaranteeing the reservation of only one SC for transmission (same as in the analytical model). The WBS [31] effect is taken into account in the ns-3 MoReV2X simulator.

To understand the impact of persistence on key performance metrics in this simulation, we use a constant value for RC, set to 1. This choice is made because setting $RC = 1$ allows us to observe the
The number of time slots reserved for transmission is observed to enhance persistence. Using a uniform PDF of RC values in the range $[5;15]$, we observe an enhanced persistence. Even when $P = 0$, the average number of time slots reserved for transmission is $RC = 10$ (representing SPS with built-in persistence). For values of $P > 0$, we introduce additional persistence, where the average number of time slots reserved for transmission becomes $(1 - P)RC$. Key simulation parameters are summarized in Table 6.

### 5.4. Distance-dependent performance evaluation

In this section, we look at the correlation between key performance metrics and the distance between nodes over different persistence probability values. The results stem from simulations, the details of which are described in Section 5.3. It is important to emphasize that these results were obtained for a fixed RC value of 1. This fixed RC value allows for a deeper and more detailed understanding of the impact of persistence on key performance metrics in the context of 5G NR-V2X.

Fig. 12 illustrates the PDR versus distance, with different colors representing different persistence probability settings. Notably, a higher persistence probability correlates with an improved PDR, and a persistence probability of 0 yields the worst results. It is worth noting that this graph helps determine the distance at which the average probability of successful message delivery is satisfactory. For this simulation scenario, a distance value of $D_{max} = 200 m$ is highlighted, which achieves an average success rate of 60%. This value serves as the basis for analysis of PAoI and AoI, as statistics beyond $D_{max}$ become less relevant for safety considerations. The focus is on the freshness of information from nearby nodes, ignoring potentially high losses for sufficiently distant nodes.

Fig. 13 presents the probability of message loss due to collisions (CLR) and propagation (PLR) as a function of distance. The PLR (solid red line) is independent of the persistence probability because persistence cannot affect the physical nature of signal propagation. Different shades of blue to cyan lines represent the CLR at different persistence probability values, revealing local maxima in each case. Peaks in the CLR curves occur at distances between nodes where propagation losses are rare, but reception fails when excessive interference is present. In this range of transmitter-to-receiver distances, the dominant cause of packet loss is due to simultaneous transmissions using the same SC, namely collisions. Beyond the CLR peak, attenuation definitely becomes the dominant source of failed reception, and collisions are less important. In other words, beyond about 400 m, any provision we could define for the multiple access (e.g., a smarter variant of SPS) would have a limited impact, since successful packet delivery is mainly affected by the physical layer attenuation. We will see that increasing the transmit power level has controversial effects. On the one hand, it improves the range over which a strong enough signal can be received. On the other hand, it increases the effects of interference.

Comparing Fig. 13 with Fig. 3(b), which shows the results from the analytical model in Section 3.4, it is possible to see that the qualitative behavior matches. However, the quantitative agreement is not as good. There are two main reasons why the extended analytical model does not fully agree with the simulations. First, the propagation model in ns-3 assumes log-normal shadowing, while the stochastic geometry model considered in Section 3.4 requires Rayleigh fading to maintain analytical tractability. Second, the analytical model in Section 3.4 assumes that the RSSI level used for sensing is equal to the noise floor level. This allows the DTMC model defined in Section 3.3 to be used. However, the RSSI level in ns-3 includes a margin above the noise floor. More importantly, since the propagation model includes a randomized component (log-normal shadowing), there is a nonzero probability of exceeding or not exceeding this threshold, which cannot be accounted for in the DTMC model.

Figs. 14 and 15 show PAoI and AoI as a function of distance. The distance analysis is capped at $D_{max}$, which ensures minimally satisfactory probabilities of successful message transmission over various persistence probabilities. PAoI exhibits a monotonic increase with...
the distance between nodes, illustrating the increasing values of CLR and PLR from 0 m to 200 m. Once again, the maximum persistence probability proves to be the most effective, manifesting fewer collisions and a higher probability of successful packet transmission.

The AoI in Fig. 15 is plotted on a logarithmic scale for better visualization. Unlike the PAoI, the AoI demonstrates a different behavior. A persistence probability of 0.99 shows the worst AoI value, which increases sharply with distance. Persistence probability values from 0 to 0.8 show overlap at different distances. The minimum AoI value at 50 m is achieved with a persistence probability of 0.8, and it drops to 0.6 at distances greater than 100 m. This behavior prompts a detailed investigation of dynamic persistence probability management algorithms based on the distance between nodes to minimize the average AoI.

5.5. Persistence-dependent performance evaluation

In this section, we examine key performance metrics as a function of persistence probability. For each persistence probability value, the key performance metric values are averaged relative to the distance between nodes. This involves considering the weight coefficients of each distance region to derive pertinent values, building on the statistical analysis from the modeling results in Section 5.4. Similar to the analytical model (see Section 3), we use the same simulation setup (see Table 6). Two approaches to determining RC values are explored: an analytical model (see Section 3), we use the same simulation setup (see Table 6).

Fig. 16 illustrates the mean probability of successful packet transmission, while Fig. 17 shows the mean probability of losses due to collision or propagation. PDR exhibits monotonic behavior, with the uniform PDF of RC showing optimal efficiency for all persistence probability values. Notable, for a uniformly distributed RC, PDR remains nearly unchanged for persistence probability values from 0.1 to 0.99. A persistence probability value of zero demonstrates the poorest PDR performance. PLR, as expected, remains constant relative to the persistence probability, with a value close to zero due to the negligible influence of propagation at small distances between nodes. Consequently, CLR mirrors PDR in Fig. 16 and shows monotonic behavior. The approach with a uniform PDF of RC reduces collisions by distributing cases of resource changes over time, thus avoiding simultaneous resource changes as observed with RC set to 1. Once again, a persistence probability of zero shows the worst performance among all values examined.

Fig. 18 shows PAoI, where the behavior for the case with a uniform PDF of RC is non-monotonic, contrary to the analytical model, with a minimum at a persistence probability of 0.6 (for the obtained accuracy of the persistence probability). The absolute difference between the maximum and minimum values of PAoI is 15 ms. As the scale increases, this non-monotonic behavior converges to a linear trend, as observed in the developed analytical model. On the other hand, the fixed RC approach exhibits monotonic PAoI behavior and lags behind the uniform PDF of RC for persistence probability values below 0.87.

Fig. 19 shows the AoI as a function of persistence probability for different approaches to RC formation. Notably, both approaches display non-monotonic AoI behavior with the presence of minima: for $RC \in [1;1]$, between 0.6 and 0.7, and for $RC \in [5;15]$, with a value of 0.1. This is consistent with the behavior of AoI in our analytical model.

Fig. 20 depicts a comparative analysis between the performance of the extended analytical model and corresponding simulations in ns-3 with a uniform probability distribution of RC, as prescribed in the SPS standard. The focus is on the probability of successful message delivery and the mean PAoI, since these metrics can be computed by using the extended analytical model. It is evident that the extended model is able to capture the complexity of the realistic propagation environment, giving quite accurate performance predictions as compared to ns-3 simulations. On the contrary, the evaluation of the mean AoI requires further model development, which is beyond the scope of this paper and will be addressed in future work.
5.6. Evaluation under different transmitter power levels

We conducted additional simulation rounds using the established simulation setup (Table 6), introducing variations in transmitter power to investigate its influence on key performance parameters (where \( RC \) is fixed and equal to 1). Specifically, we examined transmitter powers of 20 dBm (shown in blue in Figs. 21 to 25) and subsequently increased the power to 23 dBm (shown in red in Figs. 21 to 25). Our primary focus was to understand how increasing transmit power influences the behavior of key performance metrics.

In this analysis, we limited our exploration to three values of the persistence probability: the lower threshold at 0 (solid lines in Figs. 21 to 25), the upper threshold at 0.99 (dashed line in Figs. 21 to 25), and the optimal persistence probability identified in Section 5.5, set at 0.6 (represented by a dotted line in Figs. 21 to 25). Additional persistence probability values can be inferred by interpolation based on the findings in Section 5.5.

Fig. 21 displays the dependence of PDR on the distance between nodes. Across all the persistence probability values considered, we observed that higher transmitter power leads to inferior PDR performance when the node distance is less than 150 m, while showing improved performance beyond 150 m. This suggests that increasing transmit power may adversely affect the probability of successful packet transmission at shorter distances, especially for nodes in close proximity, where PDR is particularly demanding for safety reasons. This behavior of PDR is attributed to the fact that increasing transmit power not only mitigates the effects of signal attenuation, but also amplifies interference and potential collisions in the channel. Evidence supporting this can be found in Figs. 22 and 23. Fig. 22 depicts CLR as a function of node distance, revealing consistently higher CLR values when the transmitter power is 23 dBm. Meanwhile, Fig. 23 compares PLR as a function of node distance, showing the expected reduction in losses due to signal attenuation when a more powerful transmitter is employed. Fig. 24 illustrates the relationship between PAoI and distance, which is consistent with the findings in Fig. 14. Notably, despite the lower PDR at distances below 150 m with higher transmit power, PAoI does not exhibit a corresponding decline. Higher transmit power allows for
lower PAoI values at all persistence probability settings, highlighting its effectiveness in achieving improved outcomes.

A similar trend can be seen in Fig. 25, which plots the AoI on a logarithmic scale. However, optimal performance is observed when a persistence probability of 0.6 is used for both transmitter powers. This emphasizes the existence of an optimal value.

6. Conclusion

This paper presents a thorough analysis of medium access control in 5G NR-V2X sidelink communications. The study employs a variety of methodologies, including analytical modeling and simulations in both a simplified MATLAB-based setting and a widely-used realistic ns-3 environment. It includes a simplified analytical model that examines the relationship between the persistence probability of SPS and the AoI. The paper also proposes an extension to the model to capture the effect of distance-based propagation and fading. Simulation results demonstrate the existence of an optimal level that minimizes the AoI.

Future work will investigate the effect of spatial re-use of radio resources over a long highway, extend the simulation model to urban scenarios with more realistic mobility models, and extend the stochastic geometry model to include the effect of sensing.
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Appendix. Proof of Theorem 1

The fixed point iteration in Eq. (10) can be re-written with reference to the variable \( x = q/K \). Since \( K \) ranges between \( K - N \) and \( K - 1 \) (since at least one SC is busy), it must be \( x \in [q/(K - 1), q/(K - N)] \). Moreover, it must be \( K \geq 2 \) (otherwise there is no alternative for selection) and \( N \geq K - 1 \) (by hypothesis of the Theorem).

Using the mean field approximation, we have \( x = q/(K \bar{a}_0) \). Then, the fixed point iteration can be written as follows:

\[
x = \frac{q}{K} (1 + v(x) \bar{a}) = \phi(x)
\]

where \( z = (1 - \Lambda)^{-1} e \) is a non-negative column vector, \( e \) is a column vector of 1’s, and \( v = \{p(0, 1), \ldots, p(0, N)\} \), with \( p(0, k) = \left(\begin{array}{c} N \\ k \end{array}\right)x^k(1-x)^{N-k} \) for \( k = 1, \ldots, N \). In Eq. (A.1) we have emphasized the dependence of the components of vector \( v \) on \( x \) and have introduced the function \( \phi(x) \).

The fixed point equation \( x = \phi(x) \) is to be considered for \( x \in [q/(K - 1), q/(K - N)] \). We prove that a unique positive solution of the fixed point equation exists in this interval for \( K \geq 2 \) and \( 1 \leq N \leq K - 1 \).

For that purpose, we note that it must be \( q > 0 \) (otherwise nodes would stick to their initially selected SC forever). Then, we exploit the special structure of the matrix \( \Lambda \), namely the fact that for \( n = 1, \ldots, N \) it is \( A_{nk} = \left(\begin{array}{c} N \\ k \end{array}\right)(1-q)x^{N-k} \), for \( k = 1, \ldots, n \) and \( A_{nk} = 0 \) for \( k = n+1, \ldots, N \). After some calculations, it is found that

\[
v(x) \Lambda = v(x(1-q))
\]

By repeating \( r \) times the application of Eq. (A.2), we get

\[
v(x) \Lambda^r = v(x(1-q)^r)
\]

for \( r \geq 0 \). Using the series expansion of \((1 - \Lambda)^{-1}\), we have

\[
v(x) \Lambda = v(x)(1 - \Lambda)^{-1}e
\]

\[
= \sum_{n = 0}^{\infty} v(x) \Lambda^n e = \sum_{n = 0}^{\infty} v(x(1-q)^r) e
\]

Given the structure of the vector \( v = \{p(0, 1), \ldots, p(0, N)\} \), with \( p(0, k) = \left(\begin{array}{c} N \\ k \end{array}\right)x^k(1-x)^{N-k} \) for \( k = 1, \ldots, N \), it is easy to see that \( v(x) \Lambda e = p(0, 1) + \cdots + p(0, N) = 1 - p(0, 0) = 1 - (1-x)^N \). Therefore, we get finally

\[
\phi(x) = \frac{q}{K} \left[ 1 + \sum_{n = 0}^{\infty} [1 - (1 - (x(1-q)^r))^N] \right]
\]

(A.4)

The series in Eq. (A.4) is absolutely convergent, hence it can be derived term by term, obtaining:

\[
\phi'(x) = \frac{qN}{K} \sum_{n = 0}^{N} (1-q)^r (1-x(1-q)^r)^{N-1}
\]

(A.5)

Since \((1-x(1-q)^r)^{N-1}\) is positive and less than 1 for any \( x, q \in (0, 1) \) and any \( N \geq 1 \), we have

\[
0 < \phi'(x) < \frac{qN}{K} \sum_{n = 0}^{N} (1-q)^r = \frac{N}{K} < 1
\]

(A.6)

where the last inequality stems from the assumption \( N < K \). This proves that \( \phi(x) \) is monotonously strictly increasing in \([q/(K - 1), q/(K - N)]\).

To complete the proof of existence and uniqueness of a solution to \( x = \phi(x) \) in the considered interval, it suffices to show that

\[
\phi \left( \frac{q}{K - 1} \right) > \frac{q}{K - 1}
\]

(A.7)

\[
\phi \left( \frac{q}{K - N} \right) < \frac{q}{K - N}
\]

(A.8)
As for the inequality in Eq. (A.4) and $(1-x(1-q)^r)^N < 1 - x(1-q)^r$, holding for all non-negative $r$, we get
\[
\phi(x) > \frac{q}{K} \left[ 1 + \sum_{k=0}^{\infty} (1-q)^k \right] = \frac{q}{K} \left[ 1 + \frac{q}{q} \right] = \frac{q}{K} - 1 \quad (A.9)
\]

Then
\[
\phi\left(\frac{q}{K-1}\right) > \frac{q}{K} \left[ 1 + \frac{q}{q-1} \right] = \frac{q}{K} - \frac{q}{q} = \frac{q}{q-1} \quad (A.10)
\]

As for the second inequality, let $u = [1 \ 2 \ 3 \ldots \ N]^T$. It can be verified that $u$ is the right eigenvector of $A$ corresponding to the dominant eigenvalue $1 - q$, i.e., $Au = (1-q)u$. Then, we have $(I-A)^{-1}u = \mu u$. The inverse of the matrix $(I-A)$ exists since $A$ is strictly sub-stochastic. From the trivial inequality $e \leq u$ and the non-negativity of entries of $(I-A)^{-1}$, it is possible to derive that
\[
z = (I-A)^{-1}e \leq (I-A)^{-1}u = \frac{\mu}{q} \quad (A.11)
\]

Then
\[
\phi(x) = \frac{q}{K} \left[ 1 + v(x)z \right] \leq \frac{q}{K} \left[ 1 + v(x)\mu \right] \quad (A.12)
\]

Reminding the definitions of $v(x)$ and $u$, we have
\[
v(x)u = \sum_{k=1}^{N} \left[ \sum_{i=1}^{N} \kappa x^k (1-x)^{N-k} \right] = Nx \quad (A.13)
\]

Hence
\[
\phi\left(\frac{q}{K-N}\right) \leq \frac{q}{K} \left[ 1 + \frac{N}{N} \frac{q}{K-N} \right] = \frac{q}{K-N} \quad (A.14)
\]

We have thus proved that the curve $y = \phi(x)$ is a strictly monotonously increasing function in $[q/(K-1), q/(K-N)]$, that is above the line $y = x$ at the left extreme of the interval, and it cannot be above $y = x$ at the right extreme. Hence, there must exists a unique intersection point $x_i$, belonging to the interior of the considered interval, or coinciding with its upper extreme.

Since the derivative of the iteration function is strictly less than 1 in the whole interval, the fixed point iteration is a contraction over the entire considered interval. Therefore, the sequence of approximations $x_{j+1} = \phi(x_j), j \geq 0$, starting with $x_0 \in [q/(K-1), q/(K-N)]$ converges for any choice of the initial point belonging to the considered interval.

This completes the proof. □
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