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Post-Kohn-Sham methods are used to evaluate the ground-
state correlation energy and the orbital self-energy of systems
consisting of multiple flavors of different fermions. Starting
from multicomponent density functional theory, suitable ways
to arrive at the corresponding multicomponent random-phase
approximation and the multicomponent Green’s function GW
approximation, including relativistic effects, are outlined. Given

the importance of both of this methods in the development of
modern Kohn–Sham density functional approximations, this
work will provide a foundation to design advanced multi-
component density functional approximations. Additionally, the
GW quasiparticle energies are needed to study light-matter
interactions with the Bethe-Salpeter equation.

1. Introduction

Multicomponent density functional theory (MC–DFT) has
emerged as the many-fermion version of density functional
theory.[1–4] Prime examples for applications of MC–DFT are
systems containing electrons and protons, with MC–DFT being
able to go beyond the Born–Oppenheimer approximation.[5–9]

Significant progress on this topic has been achieved in the last
two decades, including the development of time-dependent
MC–DFT,[10–17] electron-proton correlation functionals,[2,18–25] and
electron-muon correlation functionals.[26,27]

The interaction between the different fermions in multi-
component DFT is of special interest, describing the intricate
correlation in movement between, for example, electrons and
protons or other femions. As outlined above, notable efforts
have been put into the development of electron-proton
correlation density functionals. It was found that these
correlation effects are rather important for the description of
proton binding energies and subsequently proton affinities.[6]

Random phase approximation (RPA) methods[28–40] have been at
the heart of developing correlation functionals since the
beginning of development of modern density functional

approximations, but have also recently been used to design
new approximations.[41–44] An extension of RPA to the framework
of multicomponent DFT is therefore promising for a further
understanding of the aforementioned electron-proton interac-
tion, and more generally electron-fermion interactions. Target-
ing robust multicomponent Kohn–Sham density functional
approximations, using the RPA new sophisticated density func-
tional approximations can be constructed. Similar views hold
for many-body Green’s function GW approaches,[45–56] which
have successfully emerged as useful electronic post-Kohn–
Sham methods, providing a way to accurately predict ionization
energies and band gaps. While GW has earlier been shown to
yield promising results for H2 and muon dimer energies,[57,58] it
can also be immensely helpful in providing an accurate
description of proton or fermion binding energies in general.

Herein, we present the derivation, implementation, and
assessment of the RPA correlation energy and the GW self-
energy based on multicomponent DFT. Efficiency is ensured
with the so-called density-fitting or resolution-of-the-identity
(RI) approximation, similar to the electron-only limit.[31,36,59–64]

Further, explicit relativistic corrections are discussed to study
molecules with heavy elements. This way, we develop practical
multicomponent post-Kohn–Sham methods, which can be used
to design accurate electron-proton and more general electron-
fermion correlation functionals.

2. Theory

2.1. Notation

Basis functions are indicated by c with Greek indices, while the
one-particle Kohn–Sham (KS) states, ϕ, use Latin indices. Thus,
the KS states of two fermions in the basis set approximation
read

q0 ¼ ϕq0 ðxÞ ¼
X

m

cms;q0cm0 ðrÞ (1)
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q00 ¼ ϕq00 ðxÞ ¼
X

m

cms;q00cm00 ðrÞ: (2)

Here, s denotes the spin of the fermion and x is a combined
spin and spatial coordinate. An unprimed index p will be used
to denote combined spaces of fermion 10 and fermion 20 0,

q ¼ q0; q00f g ¼ ϕq0 ðxÞ;ϕq00 ðxÞ
� �

(3)

The sets of orbitals q0 and q00 are obtained from multi-
component DFT as outlined in literature.[1–3]

2.2. Correlation Energies from the Random-Phase
Approximation in Multicomponent DFT

Starting from a ground-state solution, where the fermions 10

and 20 0 are coupled solely via Coulomb interactions, the random
phase approximation can be used to recover the missing
correlation part. Following the formalism of Perdew and
Langreth,[28] the correlation energy in the RPA is defined
as[28,39,64]

EC;RPA ¼
Z ∞

� ∞

dw

4p
Tr ln 1þ c0ðiwÞvð Þ � c0ðiwÞvÞ½ � (4)

and can easily be extended to multicomponent DFT references.
Simply let c0ðwÞ, referring to the non-interacting KS response
function,

c0ðwÞkc;kc ¼ ðek0 � ec0 þ wÞ� 1 þ ðek00 � ec00 þ wÞ� 1 (5)

c0ðwÞck;ck ¼ ðek0 � ec0 � wÞ� 1 þ ðek00 � ec00 � wÞ� 1; (6)

encompass the whole space of available fermions. eq denotes
the corresponding eigenvalue of the q-th KS eigenstate, and v
is a Coulomb integral matrix

vpq;rs ¼ ðpqjrsÞ ¼

Q1Q2

R R
dx1dx2ϕ*p ðx1Þϕqðx1Þ

1
r12
ϕ*r ðx2Þϕsðx2Þ;

(7)

where Q refers to the charge of the corresponding fermion. In
its matrix form, v therefore adopts a block structure, with the
diagonal blocks being occupied by the same-fermion Coulomb
integrals, and the off-diagonal blocks being occupied by the
other-fermion integrals. Following the derivation of Furche,[30] it
is straightforward to arrive at the plasmon formula for the total
correlation energy within the RPA for a multicomponent DFT
reference. The resulting expression is

EC;RPA ¼
1
2

X

n

Wþn
� �

� TrðA0Þ � TrðA00Þ; (8)

with the excitation energies Wn being obtained from

DðX; YÞ ¼ � wLðX; YÞ (9)

with the supermatrices

D ¼

A0 B0 ðC1Þy ðC2Þy

ðB0Þ* ðA0Þ* ðC2ÞT ðC1ÞT

C1 C2 A00 B00

ðC2Þ* ðC1Þ* ðB00Þ* ðA00Þ*

0

B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
A

(10)

and

L ¼

1 0 0 0

0 � 1 0 0

0 0 1 0

0 0 0 � 1

0

B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
A

: (11)

The matrices A, B, and C are defined as

Aa0 i0 ;b0 j0 ¼ ea0 � ei0ð Þdi0 j0da
0b0 þ ða0i0jj0b0Þ (12)

Ba0 i0 ;b0 j0 ¼ ða0i0jb0j0Þ (13)

C1
a0 i0 ;b00 j00 ¼ ða

0i0jj00b00Þ (14)

C2
a0 i0 ;b00 j00 ¼ ða

0i0jb00j00Þ: (15)

The corresponding matrices A0 0 and B0 0 are obtained by
replacing the single primes quantities with their double primed
analogues. Subsequently subtracting the RPA correlation ener-
gies of the isolated fermion systems, EC;RPAA and EC;RPAB , yields the
inter-fermion part of the correlation energy,

EC;RPAA�B ¼ EC;RPAtot: � EC;RPAA � EC;RPAB : (16)

Eq. 16 will approximately cancel self-interactions errors
between the same type of fermions. The latter property is
important in cases where large self-interactions errors are
expected, as for example for protons. While it is computation-
ally more efficient to evaluate EC;RPAA and EC;RPAB separately, the
sum of them can conveniently be obtained by setting
C1 ¼ C2 ¼ 0 in Eq. 10. We note in passing that Eqs. 10 and 16
can be extended to more than two different fermions in a
straightforward manner.

2.3. Auxiliary Subspace Approach for the Multicomponent
Random-Phase Approximation

While convenient for initial reference results, the direct
evaluation of Eq. 16 via Eq. 10 is rather demanding. It steeply
grows with the total number of interacting fermions as OðN6Þ,
being unfeasible for applying it to more than a few atoms or
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when extended basis sets are used. Similar to the standard
electron-only RPA,[31,36,60,63,64] the required effort can still be
drastically lowered by introducing the multicomponent reso-
lution-of-the-identity (MC-RI) approximation. The latter has
already been outlined for MC–DFT,[65–68] and can be adapted to
post-KS methods in a straightforward manner defining

vp0q0 ;r00s00 �
X

R

BR;p0q0B*R;r00s00 (17)

BR;r0s0 ¼ Q0
X

S

½V � 1=2�RS Sjr0s0ð Þ (18)

VRS ¼ ðRjSÞ; (19)

In the MC-RI approach, the 3-index quantities RP;r0s0 carry
information about the charge of the particle, yielding the
correct sign for the Coulomb interaction between different.
Using the MC-RI approximation, and following Refs. [64] and
[60], the total RPA correlation energy can be calculated as

EC;MC� RI� RPA ¼

R∞
� ∞

dw

4p ð ln det 1þPRSðiwÞ½ �ð Þf g � tr PRSðiwÞ½ �Þ
(20)

with the combined intra- and inter-fermion interaction kernel
PRSðwÞ given by

PRSðwÞ ¼
X

k0 c0

BR;k0 c0B*S;k0 c0
ec0 � ek0 þ w

þ
BR;c0 k0B*S;c0k0

ec0 � ek0 � w

� �

þ
X

k00 c00

BR;k00 c00B*S;k00 c00
ec00 � ek00 þ w

þ
BR;c00k00B*S;c00k00

ec00 � ek00 � w

� �

: (21)

Remarkably, Eq. 21 projects the interaction kernel for both
fermions into a common auxiliary subspace. A common
auxiliary subspace, defined by a common set of auxiliary basis
functions, cR, must therefore be chosen for all fermions. This
subspace must be flexible enough to project the Hilbert spaces
of both electrons and the other fermion into a common Hilbert
space, likely requiring a sharp increase in the number of
auxiliary basis functions employed. Note that this statement
remains valid for an arbitrary number of different fermions.
Assume a set of k different fermionic systems, with each
featuring N unique fermions. Then the evaluation of Eq. 10
scales as Oð½k � N�6Þ, being exponential with the number of
distinguishable fermionic systems. Contrary, the evaluation of
Eq. 21 scales as Oðk � N4Þ, growing only linear with the number
of different fermions considered in the multicomponent DFT
approach. The only downside of Eq. 21, and generally the MC-RI
approach, is that the chosen auxiliary basis functions must be
able to cover all interacting fermions accurately. The equiv-
alence of the RPA correlation energies obtained from Eqs. 8 and
20 for MC–DFT references was numerically verified.

If the auxiliary basis sets for both fermions are chosen to
coincide, the stabilized Coulomb energy of the ground-state
also takes a particularly simple form.[69] Defining

g0R ¼
X

p0;q0
ðRjp0q0ÞDp0q0 (22)

G0R ¼
X

S

ðRjSÞ� 1g0S; (23)

the stabilized vector y0 is obtained as

x0R ¼ g0R �
X

S

ðRjSÞG0S (24)

y0R ¼ G0R þ
X

S

ðRjSÞ� 1x0S: (25)

The stabilized Coulomb energy of the fermionic system 10 in
the presence of 20 0 is then obtained as

ECoul:
10 ¼

X

R

Q0Q0g0R þ Q0Q00g00R
� �

G0R �
1
2

X

R

Q0Q0y0R þ Q0Q00y00R
� �

G0R: (26)

For the Coulomb energy of fermionic system 20 0, the
fermionic index of the quantities G, g, and y simply needs to be
switched. As Eqs. 22 and 25 need to be evaluated also in
standard electronic RI-Coulomb approximation, the evaluation
of Eq. 26 in the MC-RI is straightforward. Note that this RI
variant is not restricted to RPA and GW but also applicable to
post-Hartree–Fock approaches such as second-order Møller–
Plesset perturbation theory (MP2).

2.4. Correlation Part of the Fermion Self-Energy of
Multicomponent Kohn–Sham Eigenstates

Similar to the particle propagator method for multicomponent
wavefunctions,[70] self-energies can also be evaluated for a KS
eigenstate obtained from MC–DFT. Using the GW
approximation,[45] the self-energy Sðx; x0;wÞ is obtained as

Sðx; x0;wÞ ¼
1
2pi

Z ∞

� ∞
dw0eiw

00þWðx; x0;w0ÞGðx; x0;wþ w0Þ; (27)

which is calculated from the multicomponent Green’s function

Gðx; x0;wÞ ¼
P

q0

ϕq0 ðxÞϕ*q0 ðx0 Þ
w� eFq0 þidsgnðe

F
q0 Þ

þ
P

q00

ϕq00 ðxÞϕ*q00 ðx0 Þ
w� eFq00 þidsgnðe

F
q00 Þ

(28)

and the screened exchange

Wðx; x0;wÞ ¼
Z

dx00k� 1ðx; x00;wÞvðr00 � r0Þ; (29)
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where eF
q ¼ eq � eF is the difference between the energy of q-th

KS eigenstate and the Fermi level of the respective fermion. The
dielectric function k is defined as

kpq;rsðwÞ ¼ 1 �
X

tu

c0ðwÞpq;tuvtu;rs; (30)

where it is recalled that indices p; q . . . run over all different
fermion orbitals. Therefore, c0 and v represent supermatrices
encompassing all different fermions as outlined by Eqs. 5 to 7.
Using Eq. 30 and the MC-RI approximation, Eq. 29 can be
rewritten as

Wpq;rsðwÞ ¼
X

RS

B*R;pq 1þPRSðwÞ½ �� 1BS;rs; (31)

where we remind the reader that p ¼ p0; p00, and therefore W
assumes a blocked structure for the two different fermion
systems. Using contour deformation,[63,64,71] an explicit formula
for the diagonal elements of the correlation part of the self-
energy can be obtained as

SC
qðw

FÞ ¼ RC
qðw

FÞ þ ICqðw
FÞ: (32)

The terms ICqðw
FÞ and RC

qðw
FÞ, can be defined analogous to

standard GW methods,

ICq0 ðw
FÞ ¼ �

1
4p

X

p0

Z ∞

� ∞
dw0

WC
p0q0 ;p0q0 ðiw

0Þ

wF � eF
p0 þ w0 (33)

RC
q0 ðw

FÞ ¼
X

p0

Z

p0 WC
p0q0 ;p0q0 ðw

F � eF
p0 Þ

n o
: (34)

fp0 is the contribution of the residue as defined by Eq. (20) of
Ref. [64]. The superscript in the frequency, wF, again denotes
that the frequency is to be taken with respect to the Fermi
level. The correlation part of the screened exchange is obtained
by subtracting the Coulomb part,

WC
p0q0 ;r0s0 ðw

0Þ ¼ Wp0q0 ;r0s0 ðw
0Þ � vp0q0 ;r0s0 : (35)

Interestingly, cross-fermion terms only enter Eqs. 33 and 34
implicitly through W, which depends on all fermions via the
dielectric matrix k in the auxiliary subspace representations, as
outlined in Eq. 30. Quasiparticle energies are then obtained
from the self-energy and the eigenvalues of the KS eigenstates
in the usual manner as

eQP
q0 wð Þ ¼ eKS

q0 þ Zhq0jSX
q0 þ SC

q0 ðwÞ � VKS
q0 jq

0i: (36)

In the linearized G0W0 approach, the quasiparticle energies
are obtained by evaluating SC

p0 at the energy of the correspond-
ing orbital p0, and simply applying a linearization factor Z to
arrive at a solution.[47] Eigenvalue self-consistent GW, evGW,
furthermore takes into account that the solution depends on
itself, and also re-enter Eq. 27 through the updated matrices G

and W, requiring an iterative solution of the problem. Note here
that an update of the quasiparticle energies eQP

q0 necessitates
also an update of eQP

q00 in the next iteration. Freezing the
quasiparticle states of one fermion will lead to a loss of
correlation information in the system.

2.5. Self-Screening Errors in the Self-Energy of
Multicomponent Kohn–Sham Eigenstates

While often neglected for electrons within the GW approxima-
tion, self-screening may lead to catastrophic errors for different
fermions. Especially the heavier, more localized protons are
indeed prone to suffer from this issue. Given a system
consisting of N electrons and a single fermion q00 other than an
electron, the noninteracting Green’s function outlined in Eq. 28
takes the form

Gðx; x0;wÞ ¼
PN

q0

ϕq0 ðxÞϕ*q0 ðx0 Þ
w� eFq0 þidsgnðe

F
q0 Þ

þ
ϕq00 ðxÞϕ*q00 ðx0 Þ

w� eFq00 þidsgnðe
F
p00 Þ

: (37)

Using Eq. 37 to evaluate the correlation part of the self-
energy for the fermion q00 will then lead to considerable self-
screening errors which, for protons, can reach a few eV in
magnitude. Clearly, the single fermion q00 must not screen itself
in the contribution to W. To remedy this issue, the self-
screening correction reported by Aryasetiawan et al. can be
employed.[48] By subtracting the spin-orbital Green’s function

gq00 ðx; x0;wÞ ¼
ϕq00 ðxÞϕ*q00 ðx

0Þ

w � eF
q00 þ idsgnðeF

q00 Þ
(38)

from the non-interacting Green’s function

GSSC
q00 ðx; x

0;wÞ ¼ Gðx; x0;wÞ � gq00 ðx; x
0;wÞ (39)

this erroneous contribution can be rectified. The screened
exchange contribution W calculated from GSSCðx; x0;wÞ therefore
reads

WSSC
p0q0 ;r00s00 ðwÞ ¼

X

RS

B*R;p0q0 1þPSSC
RS ðwÞ

� �
� 1BS;r00s00 (40)

With

PSSC
RS ðwÞ ¼

P

k0c0

BP;k0c0 B*Q;k0 c0
ec0 � ek0 þw

þ
BP;c0k0 B*Q;c0k0
ec0 � ek0 � w

h i

þ
P

k00c00

BP;k00 c00 B*Q;k00 c00
ec00 � ek00 þw

þ
BP;c00k00 B*Q;c00k00
ec00 � ek00 � w

h i

�
BP;q00 c00 B*Q;q00c00
ec00 � eq00 þw þ

BP;c00q00 B*Q;c00q00
ec00 � eq00 � w

h i

(41)
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where for a system with a single fermion q00 the last two lines
exactly cancel. As outlined in Ref. [48], for a system with many
fermions this approach takes vertex corrections in form of
exchange diagrams into account. For a proton coupled to a
system of many electrons, this actually equals to accounting for
all vertex corrections, as in this case the full cancellation is
exact. Remaining errors still enter through the imperfect
description of the screening through the electrons. The self-
screening corrected correlation part of the self-energy is finally
obtained by replacing W in Eqs. 33 and 34 by the correspond-
ing matrix elements of WSSC.

2.6. Exact Two-Component Transformation for Fermions

To study heavy elements and all energetic regions, relativistic
methods are needed.[72–78] Here, a slightly adapted version of
the one-electron exact two-component (X2C) Hamiltonian[79–90]

can be used for taking into account relativistic effects also for
heavier fermions. The respective implementation is straightfor-
ward based on an existing electronic code and only requires
minor modifications of the decoupling scheme. In Eq. (14) of
Ref. [91], the matrix K is replaced by the proper mass-
dependent matrix,

K ¼

K 0

0 2c
ffiffiffiffi
m
p

Kp� 1

0

B
B
B
@

1

C
C
C
A

(42)

with c denoting the speed of light (c ¼ 137:0359990840 in
atomic units). This modified matrix K then again diagonalizes
the non-unit metric occurring in the matrix representation of
the one-electron Dirac equation as outlined by Eqs. (1) and (14)
in Ref. [91] for general fermions with their mass in atomic units
deviating from 1. This allows us to use more efficient routines
for the diagonalization of the corresponding Dirac matrix. In
addition to the trivial adaption of the the nucleus-fermion
potential V and the kinetic energy matrix T, the relativistically
modified potential matrix eWX2C takes the form

eWX2C ¼ p� 1
ffiffiffiffi
m
p

K WX2Cð ÞK
ffiffiffiffi
m
p

p� 1: (43)

Here, we added the subscript X2C for the relativistically
modified potential W to distinguish it from the screened
exchange contribution of the GW ansatz. Applying this adaption
to the X2C procedure allows for a relativistic transformation of
protons (and other fermions) in the vicinity of heavy nuclei, as
for example in the Ag and Os clusters outlined in Sec. 3 of this
work. The reduction from the complex two-component spin-
orbit ansatz to the real one-component scalar-relativistic
approach is done in the same fashion as for electrons.[91] For
simplicity, we only consider the scalar-relativistic ansatz in the
present work. We note in passing that other relativistic
approaches such as the Douglas–Kroll–Hess[92–96] or the Barysz–
Sadlej–Snijders ansätze[97–100] can be implemented in the same
way.

For large systems, local approximations are desirable as the
X2C decoupling step is carried out in the decontracted
basis.[101,102] The extension of the diagonal local approximation
to the unitary decoupling transformation[91,103] (DLU) for general
fermions follows accordingly. Further speed-ups are possible by
approximating the atomic off-diagonal block of a spatially well
separated pair with the non-relativistic limit. Similar to Refs.
[104] and [105], we currently use a screening criterion of
12.0 bohr by default. In the course of the present work, this
low-scaling DLU scheme was implemented for all X2C modules
in TURBOMOLE.[91,106–119]

Computational Methods
The multicomponent RI, RPA, contour deformation GW, and GW
methods including self-screening corrections have been imple-
mented into a development version of TURBOMOLE V7.8.1
(modules ridft, escf, ricc2).[120–123] KS reference solutions are
supported up to the class of meta-generalized gradient approx-
imations and local hybrid functionals,[124] using seminumerical
integration.[125–128] RPA and GW calculations including self-screening
corrections were performed at the TMHF[129] local-hybrid functional
level of theory. TMHF was used for the electronic and protonic part.
As a position-dependent local hybrid functional with the possibility
of switching to full exact exchange, it is particularly well suited for
MC–DFT, as the additional flexibility allows it to describe both
fermions equally well. Especially for strongly localized protons,
TMHF will accordingly use 100% exact exchange for their
description. All calculations made use of the MC-RI approximation,
which is also used for the respective KS ground-state calculations.

We study the quasiparticle and correlation energies for a set of 32
molecular systems, which is based on that of Ref. [6]. The def2-
QZVPP electronic basis set was employed for classic nuclei,[130] while
the def2-QZVPP-mc electronic basis set was used for quantum
protons. The latter basis set is a unity of the decontracted def2-
QZVPP basis set and the steep additional functions optimized in
Ref. [131]. For quantum protons, additionally the PB5-G protonic
basis set was employed.[132] Quantum proton basis functions are
centered at the classically optimized proton position. Auxiliary basis
sets were chosen accordingly, i. e. available electronic sets were
used.[133] For the quantum protons, auxiliary basis sets were
generated using the automatic procedure[134,135] of ERKALE[136] from
a unity of the electronic and protonic basis sets. To consistently
cover all fitting cases in the auxiliary basis set, the electronic cc-
pV6Z basis set was combined with an even tempered
10s10p10d10 f nuclear basis set with a ¼ 2

ffiffiffi
2
p

and b ¼
ffiffiffi
2
p

. A
threshold of 10� 7 was chosen in the Cholesky decomposition while
generating the auxiliary basis set. From the resulting primitive
auxiliary basis set, the high-angular momentum (l > 6) functions
are subsequently dropped.[135] The resulting auxiliary basis set
consistently yields fitting errors of less than 10� 7 Hartree in the
stabilized Coulomb energy. Medium-sized integration grids were
used for the TMHF functional (gridsize 3).[137,138] To illustrate the
applicability to systems with heavy elements a model for the Ag3H
hydrogen transfer complex of Ref. [139], denoted as L-Ag3H, and
Os(CO)10H2

[140] are included in the set. For these molecules, the
scalar-relativistic DLU� X2C approach is applied, while calculations
for all other molecules use the non-relativistic framework. Relativ-
istic calculations apply the finite nucleus model with parameters
taken from Ref. [141]. Here, the all-electron x2c-QZVPPall[142] (Ag,
Os) and x2c-TZVPPall[143] (C,N,O,H) basis sets were used for these
two complexes. For the quantum hydrogens, the def2-QZVP-mc
electronic and PB5-G protonic basis set[132] were again used. Note
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that the def2 and x2c-type basis sets are identical for hydrogen.
The x2c-type electronic auxiliary bases[143] and the even-tempered
protonic auxiliary basis were employed. Tailored grids for relativistic
approaches (gridsize 2a) were applied for the TMHF functional.[144]

All structures were optimized using the TMHF functional and the
basis sets described before, with the exception of HeHHe+, for
which the experimental structure was taken.[145] For the structure
optimization, the standard electronic DFT approach was applied. To
estimate the reorganization energy of carboxylates upon the loss of
a proton, the HCOO� anion was optimized. The reorganization
energy was subsequently obtained from the difference between
HCOOH at the optimized structure and the protonated HCOO�

structure.

Multicomponent self-consistent field (MC-SCF) energies were con-
verged with a threshold of 10� 9 Hartree for the energy and 10� 6 for
the root mean square of the density matrix change. The MC-SCF
procedure was converged with a multicomponent augmented
Roothaan–Hall solver,[146] which uses macro-iterations for the
electronic wavefunction and micro-iterations for the protonic
wavefunction.

3. Results and Discussion

Figure 1 outlines the trend of electron-proton (e-p) correlation
energies obtained from the RI-RPA and RI-MP2 for a set of 31
molecules, with the quantum protons being marked in bold.
Here, RPA and MP2 yield the same trend for most molecular
systems, with the MP2 electron-correlation energies being
larger by about 2.5 mHartree per proton. The largest e-p
correlation energies are found for methane and methanol,
followed by water and the positively charged amines with more
than one substituent attached to the nitrogen atom. For
carboxylates, only minor effects can be spotted depending on
the substituents. Attaching fluorine and chlorine atoms to the
neighboring groups removes electron density from the acidic
proton, leading to a decrease in e-p correlation. However, this
effect is not increasing with the number of fluorine atoms, and

both RPA and MP2 predict the e-p correlation energy for the
acidic proton in CH2FCOOH to be lower than in the fully
fluorinated species CF3COOH. Notably, while the the e-p
correlation energies for these molecules are difficult to inter-
pret, hinting at a complicated interplay of e-e and e-p
correlation, the quasiparticle energies of the acidic protons
aligns well with the experimentally found proton affinity as
outlined in Table 1.

For the metal-organic molecules L-Ag3H, Os(CO)10H2, and
also for the inorganic FHF� molecule, deviations from the trend
between RPA and MP2 are found. In all cases, the gap between
RPA and MP2 is diminished, with differences only amounting to
1.5–2 mHartree per proton. The metal centers as well as the
presence of two fluorine atoms leads to highly correlated
systems, where e-e and e-p correlation are expected to be
strongly coupled and dependent on each other. Especially
HeHHe+ and FHF� also exhibits a consistently lower e-p
correlation compared to all other systems. The latter effect can
be related to low overall electron density at the average
location of the proton, due to the high electron affinity of He
and F. This is of special importance, as FHF� has played a crucial
role in the parametrization of e-p correlation functionals.[23–25]

For instance, for the epc17-1 functional three parameters of the
functional were specifically adapted to fit the proton density of
FHF� .[23] While Hartree-Fock and MC-DFT without e-p correlation
lead to too localized proton densities, using the outlier case of
FHF� could bias the calculations towards too delocalized proton
densities for other systems. Later parametrizations of e-p
correlation functionals also took HCN into account.[24,25] Figure 1
reveals that the latter is better behaved in terms of the
comparability to standard organic and metal-organic molecules,
with the resulting parametrization being more suitable for
general purpose MC-DFT. We finally note that neither the
provided RPA nor the MP2 e-p correlation energies are to be
understood as reference values. Table 1 and Figure 1 instead
shall provide guiding indicators of the magnitude and variance
of the e-p correlation in various chemical environments.

Turning to proton affinities, the latter can be obtained from
the quasiparticle states obtained via the GW approach as
outlined in section 2.4. Accordingly, the quasiparticle energy is
related to the proton affinity simply as[6,70]

PA Að Þ ¼ EA � EAHþ þ
5
2
RT � � eQP

A;HOMO0 0 þ
5
2
RT; (44)

with 5
2RT �0.064 eV. The equivalence is only approximate,

because within the GW approximation, the geometric relaxation
of the deprotonated molecule is neglected. The calculated
G0W0 and evGW quasiparticle energies as well as KS orbital
energies of the highest occupied quantum proton orbital are
listed in Table 1.

The trends shown in Table 1 outline that the correction
stemming from the correlation part of the self-energy is
comparably large for protons, being of the order of a few eV.
Similar to HF,[155] there is a near-linear correlation between the
protonic KS HOMO and the proton affinity. However, the
deviation between � eKS

p00 and the proton affinity is comparably

Figure 1. RPA and MP2 correlation energies for 31 molecular systems in
milli-Hartree. RPA correlation energies were obtained at a TMHF Kohn–Sham
reference and MP2 energies at a Hartree–Fock reference. The MC-RI
approximation is used throughout.
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large, giving rise to large self-energy corrections. The G0W0

variant, being non-iterative, suffers from this enlarged quasipar-
ticle correction, being unable to fully correct the initial KS
eigenvalue. Self-consistent evGW is, however, well suited to
describe proton affinities as shown in Table 1. All trends in
proton affinities are well reproduced. For carboxylates, the
proton affinity decreases with the number of halogenides
attached. Longer alkane chains also lead to a decrease in proton
affinity, in accordance with experimental data. Also, a near
constant offset of the proton affinity with respect to the
quasiparticle energy can be observed for all carboxylates, being
easily correctable. For amides, the reproduction of experimental

values is remarkable, and the calculated proton affinities are
likely within the error of the experiment. All trends are fully
reproduced for this class of compounds. The quasiparticle
energies obtained small inorganic molecules clearly exhibit the
most pronounced deviation from experimental proton affinities.
Notably, especially G0W0 deviates by up to 1 eV from the
reference values, being unable to take into account the
interplay between e-e and e-p correlation. The iterative solution
of the self-energies, leading to evGW, improves the situation.
Yet, the obtained quasiparticle energies still deviate consider-
ably from the reference values.

Table 1. RPA electron-proton correlation energy EC;RPA
e� p , MP2 electron-proton correlation energy EC;MP2

e� p , correlation part of the self-energy of the proton
HOMO SC

p00 . Energies of the HOMO, ep00 , at the KS, G0W0, and evGW levels are listed in eV. The scalar-relativistic X2C approach is only applied for L-Ag3H and
Os(CO)10H2, while calculations for all other molecules use the non-relativistic framework. Expt. denotes the experimental finding for the respective proton
affinity of the deprotonated species. The same experimental reference values[147–151] as in Ref. [6] were used. For H2O,

[152] HF,[153] and HCl[154] experimental
proton binding energies are listed. Quantum protons are marked in bold.

Molecule H EC;RPA
e� p EC;MP2

e� p SC
p00 eKS

p00 ep00G0W0 eev
p00

GW Expt.

[mH] [mH] [eV] [eV] [eV] [eV] [eV]

HCOOH 1 � 6.88 � 9.29 8.76 � 23.27 � 14.51 � 15.36 14.97

CH3COOH 1 � 6.84 � 9.24 8.87 � 23.60 � 14.73 � 15.54 15.11

CH3CH2COOH 1 � 6.84 � 9.25 8.92 � 23.63 � 14.71 � 15.49 15.07

CH3CH2CH2COOH 1 � 6.86 � 9.27 8.95 � 23.67 � 14.71 � 15.49 15.03

CH3CH2CH2CH2COOH 1 � 6.85 � 9.25 8.96 � 23.66 � 14.70 � 15.47 15.01

C6H5COOH 1 � 6.89 � 9.30 9.10 � 23.60 � 14.50 � 15.04 14.75

CH2ClCOOH 1 � 6.64 � 8.95 8.92 � 23.16 � 14.24 � 15.00 14.58

ClCH2CH2COOH 1 � 6.84 � 9.24 8.98 � 23.34 � 14.36 � 15.12 14.78

CH2FCOOH 1 � 6.64 � 8.95 8.87 � 23.16 � 14.29 � 15.09 14.71

CHF2COOH 1 � 6.85 � 9.25 8.84 � 22.78 � 13.94 � 14.76 14.32

CF3COOH 1 � 6.79 � 9.17 8.80 � 22.42 � 13.62 � 14.46 13.99

CH3COCOOH 1 � 6.82 � 9.20 8.92 � 23.10 � 14.19 � 14.96 14.46

NHþ4 4 � 6.73 � 9.07 8.59 � 16.79 � 8.20 � 8.92 8.85

CHð ÞNHþ2 2 � 6.89 � 9.31 9.41 � 18.37 � 8.96 � 9.65 9.63

CHð ÞNHþ 1 � 6.93 � 9.38 9.72 � 18.84 � 9.12 � 9.82 9.84

CHNHþ3 3 � 6.83 � 9.23 9.04 � 17.70 � 8.66 � 9.34 9.32

C6H5NH
þ

3 3 � 6.81 � 9.20 9.45 � 18.18 � 8.73 � 9.27 9.15

CH3CH2NH
þ

3 3 � 6.72 � 9.09 9.19 � 17.99 � 8.80 � 9.45 9.45

CH3CH2CH2NHþ3 3 � 6.83 � 9.23 9.24 � 18.14 � 8.90 � 9.52 9.51

C6H5OH 1 � 6.94 � 9.39 9.24 � 24.13 � 14.90 � 15.46 15.24

CH3OH 1 � 7.03 � 9.50 8.83 � 25.01 � 16.18 � 16.77 16.55

CH4 4 � 7.02 � 9.52 10.08 � 28.02 � 17.94 � 18.65 18.07

HNO2 1 � 6.96 � 9.42 9.13 � 23.46 � 14.32 � 15.31 14.75

H2S 2 � 6.61 � 8.94 10.85 � 25.28 � 14.43 � 15.19 15.31

HCN 1 � 6.76 � 9.13 9.48 � 23.94 � 14.46 � 15.39 15.31

HF 1 � 6.86 � 9.22 7.27 � 22.52 � 15.25 � 15.89 16.06

HCl 1 � 6.45 � 8.70 9.65 � 23.34 � 13.69 � 14.48 14.42

H2O 2 � 6.99 � 9.45 8.61 � 24.85 � 16.25 � 16.89 16.93

HeHHeþ 1 � 5.24 � 6.40 5.16 � 6.92 � 2.30 � 2.25

FHF� 1 � 5.73 � 7.67 7.99 � 30.96 � 22.97 � 23.63

L-Ag3H 1 � 6.50 � 8.96 12.99 � 28.58 � 15.59 � 15.86

Os(CO)10H2 2 � 6.81 � 8.79 13.38 � 26.51 � 13.13 � 13.86
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Mean unsigned errors (MUE) of the evGW proton affinities
outlined in Table 2 are in line with the general accuracy of GW
methods for ionization energies.[128,156–158] The overall accuracy
of GW methods is similar to that of the second-order polar-
ization propagator (PP2) method,[70,159] which performs better
for carboxylates, and worse for inorganic compounds. G0W0

specifically struggles to describe the positively charges amines
and inorganic compounds, however outperforms evGW for the
important class of carboxylates, at least when geometric
changes are not accounted for. For HCOOH, a prototypical
carboxylate, the stabilizing reorganization energy is estimated
to account for 0.36 eV which hints at the evGW results being
rather accurate for carboxylates. Contrary, G0W0 underestimates
the proton binding energies significantly. While recovering
some of the e-p correlation, the perturbative character of the
G0W0 prevents it from yielding quasiparticle energies as
remarkably good as for electrons,[128,156–158] with the size of the
self-energy correction approaching 10 eV. The latter value is
surprisingly large given the rather small e-p correlations found,
but outlines that the e-p correlation energy is changing rapidly
with fluctuating proton particle numbers.[160] DFT with added e-
p correlation performed significantly better than both evGW
and PP2, which can be explained by the DFT+epc17-2
approach also taking into account the changes in geometry
upon the loss or addition of a proton – at the prize of two
separate optimization cycles.

In contrast, using Born-Oppenheimer DFT yields more
significant deviations from the experimental reference values
than any other method. The deviations of 0.4–0.8 eV lead to
neither of them being commendable to be used for assessing
proton affinities.

As a final note, we make the reader aware that the common
approach of choosing a suitable KS starting point employed in
purely electronic GW calculations is not satisfactory in multi-
component DFT targeting protons. Protons themselves have
highly localized densities, with HF being nearly exact for the
proton-proton part of multicomponent DFT. Mixing DFT and
exact exchange to improve protonic KS orbital energies is
therefore not yielding the desired result. Instead, if one aims at
obtaining proton orbital energies that reflect proton binding
energies, suitable electron-proton correlation functionals need
to be developed.

4. Conclusions

Correlation energies from the random phase approximation
and the correlation part of the GW self-energy have been
derived for multicomponent quantum mechanical methods and
subsequently tested for the well studied electron-proton
interactions. It was shown that the self-consistent evGW
method is able to yield accurate proton affinities. The computa-
tional effort has been minimized using a variant of the
resolution-of-the-identity approximation. This way, the time
needed to calculate the RPA correlation energy and GW self-
energies is significantly lower than the time required to solve
the multicomponent Kohn–Sham equations. Results exhibit the
accuracy generally expected for GW and RPA methods, with the
presented ansatz possessing the appealing feature of being
applicable to fermions other than protons without further
adaptions being necessary.

Future outlooks include the derivation of new density
functional approximations based on first principles, as well as
the description of light-matter interactions beyond the Born-
Oppenheimer approximation in scale, with methods targeting
these fields being currently developed in one of our
laboratories.[161–164] As the GW quasiparticle energies are key to
the Bethe–Salpeter equation (BSE),[46,63,165–169] the latter can be
generalized towards multicomponent systems. For electronic
excitations, the GW-BSE framework is well accepted as a
promising alternative to time-dependent DFT[56,170–185] and we
expect a similar performance for other fermions and multi-
component applications. Therefore, the present work also
provides a solid foundation for excited-state multicomponent
studies beyond DFT.

Supporting Information

Supporting Information with the employed Gaussian basis sets
in TURBOMOLE format (basis.txt, auxbasis.txt) and the Cartesian
coordinates of the molecular structures (structures.zip) is
available.

Acknowledgements

We thank Susi Lehtola for providing us with useful input scripts
to generate auxiliary basis sets for the quantum proton. C. H.
gratefully acknowledges funding from the Volkswagen Stiftung.

Table 2. Mean unsigned errors (MUE) for proton affinities obtained from bare DFT,[6] DFT+epc17-2,[6] second-order particle propagator method,[70] G0W0

@TMHF (this work), and evGW @TMHF (this work). All values in eV.

Class DFT epc17-2 PP2 G0W0 evGW

Amines 0.72 0.05 0.02 0.60 0.08

Aromatics 0.87 0.10 0.26 0.28 0.27

Inorganics 0.79 0.07 0.34 0.70 0.18

Carboxylates 0.78 0.06 0.12 0.28 0.49

Overall 0.78 0.06 0.14 0.47 0.34
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Developing robust methods to
describe the behavior of fermions
embedded into an electronic system
is vital to computationally tackle these
complicated quantum systems. Intro-
ducing various new approaches,
including a common auxiliary
subspace multicomponent resolution-
of-the-identity approach, this work
provides powerful techniques to
extract correlation energies and
fermion binding energies. A concise
list of examples is furthermore
provided for future reference.
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