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Abstract

The accurate estimation of 6D pose remains a challenging task within the computer vision domain, even when utilizing 3D point cloud data.
Conversely, in the manufacturing domain, instances arise where leveraging prior knowledge can yield advancements in this endeavor. This study
focuses on the disassembly of starter motors to augment the engineering of product life cycles. A pivotal objective in this context involves
the identification and 6D pose estimation of bolts affixed to the motors, facilitating automated disassembly within the manufacturing workflow.
Complicating matters, the presence of occlusions and the limitations of single-view data acquisition, notably when motors are placed in a clamping
system, obscure certain portions and render some bolts imperceptible. Consequently, the development of a comprehensive pipeline capable of
acquiring complete bolt information is imperative to avoid oversight in bolt detection. In this paper, employing the task of bolt detection within
the scope of our project as a pertinent use case, we introduce a meticulously devised pipeline. This multi-stage pipeline effectively captures the 6D
information with regard to all bolts on the motor, thereby showcasing the effective utilization of prior knowledge in handling this challenging task.
The proposed methodology not only contributes to the field of 6D pose estimation but also underscores the viability of integrating domain-specific
insights to tackle complex problems in manufacturing and automation.
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1. Introduction

In today’s context, within the framework of life cycle engi-
neering (LCE), the importance of End-of-Life (EOL) strategies
has been heightened due to growing environmental concerns.
As one of the EOL strategies, remanufacturing salvages the ef-
forts that were initially used to shape the product and presents
opportunities for creating further business profits [1]. In reman-
ufacturing, the used products are reintegrated into the produc-
tion line as a practical application of LCE. After disassembly
and additional processing, the individual parts are reassembled
into remanufactured products, which should possess function-
ality and quality equivalent to that of a new product [2]. In
contrast to traditional manufacturing, remanufacturing is chal-
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lenging due to the complexity, uncertainty, and inconsistency of
the returned products [3]. Consequently, the primary processes
in the current remanufacturing are still carried out manually,
which limits its widespread adoption [4]. In order to automate
this process, a flexible and adaptive system is required.

The AgiProbot project [5, 6, 7] focuses on such automated
disassembly system of end-of-life electric motors. As shown
in the leftmost part of Fig. 1, the processed starter motor is
clamped and disassembled by a multifunctional robotic arm.
Concerning the bolts on the motor, besides part segmentation,
accurate 6D pose, which encompasses their 3D position and
3D orientation, is essential to facilitate the robotic arm’s spa-
tial movement to the correct position and ensure its disassem-
bly movement in the correct direction. However, due to cost
and space constraints, the 3D camera is usually installed in a
fixed position, which can provide only single-view point clouds.
Meanwhile, under the rigidity and stability requirements of the
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Fig. 1. Full pipeline of our proposed method. A starter motor is clamped in the clamping system and scanned by the Zivid camera. Extra input data of the full motor
point cloud provides the prior knowledge of the motor model. After registration, the 6D pose information of bolts under real-world scenes can be directly given.

clamping system, the motor remains in a random but immov-
able position during the disassembly process. This results in
low-quality scanning or even view obstruction of numerous
critical features, such as bolts on the complex motor. In this
paper, we propose an ingenious method that uses extra prior
knowledge to compute precise bolt 6D pose, even under these
unfavorable conditions.

Driven by the demands and product iterations, the starter
motors exhibit a significant degree of diversity[8]. However,
greater variations introduce higher risks and costs. Therefore,
there are always specific reference systems that remain consis-
tent [9], which can be utilized as prior knowledge. Our prior
knowledge indicates that the bolts are located only in specific
regions, oriented along the motor’s axis. We can simplify the
initially challenging task of 6D pose estimation for small ob-
jects that lack distinct features by focusing on the prominent
features of the motor. Additionally, estimating high-precision
6D pose solely from a single model is still challenging. There-
fore, we attempted to decompose it into multiple, more precise
steps using more comprehensive information sources.

The remainder of this paper is structured as follows: Section
2 summarizes related works. Section 3 describes the technical
details of our bolt 6D pose estimation pipeline. Section 4 pro-
vides experimental results, while section 5 gives a conclusion.

2. Related Work

6D Pose Estimation with RGB(D) Data. Initially, meth-
ods based on single RGB images were applied, These methods
extract distinctive invariant local features from the images and
subsequently match them with their corresponding features in
3D space[10, 11, 12]. Based on the 2D-3D correspondences, al-
gorithms, such as PnP [13] and ICP [14], are applied to estimate
the 6D pose. However, the application of RGB-based methods
is often an issue when dealing with occlusions or objects with-
out significant texture and discriminative color.

Therefore, additional depth information has been intro-
duced. MV3D [15], Frustum PointNets [16] and AVOD [17]

apply convolutional neural networks (CNN) to extract features
from RGB images, LIDAR Bird view and LIDAR Front view.
Subsequent to information fusion, another CNN outputs the po-
sitions of bounding boxes, with the assumption that they are
all situated on a common plane. PointFusion [18] and Dense-
Fusion [19] employ PointNet [20] as the feature extractor for
point cloud data and CNN as the feature extractor for RGB im-
ages. The information from both sources is combined together
by a Dense Fusion module. This method evolves into MV6D
[21] by employing multi-view point clouds and introducing the
detection of 3D center points in addition to key points.

6D Pose Estimation with Point Cloud Data. With the rapid
technological advancements in LiDAR sensors, which output
data in the form of point clouds, a multitude of point cloud
based pose estimation methods have been developed [22, 23].
Early research aimed to expand classical convolutional neural
networks into voxelized 3D space to form an end-to-end model
[24]. However, 3D convolution is prohibitively computation-
ally expensive for practical applications. Therefore, more recent
approaches have employed various other algorithms, such as
PointNet [20], PointNet++ [25], and DGCNN [26], to encode
geometric features. A deep Hough voting network was devel-
oped for end-to-end 3D object detection [27]. The success of
Transformer [28] in 2D images has inspired transformer-based
algorithms. Building upon Point Cloud Transformer (PCT)
[29], the Multiscale Point Cloud Transformer (MSPCT) [30]
was introduced to address point cloud data.

3. Methodology
3.1. Full Pipeline

We employ three distinct coordinate systems in our study.
The first is the robot coordinate system, referred as Coordinate
System A, which has its origin at the center of the robot arm’s
base and serves as the final reference for all the results in the
actual remanufacturing process. The second is the Zivid camera
coordinate system, denoted as Coordinate System B, which is
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Fig. 2. Registration between the source point cloud (full motor) and the target point cloud (real scene). A coarse registration is first performed, followed by three

successive fine registration processes.
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Fig. 3. Synthetic datasets created with Blender. (a, b) Synthetic scene and au-

tomatically labeled point cloud for binary segmentation. (c, d) Synthetic motor
and automatically labeled point cloud for part segmentation.

used for the scanned single-view point clouds. The third one
is the coordinate system of the extra input of full motor point
clouds, denoted as Coordinate System C. The objective of this
multi-stage pipeline is to estimate the 6D pose of motor bolts
in the robot’s coordinate system, orientation ﬂRhoh € SO03)
and position 't, , € R?, with the additional help of certain
extra input data and prior knowledge of the starter motor. As
illustrated in Fig.1, our full pipeline consists of five stages: (i)
binary segmentation on real-world scene point cloud; (ii) part
segmentation on the extra input of full motor point cloud; (iii)
registration between two point clouds; (iv) bolt point clustering
for bolt position; and (v) normal alignment for bolt orientation.

The full model point cloud of the starter motor, which can be
generated from its CAD model or obtained through a scanner, is
acquired as prior knowledge in this study. The extra input full
model point cloud is first fed into a deep learning model that
segments it into 6 semantic parts. The orientation of bolt CRboh
is determined based on the orientation of the full motor °R,,,,,,.
Prior knowledge suggests that the orientation of the bolt °R

bolt
can either be the same as or opposite to °R

motor*

R - “R,00r - oIt ON the top (1
bolt _CR , bolt on the bottom

motor

However, the full motor point clouds are typically from dif-
ferent sources or scanned in different positions, which means
CR,...0r is unknown. Therefore, a segmentation result-based
normal alignment method is proposed, allowing us to align the

motors to obtain their respective “R,,,,, and determine °R, ,
accordingly.The 3D positions of the bolts Ctboh within coordi-
nate system C is represented by the clustered centers of individ-
ual bolt point groups in the segmented full motor point cloud.
During remanufacturing, a single-view point cloud is cap-
tured by a Zivid camera. The single-view point cloud is passed
through a deep learning model, which distinguishes between
the clamping system and the motor. Using the point cloud of
this motor as the target and the full motor point cloud as the
source, a registration process is executed, resulting in a trans-
formation matrix from the extra input coordinate system to the
Zivid coordinate system T¢_,g. As a result, the 6D information
of the bolts in the Zivid coordinate system and the robot’s coor-
dinate system can be obtained from following equations:

R, Bt CR, . Ct

bolt bolt | — bolt  “bolt
|: 0 - TC —B 0 1 (2)
AR, Tt R, Bt

bolt bolt | — bolt bolt

3.2. Scene Binary Segmentation and Motor Part Segmentation

For this study, we have access to only 18 starter motors
from a series. To obtain a full model data set, we utilize a T-
scanner to scan the motors. Subsequently, the motors are se-
cured in a clamping system in accordance with the remanufac-
turing process requirement. They are scanned by a fixed Zivid
camera. And a real-world single-view dataset is obtained. How-
ever, these data sets proved insufficient in terms of size and rep-
resentativeness for our two segmentation tasks. The allocation
and annotation of significantly larger data sets are both costly
and time-consuming, rendering it infeasible. As an alternative,
we turn to synthetic data sets generated by a Blender add-on
called MotorFactory [31]. This add-on initially creates a sub-
stantial number of motors with diverse specification, as shown
in Fig. 3(a) and Fig. 3(b), outputs them as synthetic single-view
point clouds with clamping system from various viewpoints and
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Fig. 4. Normal alignment for motor rotation computation. Three axes directions are computed one by one with the help of part segmentation results.

as synthetic full model point clouds without clamping system as
shown in Fig. 3(c) and Fig. 3(d).

Binary segmentation and motor part segmentation are car-
ried out using two structurally identical deep learning neural
networks, both of which are based on PCT [29]. The PCT net-
work for binary segmentation is initially pretrained on the syn-
thetic single-view point cloud data set and then fine-tuned on
the real-world single-view point cloud data set. Similarly, the
PCT network for part segmentation is pretrained and fine-tuned
on their corresponding synthetic and real-world data set.

3.3. Registration

To determine the 6D pose of bolts in the motor in clamping
system, ®R, . and ®t, . a Transform matrix, T¢c_.g is required.
As the full motor, considered as source point cloud, coincide
after registration with the motor in clamping system, regarded
as target point cloud, the bolts in the source will also coincide
with bolts in the target. The transformation matrix obtained dur-
ing this registration process is the desired T¢_,g. Since errors
can result in a detrimental impact on instruments in subsequent
process, such as the screwdriver bit on the robot arm, a high
level of precision is demanded in our results. Simultaneously,
a significant 6D pose difference exists between our source and
target, making it challenging to establish correct matches for
fine registration methods. Therefore, we divided our approach
into two steps: coarse registration and fine registration.

In the coarse registration step, we downsample the point
cloud, estimate normals, and compute a 33-dimensional Fast
Point Feature Histogram (FPFH) [32] for each point. The FPFH
feature comprehensively describes the local geometric proper-
ties of a point. These features are then employed in Fast Global
Registration [33], the results of which are depicted in Fig. 2(b).

For the fine registration step, we employ Iterative Closest
Point (ICP) [14]. As we reduce the maximum matching dis-
tance d,uqy, the likelihood of false matches decreases, yield-
ing a smaller registration error. However, it is vital to note that
the initial 6D poses of the source and target point clouds must
be close, or an insufficient number of matches may result in
registration failure. To overcome this limitation, we divide the

Table 1. Different registration methods.

Method dpax (Mm) ‘ RMSE (mm) Process time (s)
10 4.11 9.64
point2point 10-1 4.27e-1 13.82
10->1—-0.1 7.66e-2 21.93
10 7.96e-1 3.72
point2plane 10—>1 3.44e-1 4.65
10—-1-0.1 7.62e-2 6.39

fine registration process into multiple steps, with the results of
each step serving as the source point cloud for the subsequent
one, and with a decreasing maximum matching distance d,;,y.
As demonstrated in the Fig. 2(c), we implement a three-steps
fine registration approach. The rationale behind our choice of
this approach, along with its details, is explained in the section
4.This iterative approach results in a precise registration, where
the registered full motor point cloud perfectly overlaps with the
point cloud of the motor in segmented point cloud.

3.4. Bolt Point Clustering

After part segmentation described in section 3.2, the point
cloud is segmented into bolt and five other classes. Given our
prior knowledge of the motor structure, points belonging to the
same bolt should be grouped together, while those from dif-
ferent bolts should be separated. However, the precise num-
ber of bolts on the scanned motor is unknown. Additionally,
there exists a certain level of noise, and the shape and size of
the bolt point clouds can exhibit variations. These character-
istics make the Density-Based Spatial Clustering of Applica-
tions with Noise (DBSCAN) [34] exceptionally well-suited for
this task. We utilize the DBSCAN algorithm to cluster the bolt
points into distinct bolt point clouds, with the centers of these
bolt point clouds representing the desired 3D positions Ctboh.

3.5. Normal Alignment

The alignment of the full motors is as follows: The center
point of the motor coincides with the origin of the coordinate
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Fig. 5. 6D pose of bolts in a real-world case. Note that the red arrows are the
real numerical results computed with our proposed pipeline.

Table 2. Variations on backbones of deep learning architecture.

Overall Bolt

Model -\ ccuracy %) ™Y () 1oy (@)
PointNet 66.82 59.63 26.10
PointNet++ 80.64 72.13 48.16
DGCNN 84.57 75.07 48.04
PCT 90.47 84.58 64.92

system. The z-axis is parallel to the cylindrical axis of a motor
part known as the Main Housing. The positive direction of the
z-axis points from the Main Housing part towards the Connec-
tor part. The y-axis is positioned perpendicular to the z-axis,
and it is positioned such that the center of the Solenoid part
lies in the yoz plane. Based on prior knowledge, the orientation
of the bolts CRboh can be determined by the orientation of the
aligned motor °R,,,.., as represented in Equation 1.

According to the coordinate system definition, the normal
vectors of points on the main housing cylinder are parallel to
the xoy plane. Based on the segmented full motor point cloud,
we obtain the normal vectors for each point on the Main Hous-
ing part [35]. These normal vectors are represented as points in
space, as shown in the Fig. 4(a). It can be observed that these
points form a spherical surface, which is most dense near the
equator of the sphere. This equatorial plane corresponds to the
motor’s xoy plane and is determined by RANSAC [13].

With this plane as a reference, other orientations can be de-
termined as Fig. 4(b). The z-axis should be perpendicular to the
xoy plane, directing from the Main Housing to the Connector.
The positive direction of the y-axis is determined by projecting
the vector from the center of the Main Housing to the center of
the Solenoid onto the xoy plane. The x-axis is determined us-
ing the z-axis and y-axis with the right-hand rule. The motor’s
orientation “R aligns with the positive z-axis direction.

motor

4. Experimental Results

Registration: We conduct experiments on two ICP variants:
one based on point-to-point matches between the source and
target, and another relying on matches between points in the

Table 3. Variations on Settings of deep learning architecture.

. Overall Bolt
Point . mloU
Number Pretrain  Warm_up | Accuracy (%) TIoU
(%) (%)
2048 - - 79.35 72.80 44.35
2048 - v 83.02 76.07 44.80
2048 v - 87.58 81.12  59.45
2048 v v 90.47 84.58 64.92
1024 v v 86.21 79.58 53.85
4096 v v 71.89 61.33 33.20
4096 (x2 epoch) v v 83.49 76.72 55.43

source and planes in the target, which are determined by the
points and their normals. Additionally, we test several combi-
nations of maximum matching distances. The results are pre-
sented in Table 1, which demonstrates that as the number of
fine registration steps increases, processing time exhibits lin-
ear growth, and registration accuracy improves significantly.
Furthermore, compared with the point-to-point algorithm, the
point-to-plane algorithm exhibits notably reduced processing
time. In this study, although real-time performance holds im-
portance, we prioritize precision over real-time performance,
leading us to choose a point-to-plane registration approach with
three fine-registration steps.

Full Model Segmentation: Our primary goal is to iden-
tify the most suitable combination of structures and algorithms.
Given that our test set comprises only 18 motors, which is ex-
tremely small, the results derived from a single train-test split
setting lack representativeness. To mitigate this issue, we use a
method of cross-validation. In each training, 2 random motors
are selected as the test set, and the other 16 motors are used as
the training set. We perform such trainings 5 times and report
their mean results as the final cross-validated performance.

Four widely-used backbones are evaluated in our experi-
ments, as depicted in Table 2. We find that the PCT [29] yields
the most favorable results. Following this, we conducted tests
on various hyperparameters based on the PCT, and the most sig-
nificant experimental results are presented in Table 3. Note that
all the experiments in this table use the aforementioned cross-
validation. Moreover, for a fairer comparison, we make the 5
train-test splits identical for all the experiments. From it, we can
observe that the effectiveness of performing pre-training on the
synthetic dataset is evident. To mitigate model instability result-
ing from an excessively high initial learning rate during transfer
learning, using a warm-up strategy can further optimize the per-
formance of our network model. Regarding the input sub-point
cloud size for the training, as indicated in the table 3, a sam-
pling size of 2048 points performs the best, even better than
a sampling size of 4096 points. Since increased sampling size
leads to a reduction of the actual interaction steps in one epoch,
an additional experiment of 4096 points with doubled training
epochs is performed. However, its performance still does not
surpass that of the one with 2048 points.

Binary Segmentation: Binary segmentation is performed
on our single-view data set, employing the identical neural net-
work architecture and hyperparameter settings, with the only
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modification being made to the output fully connected layer
to accommodate a reduced number of classes. And the overall
accuracy and mloU yield the values of 99.80%, and 99.07%.
Given the algorithm’s already high accuracy and the inherent
limitations related to labeling errors that cannot be entirely
eliminated, further tests are deemed unnecessary.

Full Pipeline Demo: The Fig. 5 illustrates an example input
point cloud in a real-world case. The red arrows depict the com-
puted 6D pose of all 9 bolts. As shown in Fig. 5, our method can
accurately determine the 6D pose of bolts, even in cases where
they have not been precisely scanned or are occluded.

5. Conclusion

This study presents a novel pipeline designed for the precise
determination of the 6D pose of bolts leveraging prior knowl-
edge within a remanufacturing line. By utilizing a pre-acquired
model, we perform part segmentation, normal alignment, and
bolt point clustering to extract valuable information, which in-
cludes bolt 6D pose on the full motor and the full motor point
cloud. This extracted knowledge is subsequently transferred to
the motors being processing through binary segmentation and
registration steps, so that the 6D pose of bolts on the processed
motors is determined. The experimental results illustrate the ef-
fectiveness of our pipeline even in challenging case character-
ized by low-quality scans and occlusion.
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