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Abstract
Background: In preparation of future clinical trials employing the Mobetron
electron linear accelerator to deliver FLASH Intraoperative Radiation Therapy
(IORT), the development of a Monte Carlo (MC)-based framework for dose
calculation was required.
Purpose: To extend and validate the in-house developed fast MC dose engine
MonteRay (MR) for future clinical applications in IORT.
Methods: MR is a CPU MC dose calculation engine written in C++ that is
capable of simulating therapeutic proton, helium, and carbon ion beams. In
this work, development steps are taken to include electrons and photons in MR
are presented. To assess MRs accuracy, MR generated simulation results were
compared against FLUKA predictions in water, in presence of heterogeneities as
well as in an anthropomorphic phantom. Additionally, dosimetric data has been
acquired to evaluate MRs accuracy in predicting dose-distributions generated
by the Mobetron accelerator. Runtimes of MR were evaluated against those of
the general-purpose MC code FLUKA on standard benchmark problems.
Results: MR generated dose distributions for electron beams incident on a
water phantom match corresponding FLUKA calculated distributions within
2.3% with range values matching within 0.01 mm. In terms of dosimetric valida-
tion,differences between MR calculated and measured dose values were below
3% for almost all investigated positions within the water phantom.Gamma pass-
ing rate (1%/1 mm) for the scenarios with inhomogeneities and gamma passing
rate (3%/2 mm) with the anthropomorphic phantom, were > 99.8% and 99.4%,
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2 MONTERAY ELECTRON MODULE

respectively. The average dose differences between MR (FLUKA) and the mea-
surements was 1.26% (1.09%). Deviations between MR and FLUKA were well
within 1.5% for all investigated depths and 0.6% on average. In terms of runtime,
MR achieved a speedup against reference FLUKA simulations of about 13 for
10 MeV electrons.
Conclusions: Validations against general purpose MC code FLUKA predictions
and experimental dosimetric data have proven the validity of the physical mod-
els implemented in MR for IORT applications. Extending the work presented
here, MR will be interfaced with external biophysical models to allow accurate
FLASH biological dose predictions in IORT.
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1 INTRODUCTION

Cancer is one of the leading causes of death world-
wide. In 2020, almost 10 million cancer deaths were
registered.1 One of the most important treatment
options for cancer patients is radiotherapy, alongside
chemotherapy and surgery.2 Approximately half of all
cancer patients undergo radiation therapy throughout
the course of their disease.3 Typically, deep seated
tumors are treated with photon beams. However, for
shallow tumors such as tumors of the skin or intra-
operative applications, electron beams are widely used
in medical centers. Their well-defined range in body tis-
sue and sharp distal dose fall-off enables the treatment
of cancerous tissue close to the surface, while sparing
underlying organs at risk.4

Intraoperative Radiation Therapy (IORT) systems
operating at FLASH dose-rates such as the Mobetron
linear electron accelerator (IntraOp Medical Corpo-
ration, Sunnyvale, CA)5 could additionally widen the
therapeutic window with a potential decrease in the nor-
mal tissue toxicity.The so-called FLASH effect has been
observed for high dose (> about 8 Gy) and high dose-
rate (about 40 Gy/s) with an increased normal tissue
sparing at similar tumor control.6–8

At the Department of Radiation Oncology in Heidel-
berg, biophysical investigations and future clinical trials
are planned to evaluate the clinical potential of FLASH
IORT using the available Mobetron linear electron accel-
erator. To support these developments, the UNIVERSE
(UNIfied and VERSatile bio response Engine) biological
model9–11 has been extended for FLASH radiotherapy
applications while fast and accurate calculation tools for
the absorbed dose are not yet available.

The radiation dose deposited within the patient’s body
is usually determined via analytical algorithms or Monte
Carlo (MC) calculations. General purpose MC engines
such as FLUKA,12–14 GEANT4,15,16 PENELOPE17,18,
and EGSnrc19 are considered the gold standard in terms
of accuracy.20 However, classical MC codes are con-
strained by their high computation times which limit their

application for a fast pre-IORT dose computation using
in room computed tomography (CT) for patient position-
ing verification. To that end, fast MC frameworks like
MonteRay21–23 have been introduced recently, focusing
on both accuracy and simulation speed.MonteRay (MR),
developed at the Heidelberg Ion-Beam Therapy Center
(HIT) by Lysakovski et al.,21–23 currently supports dose
calculations for protons, helium ions, and carbon ions.
This work presents the development and verification of
an electron dose engine for radiation therapy applica-
tions, integrated into the existing MC framework MR.
To benchmark the engine’s accuracy and performance,
an extensive verification against FLUKA simulations
was performed. To further benchmark MR, dosimetric
data was acquired using a Mobetron electron linear
accelerator (9 MeV) and compared to simulation results.

2 MATERIAL AND METHODS

The subsequent sections provide detailed information
on the methods used to extend the MR framework,
on the benchmarks performed against FLUKA and on
the experimental characterization of the Mobetron elec-
tron linear accelerator. A thorough description of the
concepts and code structure of MR can be found
in.21–23 A summary of the physical models employed
and tabulated quantities for each implemented process
is presented in Table 1.

2.1 Continuous electromagnetic
interactions

2.1.1 Mean energy loss

The mean energy loss for each simulation step is cal-
culated based on tabulated stopping power values, as
is described in detail in ref. 23 The stopping power
database table for electron beams was generated by
extracting restricted stopping power values for electrons
in water from FLUKA. During the extraction process, a
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MONTERAY ELECTRON MODULE 3

TABLE 1 Summary of the employed models and tabulated quantities for each implemented process.

Process Source Tabulated quantities

Mean energy loss FLUKA Stopping power in water, stopping power
ratios for other compounds

Energy straggling Chibani et al.24 Material constants (density, elemental
composition, etc.)

Multiple scattering Approximation to Molière according to Lysakovski et al.22 Material constants (density, elemental
composition, etc.)

Møller scattering Cross sections after Sempau28 kinematics after Salvat and
Fernandez-Varea29

Pre-computed cross-sections and material
constants

Bremsstrahlung Cross sections after Seltzer and Berger,30 Sampling of photon
energies after Wasaye et al.,31 Sampling of deflection angle
after GEANT416

Tabulated cross sections from Seltzer and
Berger

Photoelectric effect Cross section from the National Institute of Standards and
Technology (NIST) [97] with local energy deposition

Cross sections

Compton scattering Cross sections from NIST [97] sampling following the
approach of GEANT416

Cross sections

Pair production Cross sections from NIST [97] after PENELOPE18 with
custom sampling routine

Cross sections and fit parameters for
custom sampling routine

kinetic energy threshold of 0.1 MeV for delta-ray pro-
duction was used in FLUKA. The stopping power was
tabulated for N = 10 000 kinetic energy values between
Emin = 0.1 MeV and Emax = 500 MeV. Intervals between
successive table entries were chosen using

En = 2m⋅n+b

with

m =
log2

(
Emax

Emin

)
N − 1

and

b = log2 (Emin)

to ensure high resolution for low energies, where the
stopping power changes rapidly as a function of the
energy, while avoiding overly detailed binning for high
energies.

2.1.2 Energy loss straggling

Energy loss straggling was implemented following an
approach suggested by Chibani24 using simple energy
loss sampling functions.Either a Gaussian,a log-normal,
or a Landau distribution is chosen according to the value
of κ, which is defined as

𝜅 =
𝜉

dEmax

with

𝜉 = 2𝜋 ⋅ Namr 2
e 𝜌 ⋅ dx ⋅

q2

e2

Z
A

1
𝛽2

,

where Na is Avogadro’s number, m the electron mass,
re the classical electron radius, q the particle’s charge,
Z the target’s atomic number and A the target’s mass
number.According to Pauli’s exclusion principle,25 dEmax
is equal to E0/2 for electrons where E0 is the electron
kinetic energy.However, restricted stopping powers were
employed, which means that energy losses above the
delta-ray production threshold are assumed to occur
as discrete energy losses with secondary electron pro-
duction. Consequently, the maximum energy transfer
was defined via the delta-ray production threshold for
electrons.

2.1.3 Multiple coulomb scattering

MRs scattering model builds upon the theoreti-
cal description of multiple scattering processes by
Molière.26 Since sampling from Molière’s scattering
distribution comes with significant computational costs,
an approximation of Molière’s distribution function,
where small angles and asymptotically large angles are
treated separately, is used, as suggested by Kuhn and
Dodge.27 A thorough description of the treatment of
continuous scattering processes can be found in ref. 22

2.2 Discrete electron specific
interactions

Møller scattering and bremsstrahlung were imple-
mented to enable electron beam calculations. For each
simulation step, the distance to the next discrete elec-
tron specific interaction is sampled from an exponential
distribution, using precalculated cross section tables.
The cross-section database table for electrons was
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4 MONTERAY ELECTRON MODULE

generated by tabulating the total mean free path. When
a discrete interaction occurs, the interaction type, either
Møller scattering or bremsstrahlung, and the interacting
atom, are chosen according to the probabilities for
the respective interactions. Those probabilities were
precomputed and tabulated alongside the total mean
free path for each row in the database table. Detailed
information on the implementation of Møller scattering
and bremsstrahlung can be found below.

2.2.1 Møller scattering

Inelastic collisions of electrons with atomic electrons are
approximated as Møller interactions, that is, as inelastic
collisions of electrons with free electrons at rest. The
differential cross section per atom for those interactions
is given by28

d𝜎Mτller (k)
dk

= 2𝜋e4

mv2

Z
Ek2

(
1 +

(
k

1 − k

)2

− k
1 − k

+
(
𝛾 − 1
𝛾

)2 (
k2 + k

1 − k

))

with

k = W
E

and

𝛾 = E + mc2

mc2
,

where e refers to the elementary charge, m to the mass
of the projectile and v to its speed. E denotes the kinetic
energy of the projectile prior to the scattering process,
W its energy loss due to the inelastic interaction and
Z the atomic number of the target material. Since the
final state particles are both electrons, they are indis-
tinguishable. Consequently, the parameter k cannot be
larger than 0.5.

The total cross section per atom can be derived from
the differential cross section via integration28:

𝜎Z
Mτller =

mv2

2𝜋e4

E
Z

(
1 − 2kc

kc(1 − kc)
+
(
𝛾 − 1
𝛾

)2 (
1
2
− kc

)

+

((
𝛾 − 1
𝛾

)2

− 1

)
ln

1 − kc

kc

)−1

.

Here, kc refers to the lower integration limit

kc =
Wc

E
.

The cutoff value Wc was set to 0.1 MeV, such that it
corresponds to the kinetic energy threshold for delta-ray
production, employed to determine the restricted stop-
ping power. As a result, the total cross section is defined
for projectile energies above 0.2 MeV.

When the Møller routine is executed, a secondary
electron (delta-ray) is generated. The energy of the
newly generated particle, which corresponds to the
energy loss of the projectile, is then determined via sam-
pling from the normalized probability density function
(PDF)

P (k) = 1
k2

(
1 +

(
k

1 − k

)2

− k
1 − k

+
(
𝛾 − 1
𝛾

)2 (
k2 + k

1 − k

))
⋅ 𝜃 (k − kc) ⋅ 𝜃

(
1
2
− k

)

using a combination of the composition method and the
acceptance rejection method, as suggested by Salvat
and Fernández-Varea.29 Based on the sampled energy
loss, the deflection angles are derived via energy and
momentum conservation.

2.2.2 Bremsstrahlung

The differential cross section for bremsstrahlung, that
is, the generation of a secondary photon during the
deflection of an electron by a nucleus, can be written
as30

𝛽2

Z2
Z

d𝜎Brems

dW
= 𝜒

(
Z, E, k = W

E

)
,

where Z is the atomic number of the nucleus, E the
kinetic energy of the incident electron, W its energy loss
(which corresponds to the energy of the generated pho-
ton) and 𝛽 the incident electron’s velocity in units of the
speed of light.𝜒 refers to the so-called scaled differential
cross section for bremsstrahlung.The total cross section
as a function of E for a given value of Z can be derived
from the scaled differential cross section via integration:

𝜎Z
Brems (E) =

E

∫
Wc

Z2

𝛽2W
𝜒Z(W )dW .

Here, the lower integration limit Wc corresponds to the
energy threshold for bremsstrahlung, which was set to
0.033 MeV.

Tabulated values of the scaled differential cross sec-
tion per atom in terms of Z and k can be found in
work by Seltzer and Berger.30 Using those tabulated val-
ues, the total cross sections per atom were derived via
numerical integration according to the equation above.
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MONTERAY ELECTRON MODULE 5

Intermediate data points were obtained through linear
interpolation of the tabulated scaled differential cross
section values in ln(W).

As suggested by Wasaye et al.,31 the energy loss frac-
tion k due to a bremsstrahlung interaction is sampled
from the PDF

P (k) = 1
k
𝜒(Z, E, k).

The deflection angle 𝜃 cannot be calculated from the
sampled energy loss fraction via energy and momentum
conservation. Therefore, a sampling algorithm similar
to the algorithm employed in GEANT418 was imple-
mented. As suggested in the GEANT4 manual, the
electron deflection angle is chosen randomly from
the PDF

P (u) = 9𝛼2

9 + 𝛽
(u ⋅ exp exp (−𝛼u) + 𝛽u ⋅ exp exp (−3𝛼u) )

with

u = E𝜃
m

, 𝛼 = 0.625 and 𝛽 = 27,

where m is the electron mass and E is the kinetic energy
of the incident electron in GeV. The azimuthal angles for
the deflected electron and the newly generated photon
are determined via sampling from a uniform distribution
over [0, 2π).

2.3 Discrete photon specific
interactions

Three distinct photon specific interactions were imple-
mented within MR to enable photon beam calcula-
tions for medical applications: photoelectric absorption,
Compton scattering and pair production. Similar to elec-
tron specific interactions, the distance to the next photon
specific interaction as well as its type are determined
from tabulated cross section values during runtime. To
generate the respective database for photons, macro-
scopic cross section tables for the distinct interactions
were extracted from NIST XCOM.32 Based on the NIST
cross section values, the total mean free path for pho-
tons and the corresponding probabilities for the three
photon specific interactions were tabulated.

2.3.1 Photoelectric absorption

As photoelectric absorption processes are only relevant
for low energies and high atomic numbers, they are
approximated through local energy depositions, follow-
ing the approach of Sempau et al..28 When a photon
enters the photoelectric absorption routine, its transport

is aborted and its energy is deposited at the position,
where the interaction took place.

2.3.2 Compton scattering

During runtime, the energy loss of photons due to
Compton interactions is sampled from the PDF

P
(
𝜖 =

E𝛾′

E𝛾

)
=
(

1
𝜖
+ 𝜖

) (
1 − 𝜖𝜃

1 + 𝜖2

)
,

which can be derived from the Klein-Nishina differen-
tial cross section for Compton processes.33 Here, Eγ
refers to the initial photon energy and Eγ‘ to the photon
energy after the scattering event. To determine random
values from the PDF, a combination of the composition
method and the acceptance rejection method is used,
as suggested in the GEANT4 manual.16

To calculate the deflection angle 𝜃, the Compton
formula

E
𝛾′
= E𝛾

mc2

mc2 + E𝛾 (1 − cos cos 𝜃 )

is used,which can be derived via energy and momentum
conservation under the assumption of an elastic colli-
sion. The secondary electron’s direction of movement is
given by16

cos cos 𝜃′ =
E𝛾 − E𝛾′cos cos 𝜃√

E2
𝛾 + E2

𝛾′
− 2E𝛾E𝛾′cos cos 𝜃

.

The azimuthal angles for the final state particles are
drawn from a uniform distribution over [0, 2π).

2.3.3 Pair production

When a pair production process occurs, the incident
photon is absorbed, that is, its energy is set to zero, and
two secondary particles are generated.As suggested by
Sempau et al.,28 two electrons, in the following referred
to via the indices 1 and 2, are produced instead of an
electron positron pair. As a result, differences between
electrons and positrons in terms of cross sections and
stopping powers are ignored. This simplification is con-
sidered valid, since the impact of these differences on
dose calculations is negligible in the context of low-
energy electron beam calculations for radiation therapy
applications.28

Following the approach to pair production employed
in the PENELOPE framework,18 which is based on work
by Baró et al.,17 the reduced energy

𝜖 =
E1 + mc2

E𝛾
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6 MONTERAY ELECTRON MODULE

is determined via sampling from the PDF

P (𝜖) = 2
(

1
2
− 𝜖

)2

𝜙1 (𝜖) + 𝜙2 (𝜖) ,

which is derived from the Bethe-Heitler differential cross
section for pair production processes.34,35 Here,m refers
to the electron mass, E1 to the kinetic energy of the
secondary electron with index 1, c to the speed of
light and Eγ to the initial photon energy. 𝜙1 and 𝜙2
are functions of the reduced energy and a detailed
description of them can be found in the PENELOPE
manual.18 Deviating from the PENELOPE approach, a
simple acceptance rejection method was implemented
to determine random values from the PDF.Therefore,the
required proposal function Υ was chosen as follows:

Υ
(
E𝛾

)
=
(E𝛾

aZ

) 1
4

Here, aZ refers to the atomic number dependent
parameter, as reported in Table S1. Random values
of 𝜖 are generated from the proposal function via the
following algorithm:

1. Sample a random value of 𝜖 from a uniform distribu-
tion over [𝜖min, 𝜖max] with

𝜖min = mc2

E𝛾

and

𝜖max = 1 − mc2

E𝛾
.

2. Compute Υ(E𝛾) and P(𝜖).
3. Sample a random number 𝜉 from a uniform distribu-

tion over [0,1).
4. If P(𝜖) ≥ 𝜉 Υ(E𝛾), deliver 𝜖.
5. Go back to 1.

For example, for Z = 1 and Eγ = 10 MeV, the effi-
ciency of the algorithm, that is, the probability for 𝜖 being
accepted in Step 4, is approximately 65%.

Based on the sampled value of 𝜖, the kinetic energies
of the secondary electrons can be calculated via

E1 = 𝜖E𝛾 − mc2

and

E2 = E𝛾 − E1 − 2mc2.

Since the final state not only involves the sec-
ondary electrons but also a nucleus, the secondary

electrons’ directions of movement cannot be calcu-
lated in a straightforward manner from their kinetic
energies via energy and momentum conservation.18

Consequently,a sampling algorithm was implemented to
determine those directions. As suggested in the PENE-
LOPE manual,18 the polar angles 𝜃1 and 𝜃2 between
the electrons’ directions of movement and the pho-
ton’s velocity are sampled from "the leading term of the
expression obtained from high-energy theory18,36,37

P
(
cos cos 𝜃1,2

)
= a

(
1 − 𝛽1,2cos cos 𝜃1,2

)−2

with

𝛽1,2 =

√
E1,2(E1,2 + 2mc2)

E1,2 + mc2

where a is a normalization constant. Concerning the
azimuthal angles, no limitations have to be considered.
Consequently, they are chosen randomly from a uniform
distribution over [0, 2π) for both final state electrons.

2.4 Verification against FLUKA
calculations in water

To assess MRs accuracy concerning electron beam
calculations, MR generated simulation results were
compared against FLUKA predictions. During the veri-
fication process, all FLUKA simulations were executed
with kinetic energy thresholds of 0.1 and 0.033 MeV for
delta-ray production and bremsstrahlung, respectively.
For both MC engines, the electron transport threshold
was set to 0.1 MeV. For photons, a transport threshold
of 0.033 MeV was employed. The energy loss fraction
per step was limited to 5% during simulation setup.

To gauge the accuracy of the physical models imple-
mented within MR, considering continuous energy loss
processes and Multiple Coulomb Scattering, calcula-
tions were done for pencil-like electron beams with a
representative initial energy of 10 MeV incident on a
thin water slab. To that end, energy loss and deflection
angle distributions were computed with MR and FLUKA
for electrons exiting the water slab. To quantify the level
of agreement between MR and FLUKA, ratios between
the respective distributions were determined for each
distribution bin. In addition to that, relative differences
in mean energy loss and deflection angle values were
evaluated.

With the purpose of verifying the developed elec-
tron dose engine against FLUKA, integrated depth dose
(IDD) distributions and lateral dose profiles were gener-
ated for electrons with initial energies of 5 and 10 MeV
impinging on a voxelized water target. Since photon
interactions were implemented during the development
of the electron dose engine as well, the same was
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MONTERAY ELECTRON MODULE 7

done for photons as beam particles. The correspond-
ing results can be found in the supplementary material
(Figure S2) together with the scoring settings (Table
S2). To avoid boundary effects, the particles were gen-
erated within the water target at z = 0 cm with a primary
momentum directed along the z-axis for all simulations.
Pencil-like beams, that is, beams that originate from a
point-like source, were employed for electrons. As the
range of particles in water is dependent on their ini-
tial energy, the target and voxel dimensions were varied
with the particle energy. For 5 (10) MeV electron beam
a scoring volume of 10 × 10 × 4 cm3 (20 × 20 × 8
cm3) was used with voxel size of 0.05 × 0.05 × 0.025
cm3 (0.1 × 0.1 × 0.05 cm3). To quantify differences in
the dose distributions obtained with MR and FLUKA, the
global dose difference

Dd =
DMonteRay − DFLUKA

Dmax
FLUKA

was computed for each distribution bin.Besides that, the
therapeutic ranges, that is, the R80 depths (distal depth
at which the dose reached the 80% of the peak) were
calculated for electrons, using both MC engines.

2.5 Verification against FLUKA
calculations with heterogeneities

With the purpose of verifying the developed electron
dose engine against FLUKA in presence of hetero-
geneities, we have performed simulations using a
water phantom including lung (0.26 g/cm3) and bone
(1.58 g/cm3) inserts. The insert was a parallelepiped
of 1 × 1 × 1.8 cm3 (beam-eye view section: 1 × 1
cm2). A 10 MeV electron square field of 4 × 4 cm2

covering the insert was used as a beam. For both MC
engines,simulations have been performed using 108 pri-
mary electrons and the results expressed in Gy/primary
(dose-to-medium) were multiplied by 5–1010. A scor-
ing volume of 12 × 12 × 9 cm3 with a voxel size of
0.1 × 0.1 × 0.05 cm3 was used. To quantify the agree-
ment between MR and FLUKA, local 3D-γ analysis was
carried out using the python package pymedphys (ver-
sion 0.34.0) with a 1%/1 mm a criterion and a low dose
threshold of 5%.

For additional verification in heterogeneous condi-
tions, an anthropomorphic head phantom (Alderson
phantom Radiology Support Devices, Long Beach, CA,
USA) was used.The head phantom CT was translated in
a voxelized MR geometry as described previously.21–23

A 10 MeV electron square field of 8 × 8 cm2 was
used as a beam. For both MC engines, simulations have
been performed using 4–108 primary electrons and the
results expressed in Gy/primary (dose-to-medium) were
multiplied by 2–1011.Scoring was performed on the orig-

inal CT using native voxel size of 0.06 × 0.06 × 0.3 cm3.
To quantify the agreement between MR and FLUKA,
local 3D-γ passing rate was calculated with a 3%/2 mm
a criterion and a low dose threshold of 5%.

Initially, for both MC engines the transport and pro-
duction thresholds were kept the same as described in
Section 2.4. In order to additionally verify MR approx-
imations, FLUKA electron production and transport
thresholds were lowered to 10 keV for the set-ups with
lung and bone inserts.

2.6 Experimental verification

2.6.1 Experimental setup

Experimental data was taken using a Mobetron linear
electron accelerator5 in conjunction with PTW (Freiburg,
Germany) dosimetry equipment. The Mobetron acceler-
ator is a medical linear accelerator specifically designed
for applications in intraoperative electron beam therapy.
The accelerator used in the context of this work is a
modified version of the Mobetron, that provides two dif-
ferent dose rate modes.38 In addition to conventional
dose rates, the modified version is also able to gener-
ate ultra-high dose rates for research purposes. Within
the scope of this work, the Mobetron was exclusively
used in conventional mode with dose rates of approx-
imately 10 Gy per minute and a beam energy of 9 MeV.
For conventional dose rate settings, the accelerator gen-
erates electron pulses with a pulse width of 1.2 µs and a
pulse frequency of 30 Hz. As a detector, the PTW diode
E (Type 60017) was used. The sensitive volume of the
diode is disc-shaped with a lateral extent of 1 mm2 and
a thickness of 30 µm.

To characterize the dose distribution in a water
phantom (PTW MP3-XS), positioned directly after the
Mobetron head, a central axis depth dose curve as well
as multiple lateral dose profiles were obtained. Regard-
ing the depth dose curve, data points were collected
for depths in water ranging from 3 to 60 mm with a
distance of 1 mm between successive measurements.
As for the lateral profiles, six different depths in water
were investigated; 3, 10, 15, 20, 25, and 37 mm. Dose
measurements were taken for lateral positions spanning
from -60 to 60 mm at intervals of 1 mm.During the mea-
surements, the water phantom was positioned such that
the water surface was in contact with the distal end of
the Mobetron head.

2.6.2 Modeling of the Mobetron electron
linear accelerator head

To enable dose calculations for Mobetron generated
electron beams in MR, a beam model specific to the
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8 MONTERAY ELECTRON MODULE

F IGURE 1 Schematic visualization of the simplified Mobetron radiation head geometry, implemented within FLUKA.

accelerator head was integrated into the MC frame-
work through an external phase-space generated using
FLUKA.Based on geometry information provided by the
manufacturer, a simplified version of the radiation head
geometry was integrated into FLUKA simulations. Parti-
cle types, energies and velocities for all particles exiting
the radiation head were then extracted from FLUKA
during runtime.

A schematic visualization of the geometry employed
to generate the phase-space file is shown in Figure 1.
A dose chamber with gold-plated electrodes enables
beam monitoring during irradiation and multiple colli-
mators made of polyetherimide (𝜌 = 1.27 g/cm3) and
iron are used to focus the electron beam. The most
important components with regards to shaping the beam
are a scattering foil made of tantalum and a flat-
tening filter consisting of two disc-shaped aluminum
plates.

2.6.3 Benchmarks against dosimetric
data

To test the implemented beam model of the Mobe-
tron head and MR performances, dose distributions for
particles sampled from the phase-space file imping-
ing on a water phantom were generated with MR and
evaluated against the experimental data and FLUKA
simulations. During simulation setup, the energy thresh-
olds for particle transport, delta-ray production and
bremsstrahlung were set according to Section 2.4. The
energy loss fraction per step was limited to 1% for both
MC engines. With regards to the detector size, voxels
with dimensions of 1 × 1 × 1 mm3 were used to score
the deposited energy. To quantify differences between
the MC derived and measured dose distributions, the
global dose difference was employed. Moreover, ther-
apeutic ranges were calculated based on the MR
simulated, FLUKA generated and measured depth dose
curves.

3 RESULTS

3.1 Verification against FLUKA
calculations

3.1.1 Thin water slab calculations

Energy loss and deflection angle distributions were
simulated with MR and FLUKA for 10 MeV electrons
impinging on thin water slabs of 1 mm and 1 cm thick-
ness. To obtain the simulation results, 10 particle beams
with 105 primary particles each were used for all con-
figurations. In Figure 2, the results are shown for water
slabs of 1 mm (panels (a) and (c)) and 1 cm (panels
(b) and (d)) thickness. In general, the MR derived energy
loss and deflection angle distributions show good agree-
ment with the FLUKA generated data. After 1 mm of
water, the difference in the mean energy loss is within
the statistical uncertainties with 0.0 ± 1.5% (Figure 2a).
However, discrepancies between MR and FLUKA in the
angular distribution for intermediate deflection angles
(Figure 2b) lead to a difference of 2.7 ± 0.6% in 𝜃mean.
The MR generated simulation results after 1 cm of
water demonstrates an improved level of agreement
with the FLUKA generated data. The difference in the
mean energy loss value is close to zero (Figure 2c)
and the MR and FLUKA derived results are compatible
with each other considering the uncertainties (difference
of 0.3 ± 0.4% in 𝜃mean). Deviations between the MC
engines in the deflection angle are still noticeable. In
comparison to the simulation results after 1 mm of water
though,significant improvement concerning the discrep-
ancy in the mean deflection angle is found with a relative
difference of −1.7 ± 0.4%.

3.1.2 Water phantom calculations

IDD curves and lateral dose profiles were generated
for electron beams incident on a homogeneous water
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MONTERAY ELECTRON MODULE 9

F IGURE 2 Energy loss and deflection angle distributions of 10 MeV electrons after 1 mm and 1 cm of water. The simulations have been
performed 10 times using 105 primary electrons with MR and FLUKA. Panel (a): Energy loss distribution and corresponding ratio plot in the 99%
quantile after 1 mm of water. Panel (b): Energy loss distribution and corresponding ratio plot in the 99% quantile after 1 cm of water. Panel (c):
Deflection angle distribution and corresponding ratio plot in the 99% quantile after 1 mm of water. Panel (d): Deflection angle distribution and
corresponding ratio plot in the 99% quantile after 1 cm of water. MR, MonteRay.

phantom with MR and FLUKA. Two distinct initial parti-
cle energies were studied: 5 and 10 MeV. All presented
results are derived from simulations with 106 primary
particles.

In Figure 3a, the IDD curves obtained with MR and
FLUKA for incident electrons with an initial energy of
5 MeV are displayed. Figure 3b shows the correspond-
ing lateral profiles at the depth where the maximum dose
is obtained (R100), that is, at approximately 1.2 cm. The
results clearly demonstrate a high level of agreement
between the MR and FLUKA generated data. The dose
difference ranges from −0.9% to 1.5% in the depth dose
curve around a relative average absolute value of 0.5%.
The MR and FLUKA calculated therapeutic ranges (R80)
agree to within 0.01 mm. As for the lateral profiles, dose
differences vary between −0.5% and 1.6%,with a mean
difference of 0.2%.

In Figure 3c,d, the results for incident electron beams
with an initial energy of 10 MeV are shown. Again, the

lateral profile is displayed for the R100 depth, that is, at
approximately 2.8 cm. The dose differences are within
2.3% for all data points, varying between −1.1% and
1.0% for the depth dose curves and between −0.7% and
2.3% for the lateral profiles. The mean dose differences
are 0.3% and 0.2%, respectively. As for the therapeutic
range (R80), the MR derived value again agrees to within
0.01 mm to the FLUKA calculated counterpart. Statisti-
cal uncertainties are in the same order of magnitude for
MR and FLUKA and they are not visualized in the figure
as they are below 1%.

3.1.3 Calculations with heterogeneities

In Figure 4 (5),MR and FLUKA 2D dose distributions are
overlaid over the geometry consisting of a water tank
with a lung (bone) insert. The 10 MeV electron beam
(4 × 4 cm2 field) impinges from the left of the water tank.
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10 MONTERAY ELECTRON MODULE

F IGURE 3 MR and FLUKA generated IDD curves (left panels) and lateral dose profiles (right panels) with corresponding dose differences
in the lower panels for an electron pencil beam impinging on a water phantom with initial energies of 5 MeV (panel (a) and (b)) and 10 MeV
(panel (c) and (d)). The simulations have been performed using 106 primary electrons. As the statistical uncertainties are below 1%, they are not
reported in the figures. IDD, integrated depth dose.

Lateral profiles at the positions labeled with (A), (B), (C)
and depth-dose profile at position (D) are also shown.
MR and FLUKA are displayed with a solid and a dashed
line, respectively. The results clearly demonstrate a high
level of agreement between MR and FLUKA generated
data. The local gamma passing rates (1%/1 mm, 5%
cut-off) were 99.9% and 99.8% with the lung and bone
insert, respectively. Using lower electron production and
transport threshold of 10 keV in FLUKA compared to
100 keV as applied in all the FLUKA simulations here
presented had no impact on the gamma passing rates.

In Figure 6, MR and FLUKA 2D dose distributions
are overlaid on the CT of the anthropomorphic phan-
tom. The 10 MeV electron beam (8 × 8 cm2 field)
impinges from the right side of the phantom. Depth-
dose and lateral-dose profiles are shown at position
(A) and (B), respectively. MR and FLUKA are dis-
played with a solid and a dashed line, respectively.

The local gamma passing rate (3%/2 mm, 5% cut-off)
was 99.4%.

3.2 Experimental verification

3.2.1 Modeling of the Mobetron electron
linear accelerator head

The Mobetron incident electron beam parameters for
FLUKA have been tuned such that simulated dose dis-
tributions in the water phantom positioned directly after
the irradiation head match corresponding experimen-
tally measured dosimetric data. A rectangular energy
distribution with an energy spread of 1 MeV around a
mean value of 9.4 MeV and a gaussian beam profile in
the x and y direction with FWHM (full width at half max-
imum) = 0.1 cm was found to reproduce the measured
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MONTERAY ELECTRON MODULE 11

F IGURE 4 MR and FLUKA 2D dose distributions overlaid on the geometry: water tank with a lung insert. The 10 MeV electron beam
(4 × 4 cm2 field) impinges from the left side of the water tank as displayed with an arrow. Lateral profiles at the positions labeled with (A), (B),
(C) and depth-dose profile at position (D) are also shown. MR and FLUKA are displayed with a solid and a dashed line, respectively. The
simulations have been performed using 108 primary electrons. As the statistical uncertainties are below 1%, they are not reported in the figures.
MR, MonteRay.

dose distributions best. A detailed summary of the elec-
tron and photon phase-space calculated with FLUKA is
reported in the supplementary material (Figure S1).

3.2.2 Benchmarking against dosimetric
data

Dose distributions were generated with MR for par-
ticles sampled from the FLUKA-calculated Mobetron
phase-space incident on a voxelized water geometry.
The obtained results were then compared to FLUKA
simulated dose distributions and measured data. To
reach sufficiently low statistical uncertainties, 108 pri-
mary particles have been used to perform all MC
simulations.

In Figure 7, the measured central axis depth dose
distribution after the accelerator head as well as the
corresponding FLUKA and MR generated results are
shown. The MC derived dose curves were normalized
such that the area under each simulated curve corre-
sponds to the measured counterpart. In general, the
MC generated results are in good agreement with the
measured data.Dose differences within 3% for all inves-
tigated depths could be achieved. The average dose
differences between MR (FLUKA) and the measure-
ments were 1.3% (1.1%). Deviations between MR and
FLUKA are well within 1.5% for all investigated depths

and 0.6% on average. Therapeutic ranges (R80 depths),
calculated based on the MR simulated, FLUKA gener-
ated and measured depth dose distributions are 30.67,
30.29, and 30.26 mm, respectively.

In Figure 8, the measured lateral dose profiles as well
as the corresponding MC generated dose profiles are
visualized for different depths in water: 3, 10, 15, 20, 25,
and 37 mm. The presented results show a high level of
agreement between the measured and simulated dose
profiles. Dose differences between the simulated and
measured data points are within 3 % for > 99 % of all
data points for both MR and FLUKA. The discrepancies
between MR and FLUKA are within 1.5 % for 98.7 % of
the data points.

Measuring errors and statistical uncertainties are not
visualized in Figures 7 and 8 as they are below 1%.
As for the simulations, the statistical uncertainties on
the MR generated maximum dose values of the lateral
profiles, shown in Figure 8, are within 0.5% for all inves-
tigated depths. The statistical uncertainties for FLUKA
are in the same order of magnitude.

3.3 Efficiency and timing performance

To benchmark MRs performance in the context of
computing speed, end-to-end computing times were
compared to FLUKA runtimes for pencil-like electron
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12 MONTERAY ELECTRON MODULE

beams impinging on a sample geometry. In order to
acquire precise computation times, all simulations have
been performed 10 times with 106 primary particles.
Timing performance has been obtained by simulating 5
and 10 MeV electron beams on a water phantom of 20
× 20 × 20 cm3 with 0.2 cm cubic scoring grid.39 All simu-
lations were executed on a single core using an Intel(R)
Core(TM) i7-9700k processor. MR and FLUKA tracking
rate, reported in primary/s, are respectively 124.9–103

and 7.7–103 for 5 MeV electrons and 67.0–103 and
5.1–103 for 10 MeV electrons. MR speed-up factors are
about 16 and 13 for 5 and 10 MeV, respectively. Fol-
lowing Franciosini et al.39 we have computed the MC
simulation efficiency ∈= 1/(σ2T) where σ2 is the sim-
ulation variance and T is the time calculation required
to obtain this variance.40 For each simulation setup, we
computed the standard deviation σ of the maximum
dose value of the longitudinal dose profile calculated
on 10 independent MR and FLUKA runs of 106 elec-
trons. The found statistical uncertainties were 0.086%
(0.081%) for FLUKA 5(10) MeV and 0.085% (0.082%)
for MR 5(10) MeV electron beams. Since the statistical
uncertainties differ within about 1%, the efficiency com-
parisons are therefore equivalent to the calculation time
ones.

4 DISCUSSION

This work aims to present the development of an elec-
tron dose engine within MR, capable of estimating
also dose distributions for Mobetron generated electron
beams. The engine’s performance was tested in terms
of accuracy and simulation speed. Comparisons of
MR predictions against corresponding FLUKA calcula-
tions and experimental data confirm that the developed
engine can accurately simulate electron transport and
interactions.

For the thin target calculations presented in Figure 2,
differences between MR and FLUKA calculated mean
energy loss values are 0.15% on average. Deviations
of up to 2.4% from FLUKA simulations can be found in
the literature for other electron MC engines,tested under
similar conditions.39 The MR derived mean scatter-
ing angles differ from corresponding FLUKA simulated
values by up to −2.7 ± 0.6% for 10 MeV electrons
after 1 mm of water. Larger discrepancies of up to
5% from FLUKA simulations were reported previously
for other electron MC frameworks.39 However, from
the angular distributions displayed in Figure 2b it is
evident that the developed electron engine does not
accurately reproduce the number of particles with inter-
mediate scattering angles after 1 mm of water. This is
a result of the scattering angle distribution being mod-
eled via a piecewise-defined function consisting of a
small angle approximation and a large angle approxima-
tion. No distinct sub function is implemented to describe

intermediate scattering angles, resulting in noticeable
inaccuracies in the angular distribution of electrons
for thin layer thicknesses. These inaccuracies diminish
when the traversed particle path is significantly longer
than the MC step size. In that case, multiple single-step
scattering angles add up to a total deflection angle for
each particle, leading to a smoothed-out angular distri-
bution, as can be seen from the MR generated angular
distribution for 10 MeV electrons after 1 cm of water (see
Figure 2d.)

The most important physical quantity in the context of
radiation therapy is the deposited dose. The MR gener-
ated dose distributions for electron beams incident on
a water phantom, displayed in Figure 3, match corre-
sponding FLUKA calculated distributions within 2.3%,
which is comparable to verification results presented
previously for other electron MC engines.39 A toler-
ance of 3% in the global dose difference is currently
widely accepted as a clinical standard in the context of
radiation therapy applications.41 For 5 MeV electrons,
differences between MR and FLUKA generated depth
dose distributions are up to 1.5% while the simulation
results for 10 MeV electrons exhibit a maximum dose
difference of 1.0%.

Comparing MR and FLUKA predictions in presence of
heterogeneity (Figures 4–6) confirmed the soundness
of the models implemented in MR.A local gamma pass-
ing rate (3%/2 mm, low dose threshold of 5%) of 99.4%
was obtained when using anthropomorphic phantom
which is in line with the results of the other fast MC
codes.39

Differences between MR calculated and measured
dose values for Mobetron are below 3% for almost all
investigated positions within the water phantom. For
BEAMnrc42 simulations of IORT electron beams, com-
parable dose differences were reported previously.43

Optimizing the initial energy spectrum including a low
energy electron tail as suggested in Alhamada et al.44

could additionally improve the agreement with the
experimental data.

Differences between the MR derived and FLUKA sim-
ulated dose distributions for Mobetron are within 1.5%
for 98.8% of all data points,which reaffirms the accuracy
of the developed electron dose engine. Nonetheless,
the dose differences displayed in the lower panels of
Figure 8 clearly illustrate that the MC generated Mobe-
tron dose distributions systematically overestimate the
dose at distances of approximately 40 mm from the cen-
tral axis. Besides that, an underestimation of the dose
occurs for distances of around 20 mm from the central
axis. Those systematic errors could be due to the sim-
plifications made in modeling the Mobetron generated
radiation head and the initial beam distribution. How-
ever, it is important to notice that the impact of the slight
systematic dose deviations on the width of the dose
distributions is minimal.Deviations between the MC sim-
ulated and measured lateral dose profiles in terms of the
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MONTERAY ELECTRON MODULE 13

F IGURE 5 MR and FLUKA 2D dose distributions overlaid on the geometry: water tank with a bone insert. The 10 MeV electron beam
(4 × 4 cm2 field) impinges from the left side of the water tank as displayed with an arrow. Lateral profiles at the positions labeled with (A), (B),
(C) and depth-dose profile at position (D) are also shown. MR and FLUKA are displayed with a solid and a dashed line, respectively. The
simulations have been performed using 108 primary electrons. As the statistical uncertainties are below 1%, they are not reported in the figures.
MR, MonteRay.

FWHM are below 1 mm for all investigated depths and
below 0.1 mm at R50.

As the beam model in FLUKA and consequently the
phase space for MR was optimized to reproduce the
experimental data, the comparisons shown in Figures 7
and 8 represent only an initial validation of MR. Addi-
tional comparisons with experimental data obtained in
different conditions (different field size, source-to-skin
(patient) distance,etc..) are needed for a comprehensive
validation of MR for Mobetron.

Differences between the MC calculated and mea-
sured therapeutic ranges were determined, based on
the Mobetron generated depth dose distributions pre-
sented in Figure 7. For both MC engines, the respective
deviations are below 0.5 mm.

In contrast to depth dose distributions for pencil-like
electron beams, the depth dose profiles for Mobetron
generated beams in water exhibit no clear maximum.
Instead, a plateau-like high-dose region can be identi-
fied for depths in water below ∼ 25 mm.The same is true
for the lateral dose distributions within that high-dose
region. Here, relatively constant dose values can be
observed for distances below ∼20 mm from the central
axis. These features of the Mobetron dose distributions
are favorable for IORT and directly related to the char-
acteristics of the Mobetron phase-space visualized in
the Supplementary Material. The characteristics of the

Mobetron phase-space, in turn, are a result of beam
shaping and focusing mechanisms within the radiation
head. In that context, it is worth noting that only ∼17% of
the particles in the phase-space are photons. For con-
ventional non IORT electron accelerators,proportions of
up to ∼60% were reported in the literature.45,46

For dose calculations, general purpose MC frame-
works such as FLUKA are considered the gold
standard.20 However, in the context of radiation therapy,
and in particular of daily adaptive treatment, runtimes
are a limiting factor concerning clinical applicability. This
is why, besides accuracy, one of the main goals of the
MR framework is fast simulation performance.21–23 For
the newly developed electron engine, the runtime anal-
ysis results for electron beam calculations presented
in Section 3.3 show a reduction in computation times
by a factor of approximately 16 and 13 with respect to
FLUKA runtimes for 5 and 10 MeV electrons, respec-
tively. Even though parallel execution of MR simulations
on multiple cores is possible, just one core was used
to benchmark the engine against FLUKA. Reductions in
computation time by a factor of approximately 90 with
respect to FLUKA simulations executed on a single core
were reported recently for the GPU based MC electron
framework FRED for 10 MeV electron.39 For light ion
calculations, MR computation times were found to scale
linearly with the number of cores used.21,22 Therefore, it
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14 MONTERAY ELECTRON MODULE

F IGURE 6 MR and FLUKA 2D dose distributions overlaid on the CT of the anthropomorphic phantom. The 10 MeV electron beam
(8 × 8 cm2 field) impinges from the right side of the phantom as displayed with an arrow. Depth-dose and lateral-dose profiles are shown at
position (A) and (B), respectively. MR and FLUKA are displayed with a solid and a dashed line, respectively. The simulations have been
performed using 4–108 primary electrons. As the statistical uncertainties are below 1%, they are not reported in the figures. MR, MonteRay.

F IGURE 7 Experimentally measured percentage depth dose
distribution after the Mobetron head versus FLUKA and MR
generated results. The middle panel displays the dose differences
between the MC simulated distributions and the measured data. The
lower panel shows the dose differences between MR and FLUKA
generated results. The simulations have been performed using 108

primary particles. Measuring errors and statistical uncertainties are
below 1% and therefore not displayed. MC, MonteCarlo; MR,
MonteRay.

is reasonable to assume that running MR electron simu-
lations on 8 CPU cores would yield runtimes comparable
to those of FRED. The found MR speed-up factor is
mostly related to a simplified model for the multiples
scattering, energy loss straggling and a tuned transport
step-size approach.28 However, two of the major bottle-
necks concerning simulation speed are the scattering
and energy loss routines.Approximately 20% of the total
computation time for electron beam simulations using
10 MeV incident particles is spent on calculating con-
tinuous scattering angles. Sampling from the scattering
angle distribution is computationally costly, even though
approximations in favor of simulation speed have been
made (see ref. 22). This is because complex functions
have to be evaluated during runtime prior to calculat-
ing the scattering angle. Further approximations in the
scattering routine might lead to faster runtimes; how-
ever, they would also cause reduced accuracy. Another
∼20% of the total computation time is spent on cal-
culating the continuous energy loss, since a multi-step
sampling algorithm is employed to model energy loss
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MONTERAY ELECTRON MODULE 15

F IGURE 8 Experimentally measured percentage lateral dose distributions after the Mobetron head versus FLUKA and MR generated
results for different depths in water ranging from 3 mm (panel (a)) to 37 mm (panel (f)). The lower panels display the corresponding dose
differences. The simulations have been performed using 108 primary particles. Measuring errors and statistical uncertainties are below 1% and
therefore not displayed. MR, MonteRay.

fluctuations. The electron specific submodules do not
add significantly to the simulation time: the CPU time
spent in the bremsstrahlung, Møller and Compton rou-
tines corresponds to ∼2% of the total computation
time.

A future perspective for the developed electron engine
might be GPU acceleration, which has the potential to
substantially enhance runtimes. Also, an interface with
biophysical models9–11 to accurately predict pre-clinical

in vitro and in vivo experiments is possible. Integration
of dose-rate predictions are underway to enable FLASH
IORT calculations based on the Mobetron accelerator.

5 CONCLUSIONS

In the scope of this work, the existing fast MC frame-
work MR, designed for proton, helium ion, and carbon
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16 MONTERAY ELECTRON MODULE

ion dose calculations, was extended to allow for elec-
tron beam simulations. Besides electron and photon
interactions with matter, a beam model specific to the
Mobetron electron linear accelerator was incorporated
within MR to enable dose calculations for Mobetron
generated electron beams. To assess its accuracy and
performance, the developed electron dose engine was
extensively benchmarked against FLUKA calculations
and dosimetric data. Excellent agreement was found
for comparisons of MR generated dose distributions
against FLUKA calculations in water and in the presence
of heterogeneities. Similarly, good results, that is, dose
differences within ∼3%,were observed when evaluating
the MR simulations against the measured dose distribu-
tions. In terms of simulation speed, 13 times the speed
of FLUKA was attained for 10 MeV electrons.
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