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A B S T R A C T   

A time-dependent reaction-diffusion model was elaborated to better understand the dynamical growth of 
contamination on surfaces illuminated by an electron beam. The goal of this work was to fully describe the flow 
of hydrocarbon molecules, denoted as contaminants, and their polymerization in the irradiated area with the 
number of parameters reduced to a minimum necessary. It was considered that the diffusion process of con-
taminants is driven by the gradient of their surface density generated by the impact of a circular homogeneous 
electron beam. The contribution of the residual gas atmosphere in the instrument was described by the tendency 
to reestablish the initial equilibrium surface density of contaminants before irradiation. The four unknown pa-
rameters of the model, the electron interaction cross-section, the diffusion coefficient, the initial surface density 
of contaminants, and the frequency of the supply of contaminants from the residual gas atmosphere were 
determined by comparing the modeled contamination growth with experimental results. The experiments were 
designed such that the influence of the single parameters could be unequivocally separated. To follow the 
dynamical evolution of the system and to generate time-resolved distinct experimental data, successive 
contamination measurements were performed at short time intervals up to 20 min. The local height and shape of 
the grown contamination were quantified by evaluating high-angle annular dark-field (HAADF) scanning- 
transmission- electron-microcopy (STEM) image intensities and corresponding Monte-Carlo simulations. Our 
model also applies to nonhomogeneous initial conditions like the reduced local surface density of contaminants 
after previous beam-showering. The dynamic analyses of this process might provide hints regarding the relative 
size of the contaminant molecules and also indicate some measures for the reduction of contamination growth.   

1. Introduction 

In electron microscopy, carbonaceous contaminations deposited on 
the sample during electron beam irradiation degrade the quality of 
images. They aggravate structural and compositional analysis of the 
material and can lead to charging effects [1,2]. The formation of carbon 
contamination is documented for scanning electron microscopy (SEM) 
as well as for transmission electron microscopy (TEM) in several studies 
[1,3–11]. 

Contamination grows on irradiated surfaces and occurs for thin 
samples on both sides of the film if the electron beam can penetrate the 
material [12]. The contamination deposit is amorphous and carbona-
ceous but may also contain other elements, like hydrogen, oxygen, or 
nitrogen [7,10,13–15]. 

Contamination occurs if an electron beam with sufficiently high 
energy decomposes hydrocarbon molecules (denoted as contaminants in 
the following) on the sample surface and polymerizes them locally to 

contamination. Localized irradiation leads to a gradient in the concen-
tration of the contaminants and drives a diffusion process. Several au-
thors concluded that diffusion of surface contaminants is dominant 
[16–19]. Other models [20–22] consider an additional source of con-
taminants from the residual gas atmosphere in the instrument. Similarly, 
electron-beam-induced deposition (EBID) is modeled as surface diffu-
sion with an additional source of precursor reactants [23–25]. 

Polymerization of carbon-rich organic molecules on sample surfaces 
illuminated by an electron beam is a complex process and depends on 
many parameters and different physical mechanisms. Considering 
sources of contaminants requires the knowledge of the initial surface 
density of contaminants on the sample and in the instrument chamber, 
the residual gas composition, pressure, and temperature in the micro-
scope, as well as the adsorption and desorption frequency of the re-
actants [20,22]. The term that describes the interaction between 
electrons and contaminants (denoted as reaction term) implies the 
knowledge of the decomposition cross-section of the electron beam, 
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which depends on the electron energy, current density, and the type of 
contaminants [25,26]. Regarding the energy dependence, the decom-
position cross-section shows a maximum at around 100 eV [27], which 
implies that secondary electrons released close to the surface dominate 
the dissociation rather than the primary electrons with higher energies 
[17,25,28]. The dissociation process is also a function of the substrate 
temperature, determined by the heat dissipation of the beam [24–26,29, 
30]. Some authors additionally take into account the etching effect of 
the irradiating beam, which competes with the growth of contamination 
[24,25,30]. The mobility of the contaminants on surfaces depends on the 
diffusion constant, which is a function of temperature and the local heat 
dissipation of the electron beam [25]. This vast number of parameters, 
some of which are not accessible, others dispersed in a wide range of 
values or mutually dependent [18], complicates the validation of the 
models and the understanding of the contamination process. 

The growth of contamination is a dynamic process, generally 
described by time-dependent reaction-diffusion considerations. The 
model developed by Müller [20] describes the change of the area density 
of molecules on the surface N as a function of time t by the following 
differential equation: 

∂N
∂t

=
P

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πmkBT

√

⏟̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅⏟
adsorption

−
N
τ0⏟⏞⏞⏟

desorption

−
ξ(E0)⋅J

e
⋅N

⏟̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅⏟
reaction term

+ D⋅ΔN⏟̅̅⏞⏞̅̅⏟
diffusion

,
(1)  

with partial pressure P of contaminants, molecular mass m of the con-
taminants, Boltzmann constant kB, temperature T, residence time τ0 of 
molecules on the surface, primary electron energy E0, electron beam 
interaction cross-section ξ(E0) including decomposition and cross- 
linking of the contaminants and electron beam-driven desorption, 
electron beam current density J, electron charge e, diffusion constant D, 
and the Laplace operator Δ. 

Several theoretical models describe the process of beam-induced 
deposition, the challenge being to solve the time-dependent reaction- 
diffusion equation with consideration of an additional source of re-
actants. Müller [20] and Agmon [31] provided an analytical solution by 
assuming a steady-state equation ∂N

∂t = 0. Kanaya et al. [29] and Amman 
et al. [16] solved the time-dependent surface diffusion equation by 
considering a uniform reaction term within the illuminated area. 
Excluding an additional source of reactants, Rykaczewski et al. [17] 
solved the diffusion equation with a time-dependent reaction term by 
the finite difference method. In addition, Monte-Carlo (MC) methods are 
used to simulate electron-beam-induced deposition (EBID) processes 
[23,30,32,33]. 

There are also special techniques like beam-showering for sup-
pressing contamination, which cannot be treated in terms of statio-
narity. Beam-showering is a method to reduce the initial density of 
contaminants in a large area surrounding the region of interest [13,16, 
18,34]. The subsequent flow of contaminants through the depleted area 
depends on time and is governed by parameters like their surface 
diffusion coefficient. 

In this work, we describe the contamination process in a time- 
dependent surface diffusion model by unambiguous parameters, which 
are known or are determined by adjusting the simulation to experi-
mental results. To reduce the number of parameters, some of the indi-
vidual terms from Eq. (1) are merged into a single one. Several 
parameters, like beam energy and current, illuminated area, and elec-
tron beam exposure time are measured in our experimental setup. The 
unknown parameters are determined by comparing the predictions of 
the model with the results of experiments. Starting from typical values 
found in the literature, they are adjusted to fit the predicted contami-
nation thickness profiles to the measured ones. It is found that the 
diffusion coefficient, the beam reaction cross-section, the initial density 
of surface contaminants, and their adsorption frequency from the re-
sidual gas are independent parameters and can be determined in this 
way. We consider these parameters in our time-dependent surface 

diffusion model to describe the dynamics of contamination formation 
and to determine the flow of contaminants with different initial and 
boundary conditions. The resulting inhomogeneous reaction-diffusion 
equation is solved similarly to the calculations for the bio-heat equa-
tion of Giordano et al. [35] by the method of fundamental solutions in 
cylindrical coordinates. Results are calculated numerically for distinct 
time intervals. 

We have validated our model by experiments conducted in a scan-
ning electron microscope, where contamination was grown by illumi-
nating circular areas on thin carbon films with a homogeneous electron 
beam. The local thickness and morphology of contamination patterns 
were quantified similarly to the method described by Hugenschmidt 
et al. [18] by evaluating HAADF-STEM images and corresponding MC 
simulations. The parameters of our model were adjusted accordingly to 
obtain contamination thickness profiles in agreement with the 
experiments. 

2. Reaction-diffusion model for contamination growth 

2.1. Theoretical considerations 

Following the approach of Müller [20] and starting from Eq. (1), the 
evolution in time t of the surface density of contaminants N(r,t) on a 
locally illuminated surface is considered to be governed by the 2-dimen-
sional diffusion equation. Furthermore, the relative density of contam-
inants n = N/N0, normalized to the initial density N0 = N(t = 0) is 
introduced. The individual reactions of the irradiating electrons with the 
contaminants, like dissociation and desorption, are combined into a 
reaction-frequency parameter σ, similar to the reaction term in Eq. (1). 
Contributions of contaminants from the gaseous environment are 
considered by a source term η, which describes the adsorption frequency 
of contaminants from the residual gas. This jointly includes the contri-
bution of adsorption of contaminants from the partial gas pressure and 
residence time of the contaminants, explicitly contained in Eq. (1). 
Unlike the meaning of the two first terms in Eq. (1) and following Utke 
et al. [24] and Smith [23], it is assumed that the supply from the residual 
gas tends to replace the local deficit of contaminants on the sample 
surface and to restore the initial equilibrium density N/N0 = 1 before 
illumination, as expressed by η⋅(1 − n). 

With these terms, the reaction-diffusion equation writes: 

∂n
∂t

= D⋅Δn − σ⋅n + η⋅(1 − n) (2) 

D is the diffusion coefficient and Δ the Laplace operator in cylindrical 
coordinates for radial symmetry: 

Δ =
∂

∂r2 +
1
r
⋅
∂
∂r

(3) 

The reaction frequency σ of the electron beam relates to the number 
of secondary electrons generated in the illuminated area S = π⋅ R2 of 
radius R and the cross-section σc, for the reaction of the electrons with 
contaminants [17] and is given by: 

σ = σc⋅
j

eS
⋅2δE (4)  

j is the primary beam current, δE the secondary electron yield, and e =
1.6⋅10− 19 C the elementary charge. A factor of 2 is inserted here to ac-
count for secondary electron generation on both sides of the illuminated 
film. Unlike the reaction term in Eq. (1), here the dissociation of con-
taminants is related by σ explicitly to the generation of secondary 
electrons, which also includes the dependency on the primary electron 
beam energy. σc comprises in our model dissociation (leading to depo-
sition) and desorption of the contaminants and depends on the type of 
the contaminants [25,26]. 

With the notation γ = (σ +η) Eq. (2) rewrites in a more convenient 
form: 
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(
∂
∂t
− D⋅Δ+ γ

)

n(r, t) = η (5) 

Similar to Giordano et al. [35], we construct a solution of this 
equation by using Green’s formalism. 

The 2-dimensional fundamental solution U(r, r’,t, t’) of the equation 
(

∂
∂t

− D⋅Δ + γ
)

U(r, r’, t, t’) = δ(r − r’)δ(t − t’) (6)  

with a point source at r’ and t’ is 

U(r, r’, t, t’) =
δ(t − t’)

4πD⋅(t − t’)
e
−

{

(r− r’)2

4D(t− t’)
+ γ(t − t’)

}

= G(r, r’, t, t’)⋅e− γ(t− t’)

(7)  

where the Green’s function 

G(r, r’, t, t’) =
δ(t − t’)

4πD⋅(t − t’)
e
− (r− r’)2

4D(t− t’) (8)  

is a solution of the diffusion equation without reaction and sources/sinks 
(

∂
∂t

− D⋅Δ
)

G(r, r’, t, t’) = δ(r − r’)δ(t − t’). (9) 

For cylindrical coordinates, the Green’s function is given by 

G(r, rʹ, t, tʹ) =
δ(t − tʹ)

2D⋅(t − tʹ)
e−

r2+r 2́

4D(t− tʹ)⋅I0

(
rŕ

2D(t − tʹ)

)

(10)  

where I0 represents the modified Bessel function. 
The fundamental solution for the reaction-diffusion equation then 

writes: 

U(r, rʹ, t, tʹ) =
δ(t − tʹ)

2D⋅(t − tʹ)
e
−

{
r2+ŕ 2

4D(t− tʹ) + γ(t − tʹ)
}

⋅I0

(
rrʹ

2D(t − tʹ)

)

(11) 

With this fundamental solution, the initial conditions nʹ(rʹ)
= n(ŕ , tʹ= 0) and a source η, a solution of the reaction-diffusion equation 
(Eq. (2)) is constructed: 

n(r, t) =
∫∞

0

U(r, rʹ, t, tʹ=0)⋅nʹ(rʹ)⋅ŕ drʹ +
∫t

0

∫∞

0

U(r, rʹ, t, tʹ)⋅η⋅rʹdrʹdtʹ (12) 

The second integral represents the time integration of the source η: 

∫t

0

∫∞

0

U(r, rʹ, t, tʹ)⋅η⋅rʹdrʹdtʹ = η
∫t

0

∫∞

0

G(r, rʹ, t, tʹ)⋅e− γ(t− tʹ)⋅rʹdrʹdtʹ (13) 

The integral over time t’ of the product of a time-dependent Green’s 
function and the term e− γ(t− tʹ) represent the solution of the equation 

∂y
∂(t − tʹ)

= e− γ(t− tʹ) (14)  

yielding y = 1
γ (1 − e− γt) for t’=0. 

Thus, the solution of the time-dependent inhomogeneous reaction- 
diffusion equation (Eq. (2)) becomes: 

n(r, t) =

∫∞

0

G(r, rʹ, t)e− γt⋅nʹ(rʹ)⋅ŕ dŕ +
η
γ

∫∞

0

G(r, rʹ, t)⋅(1 − e− γt)⋅rʹdrʹ

=

∫∞

0

G(r, rʹ, t)⋅
(

η
γ
+

(

nʹ(rʹ) −
η
γ

)

e− γt
)

⋅rʹdŕ

(15)  

2.2. Numerical calculation of the reaction-diffusion equation 

We calculated the solution (Eq. (15)) of the reaction-diffusion 
equation (Eq. (2)) numerically by code written in Python [36]. The 
relative density of contaminants n(r, t) was determined for time intervals 
τ by applying beam reaction, residual gas supply, and the diffusion term 
on the local initial conditions ń (ŕ ). For the very first step, the initial 
conditions nʹ(ŕ , tʹ= 0) = 1 relate to N0 and represent the equilibrium 
surface density for a homogeneous initial distribution of the contami-
nants. The density of contaminants n(r, t) calculated after each time step 
then served as initial conditions for the subsequent step. The time evo-
lution of contaminants was tracked in this way for distinct time steps up 
to the total observation time corresponding to the experimental 
measurements. 

The examination of the experimental results shows that the beam 
reaction frequency σ is substantially larger than the adsorption 
frequency η from the residual gas. Also, for time intervals of τ =1 s the 
diffusion length is much smaller than the diameter of the illuminated 
area as shown in Section 4.2. Thus, for time intervals τ, which are suf-
ficiently small to consider only the beam reaction term in Eq. (2), the 
density of remaining contaminants after reacting with the beam after a 
time interval τ is given by nτ⋅e− στ as the solution of the equation 

∂n
∂τ = − σ⋅n. Then the density X of the contaminants which have been 

dissociated after the time τ due to the beam reaction is the difference 
between the initial and the remaining density 

X = nτ⋅(1 − e− στ), (16)  

where the surface density nτ of the contaminants was calculated by Eq. 
(15) for the considered time step τ . This relative density X relates via nτ 
to the initial surface density of contaminants N0. Assuming that all 
removed contaminants are polymerized, the contamination thickness tc 
was calculated by 

tc =
A

NA⋅ρ⋅XN0, (17)  

where we adopted the atomic mass A = 12 and the density ρ =1.6 g/cm3 

for pure carbon, in analogy to the results found by Hugenschmidt et al. 
[18]. NA is the Avogadro constant. 

Etching of contamination can be considered by reducing X in Eq. (17) 
accordingly by a factor (1 – be) < 1, where be is the fraction of 
contamination removed by the beam. However, be and N0 are interde-
pendent parameters and cannot be determined separately. For that 
reason, we used in this work only N0 as a parameter to adjust the 
simulated contamination profile to the experimental curve and neglec-
ted be. 

For the parameters of the model, a wide range of values can be found 
in the literature. For D, values between 10− 15 and 10− 6 m2/s are pub-
lished [17,18,28,32], and values between 0.5⋅10-20 m2 and 2⋅10− 20 m2 

are suggested for the beam reaction cross-section σc [18,26,37]. In our 
work, we determined these parameters by adjusting them to fit the 
measurements, starting with average values from the literature. It was 
shown that the diffusion coefficient and the beam reaction cross-section 
are independent parameters of our model. The residual gas acts as a 
source of contaminants, tending with the frequency η to restore the 
initial equilibrium density N0. We treated both η and N0 as independent 
fit parameters. 

To simulate experiments with preceding beam-showering, the 
reduced density of contaminants in a large surrounding was calculated 
with the corresponding parameters of the electron beam and the radius 
of the extended irradiated area. The remaining relative density of con-
taminants after beam-showering is then 0 < N/N0 < 1 and serves as the 
local initial condition for the subsequent contamination growth process. 

The time steps of the calculation were connected to the inverse of the 
largest frequency parameter of Eq. (2), which in the case of our exper-
iments with an illuminating beam of radius R ≈ 600 nm was the beam 
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reaction frequency σ = 1 s− 1 for typical values of σc = 10− 20 m2 [18,26, 
37], j = 112 pA and δE = 0.08 [38] from Eq. (4). The values for the 
adsorption frequency η ≈ 0.002 s− 1 found in our work were considerably 
lower. 

3. Experimental setup and evaluation of the measurements 

SEM contamination experiments were performed in a FEI DualBeam 
Strata 400S, equipped with an annular STEM detector. Smooth amor-
phous carbon films with a thickness of 10 nm were prepared as described 
by Hugenschmidt et al. [18], placed on a copper grid and used as sub-
strates for contamination growth. After inserting the grids, the mea-
surements were started as soon as the microscope chamber pressure 
reached ~ 5⋅10− 6 mbar. The electron beam fixed in the spot mode was 
defocused to illuminate the film homogeneously on a circular area 
mimicking TEM-illumination condition. Choosing an appropriate defo-
cus value at the working distance of 6.2 mm, irradiation patterns with 
radii of 0.6 and 7 µm were obtained. Due to instrumental uncertainties in 
the determination of the defocus, the radius of the illuminated regions 
can vary slightly from the intended value from one experiment to the 
other. The experimentally determined radii are used in the corre-
sponding simulations. As a consequence of the chosen illumination, 
ring-like contamination was obtained in concordance with previous 
work [20,39]. The circular contamination was grown by illuminating 
the carbon film for up to 20 min at the same spot in time sequences of 1 
min, each followed by an interruption of 28 s for imaging the contam-
ination in STEM mode. The extended illuminated area was chosen to 
distinguish the effect of the overall residual gas supply of contaminants 
from that of the localized contribution by diffusion. The long-term 
recording of contamination growth in relatively small time steps al-
lows to separate the impact of the distinct parametric frequencies of the 
model. 

For fast switching between defocused irradiation in spot mode and 
imaging in scanning mode, the corresponding instrumental settings like 
focus and dwell time were loaded from previously stored files. Both 
irradiation and imaging were performed at the electron energy of 20 keV 
and a current j = 112 pA, which was measured with a Faraday cup. Fig. 1 
shows HAADF-STEM images of ring-like contamination, grown after 
1 min and 10 min total irradiation time. 

In analogy to the work of Hugenschmidt et al. [18], the contami-
nation thickness was determined from HAADF-STEM images, acquired 
with the implemented STEM detector, which covers the scattering- 
range between 168 mrad and 617 mrad at a working distance of 6.2 
mm. From the intensity I in each image pixel, relative measured in-
tensities Irel = I− Ib

I0 − Ib 
were calculated by subtracting the black-level in-

tensity Ib, which is the intensity of the HAADF-STEM detector without 

exposure to electrons, and normalization with the intensity I0 of the 
incident electron beam. I0 was determined by directly scanning the 
HAADF segment of the STEM detector. 

The local contamination thicknesses were determined by comparing 
the relative experimental intensities Irel with equivalent simulated 
HAADF-STEM intensities Irel, sim and subsequent subtraction of the sub-
strate thickness. Values of Irel, sim were obtained by MC modeling of the 
electron transmission with a modified version of NISTMonte1.2 [40], 
considering the support film and the contamination to consist of pure 
carbon with a density of 1.63 g/cm3, as determined by Hugenschmidt 
et al. [18]. Thus, the HAADF-STEM images taken at distinct time in-
tervals were transformed into thickness maps and provided radial pro-
files of the contamination thickness as shown in Fig. 2. It was considered 
that mainly the primary beam generates secondary electrons, respon-
sible for the dissociation of contaminants, while the contribution of 
backscattered electrons from the very thin substrates can be neglected at 
the electron energy of 20 keV. Beam-broadening, possible backscattered 
electrons occurring from a thicker contamination ring, and occasional 
sample drift can lead to a broadening of the contamination ring at the 
border of the illuminated area. These effects were averaged by consid-
ering the radial line scans only in the area bounded by the maximum of 
the contamination rings, as shown in Fig. 2. 

Polymerization of contaminants during the effective imaging scans 
of 3 s between the irradiating cycles contributes only with a small 
constant greyscale offset to the images. Its influence is eliminated by 
subtracting the image background determined in the region outside of 
the contaminated area. 

Additionally, experiments of beam-showering were performed by 
irradiating a larger area with the electron beam and subsequently 

Fig. 1. HAADF-STEM images of ring-like contamination grown after (a) 1 min and (b) 10 min irradiation time respectively, with an electron beam current of 112 pA 
at 20 keV. 

Fig. 2. Temporal evolution of contamination growth. Experimentally measured 
contamination thickness tc as a function of the distance r from the center, after 
irradiating an area with radius R = 580 nm for 5, 10, and 20 min, in steps of 60 
s with interruptions of 28 s for image acquisition. 
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growing contamination in the center of this region. With a more pro-
nounced defocusing of the electron beam in the spot size mode, a cir-
cular area with a radius of 7 µm was illuminated for 1 min at 20 keV with 
a current of 3.4 nA before the contamination growth cycles. This pro-
cedure aims to reduce the density of mobile contaminants available for 
surface diffusion by polymerization. Immediately after the beam- 
showering, a contamination growth cycle was started in the center of 
the depleted area with a total illumination time of 20 min in steps of 1 
min interrupted for 28 s for imaging the sample in HAADF-STEM mode. 

The experiments resulted in contamination patterns of different 
shapes and local thicknesses and were used for the determination of the 
growth parameters by comparison with the prediction of our model. 

4. Results and discussion 

4.1. Parametric study based on the model 

Our model for reaction-diffusion-driven growth of contamination 
comprises several parameters. The energy and current of the electron 
beam, the size of the illuminated area, and the illumination time are 

known from the experimental setup. Other parameters like the diffusion 
coefficient D, the cross-section σc of the reaction with the electron beam, 
the supply frequency of contaminants from the vacuum η, and the initial 
density of surface contaminants N0 are to be determined. Additionally, a 
parameter be can be considered to account for the etching of contami-
nation and desorption of contamination by the illuminating beam. To 
distinguish the impact of these parameters on the shape and height of 
the calculated contamination thicknesses tc, each of them is varied 
around a typical value taken from the literature mentioned in the pre-
vious section. Similar to the experimental setup, it is considered in the 
simulations that a circular area with radius R = 620 nm is illuminated 
homogeneously for 20 cycles with 60 s per cycle and an electron beam of 
j = 112 pA at 20 keV, which corresponds to a current density of 93 
Am− 2. Between these steps, the simulations considered a period of 28 s 
of no irradiation, however, considering diffusion and adsorption of 
contaminants to mimic the time employed to image the experimental 
contaminated region. The short period of 3 s for imaging the contami-
nation pattern is neglected in the simulation of the contamination 
growth. This is justified by considering Fig. 1(a,b) which show a similar 
greylevel in the region outside of the irradiated region for the images 

Fig. 3. Impact of the model’s free parameters for a simulated total irradiation time of 20 min, in steps of 60 s with interruptions of 28 s for image acquisition. 
Contamination thickness tc as a function of the distance r from the center of the irradiated area shown for variations of (a) the diffusion coefficient D, (b) the 
adsorption frequency η of contaminants from the residual gas, and (c) the reaction frequency σ of the electron beam with the contaminants. The subfigures (a) – (c) 
show the simulated results for an etching ratio of be = 0 and an initial surface density of contaminants of N0 = 6⋅1019 m− 2 corresponding to a coverage with 0.75 nm 
thick pure carbon film (Eq. (17)). The influence of a variation in N0 is shown for be = 0 in (d), while the impact of the etching rate be on N0 = 6⋅1019 m− 2 is shown in 
(e). The contaminated area with a radius of 620 nm was considered to be illuminated homogeneously with a 20 keV electron beam with the current of j = 112 pA 
(except for (c), where the variation of σ implies the variation of j and σc). 
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taken after 1 and 10 min of illumination cycles. 
In the following, we discuss the influence of the free parameters of 

the model on the simulated contamination growth. Each parameter is 
varied accordingly, keeping all other parameter values constant at 
typical values from the literature (cf. Section 2.2). A value for η is not 
available and was determined by comparison of simulated and experi-
mented data (η = 0.002 s− 1) as shown in Section 4.2. We assume an 
initial surface density of contaminants of N0 = 6⋅1019 m− 2 correspond-
ing to a coverage with a 0.75 nm thick pure carbon film (Eq. (17)). Fig. 3 
shows the thickness of the grown contamination bounded by the radius 
of the irradiating beam for different values of each parameter. 

Already small variations of the diffusion coefficient around the value 
of D = 2⋅10− 15 m2s− 1 have an impact on the contamination thickness, as 
shown in Fig. 3(a). Higher D values lead to a more pronounced 
contamination growth and the shape of the radial distribution of the 
contamination changes. The most significant change in tc is visible close 
to the border of the irradiated area, whereas the influence of D is small in 
its center. This effect is attributed to the value of the diffusion length LD 

=
̅̅̅̅̅̅̅̅̅̅
2kDt

√
, where k = 2 is the dimensionality of the system and t is the 

diffusion time [41]. Larger D results in larger LD and more contaminants 
diffuse deeper into the irradiated area. For t = 1 s and D = 2⋅10− 15 

m2s− 1, the diffusion length LD is 89 nm. This is considerably smaller than 
the diameter of the irradiated area. Hence, the supply of contaminants 
by surface diffusion is notable only at the border of the illuminated disc. 

Increasing the supply of contaminants from the vacuum also in-
creases the contamination thickness as shown in Fig. 3(b). Unlike the 
influence of D, the variation of the adsorption frequency η adds a con-
stant offset to tc all over the illuminated area, without changing the slope 
of the radial contamination profile. For the values of η shown here, the 
residual gas will mostly reestablish the equilibrium surface density of 
contaminants in a time between 100 and 500 s. 

The influence of the cross-section σc for the reaction of the contam-
inants with the electron beam is analyzed by the arbitrary variation of 
the reaction frequency σ (Fig. 3(c)). Here, a distinctive change in the 
radial profile shape is found. Larger values of σ lead to steeper slopes at 
the edge of the irradiated area, while the thickness tc is lower in the inner 
region, resulting in a crossing of the curves. This behavior can be un-
derstood as follows: If σ is low, a smaller number of contaminants react 
in a given time. The remaining contaminants can diffuse to the center of 
the irradiated area and lead to higher tc. With larger σ, the irradiated 
area is depleted of contaminants, and diffusion can supply only the 
border region with new contaminants. 

The number of contaminants reacting with the beam after the time t 
is proportional to 1 − e− σt. For large σ (large σc or large beam currents j), 
all contaminants reaching the irradiated area are polymerized even for 
short illumination times. Thus, it is expected that saturation will occur 
for a sufficiently large σ. Indeed, the contamination thickness shown in 
Fig. 3(c) converges for the curves with σ = 2 s− 1 and 20 s− 1. A similar 
contamination growth experiment conducted by Hugenschmidt et al. 
[18] has shown that a current density j/A ~ 900 pA/μm2 leads to 
saturation of the contamination growth. Inserting this saturation beam 
current, the secondary electron yield δE = 0.08 [38] and σ = 2 s− 1 in Eq. 
(4) gives the expected minimum value of the reaction cross-section σc =

2.2⋅10− 21 m2. 
The value of the initial surface concentration of contaminants N0 

does not change the shape of the thickness profile and acts as a multi-
plicative term for tc as shown in Fig. 3(d). It is therefore distinguishable 
from the influence of the previously considered parameters. Contami-
nation etching by the illuminating beam with the ratio be would act 
similarly as a multiplicative term as shown in Fig. 3(e) for N0 = 6⋅1019 

m− 2. This contribution is expressed by a reduction of N0 by (1 – be)⋅N0 
and gives identical curves for corresponding values of be and N0 as 
shown by Fig. 3(d,e). In conclusion, N0 and the etching rate be are 
interdependent, and cannot be fitted separately. 

The results in Fig. 3(a-d) suggest that it is possible to separate the 

influence of D, η, σc, and N0 by distinguishing the typical shape and the 
local height of the contamination profile. Contamination profiles 
recorded for each time step in the experiment serve as distinct single 
measurements for comparison with the model predictions. Thus, all four 
values are determined unequivocally by comparing simulated with 
experimental results of contamination growth. Due to the interdepen-
dency of N0 and be, the latter is neglected and only the initial density of 
surface contaminants is considered in the following. 

4.2. Parameter determination by comparing simulations with 
experimental results 

The unknown parameters of the experimental setup described in 
Section 3 are determined by comparing simulated contamination 
growth with measured values of the test series. 

Fig. 4(a) shows the measured radial profiles of the contamination 
thickness for irradiation times of 5, 10, and 20 min (dashed lines) and 
the corresponding simulated values (continuous lines) A logarithmic 
plot is chosen to highlight the pronounced differences in the thickness 
profile. As discussed previously, the reaction cross-section σc determines 
the steepness and relative height of the contamination curves close to 
the border of the irradiated area and was adjusted in the first step to fit 
the characteristics of the measured profiles in this area. The diffusion 
coefficient D, which influences the inflow of contaminants from the 
border and the shape of the curves towards the inner region of the 
illuminated circle was fitted in a second step. Already small changes of D 
modify the width of the contamination profiles but keep their height at 
the circumference of the irradiation circle almost constant. The residual 
gas supply frequency η uniquely adds a constant value to the height of 
contamination all over the irradiation zone to all profile curves. Finally, 
the initial density of contaminants N0 is responsible for a multiplicative 
term, which affects the slope of all contamination profiles similarly and 

Fig. 4. (a) Experimentally measured (dashed line) and simulated (solid line) 
contamination thickness tc as a function of the distance r from the center, after 
irradiating an area with radius R = 640 nm for 5, 10, and 20 min with an 
electron beam of j = 112 pA at 20 keV. Fitting the simulations to the mea-
surements provided the parameters D = 2⋅ 10− 15 m2s− 1, σc = 2⋅ 10− 20 m2, η =
0.002 s− 1 and N0 = 4.5⋅1019 m-2. (b) Experimentally determined growth rate of 
contamination dtc/dt (dashed line) and simulated rate of the density of con-
taminants dn/dt (solid line) at the border of the irradiated circle with the radius 
R = 640 nm after each illumination cycle. 
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is adjusted last. Considering these characteristics one by one, the four 
parameters can be determined independently for each experiment. Due 
to the consecutive adjustment of the simulation parameters and the high 
number of measured curves only qualitative fits and comparisons are 
implemented. As mentioned before, most important for these qualitative 
fits is the region of the curves closer to the border of the illuminated area 
and the logarithmic plot should not lead to an overestimation of the 
inner region. Good agreement of simulation and experiment is found for 
the experimental results depicted in Fig. 4(a) by setting D = 2⋅ 10− 15 

m2s− 1, σc = 2⋅ 10− 20 m2, η = 0.002 s− 1 and N0 = 4.5⋅1019 m− 2. The 
relatively low value of the diffusion coefficient D indicates according to 
Hollenshead et al. [28] that the contaminants are relatively large, con-
sisting of a large number of atoms. This consideration is also emphasized 
by the high value of σc, corresponding to large dissociation cross-sections 
in the range found by Alman et al. [26]. 

Fig. 4(b) illustrates the experimentally determined rate dtc/dt of 
contamination growth and the change of the density of contaminants 
dn/dt at the border of the illuminated circle, which is calculated from the 
model with the parameters determined as before. Despite some oscil-
lations in the derivative dtc/dt caused by small variations of tc, the 
contamination growth rate tends to a constant value, approaching sta-
tionarity. This corresponds to a stationary flux of contaminants into the 
irradiated zone, as indicated by the simulated curve dn/dt converging to 
zero. Notably, stationarity is reached for this setup only after tens of 
minutes, which is a much larger time scale than most of the recordings in 
electron microscopy. 

4.3. Analysis of beam-showering for decreasing the density of 
contaminants 

The model described in this work also applies to experiments with 
beam-showering performed to reduce the initial density of contaminants 
within a specified area. Fig. 5(a) shows the reference measurements 
without any previous beam-showering and the corresponding simula-
tions of contamination growth after 5, 10, and 20 min irradiation in 
steps of 60 s with 28 s imaging time in between. A circle with a radius R 
= 620 nm was illuminated by a homogeneous electron beam with a 
current of j = 115 pA at 20 keV. The parameters of the reaction-diffusion 
process were determined as previously described by fitting the simula-
tion to the experimental results and are indicated in the caption of the 
figure. Fig. 5(b) shows the same experiment, but after beam-showering 
for 1 min an area with the radius Rshower = 7 µm with a beam current of 
3.4 nA, corresponding to a current density of 22 Am− 2 to reduce the 
contaminant density in this region. The model indicates that even with 
this relatively high beam current, the contaminants were not removed 
completely, a fact attributed to additional adsorption from the residual 
gas atmosphere in the instrument. The modeled beam-showering pro-
cess showed that at the beginning of the subsequent contamination 
growth measurements, 30 % of the initial density of contaminants still 
was present in the beam-showered area. The experiment for the 
contamination growth started then in the center of the showered area, 
like the preceding reference measurement. The parameters found for the 
reaction-diffusion process are indicated in the caption of the figure. 
Different from σc = 2⋅ 10− 20 m2 from the reference contamination 
growth, here the interaction cross-section had to be set to a smaller value 
σc = 7⋅10− 21 m2 to fit the lower maximum and the less steep shape of the 
contamination curves at the border of the illuminated area. This 
reduction of σc might be explained by a change in the type of reactants 
within the two parts of the experiment. In the case of the reference 
measurements, the reactants mainly stem from the surface of the sample 
and connect to the higher value of σc. Their density is then locally 
reduced by beam-showering leading to a more pronounced supply of 
contaminants from the residual gas of the instrument tending to rees-
tablish the initial equilibrium density of surface contaminants. The 
lower interaction cross-section adopted for this case could be a hint that 
the reactants from the residual gas are smaller than the initial surface 

reactants, in conformity with the findings of Alman et al. [26]. This is 
also consistent with the dynamics of the inflow of contaminants 
analyzed below but needs additional investigations due to the contri-
bution of further parameters. 

The contamination thickness after beam-showering is lower than in 
the reference case as shown by the comparison of the corresponding tc 
values in Fig. 5(a) and Fig. 5(b). The increased tc after beam showering 
in the inner part of the illuminated area is explained by the analysis 
shown in context with Fig. 3(c) where this result is also found for 
reduced values of σ. 

With the process parameters determined by reproducing the exper-
imental results, the model can be used to better understand the time 
dependence of contamination growth and the flow of contaminants after 
previously beam-showering a larger area around the illuminating beam. 
Fig. 6(a) shows the relative density of contaminants n after distinct time 
intervals of irradiating an area with the radius marked in gray. The 
irradiation time of 60 s and the imaging time of 28 s give the time in-
terval timg= 88 s used in this figure for different curves describing n after 
2, 5, 10, and 20 timg. The rise of the curves in the region with r < 7000 
nm by an offset similar to η⋅(1 − n) shows that the depleted region fills up 
with contaminants from the residual gas. The change of the curve’s 
gradient at around r = 7000 nm indicates the inflow from the 
unshowered area. Although the residual gas adsorption frequency is 
relatively low (η = 0.002 s− 1), this process dominates the contamination 
growth in the irradiated area (r < 640 nm) while the inflow from the 
outer unshowered regions does not reach this area during the considered 
time interval of 20 cycles. To better understand this process, no supply 
from the residual gas is assumed in the simulations by setting η = 0. Then 
the additive offset seen in Fig. 6(a) is suppressed and the diffusion of 
contaminants from outside of the showered area can be better 

Fig. 5. Experimentally measured (dashed line) and simulated (solid line) 
contamination thickness tc as a function of the distance r from the center, after 
irradiating an area with radius R = 620 nm for 5, 10, and 20 min. (a) Reference 
experiment without previous beam-showering. The simulated values were fitted 
to the experimental data by setting D = 2⋅ 10− 15 m2s− 1, η = 0.002 s− 1, 
σc = 2⋅ 10− 20 m2 and N0 = 6.5⋅1019 m− 2. (b) Measured and simulated tc after 
previous beam-showering an area with Rshower = 7 µm for 1 min with a current 
of 3.4 nA. The parameters of the subsequent contamination growth process 
were adjusted to D = 2⋅ 10− 15 m2s− 1, η = 0.002 s− 1, σc = 7⋅ 10− 21 m2, and a 
reduced initial density 0.3⋅N0 (N0 = 6.5⋅1019 m− 2) for the showered area to fit 
the experiments. 
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distinguished by the dominant change of the gradient of the curves in 
Fig. 6(b). The inflow from the unshowered area reaches the irradiated 
central area only at the end of the analysis period at t = 20 timg and less 
contamination grows due to the poorer supply of contaminants. 

It is concluded that beam-showering reduces the contamination 
growth if performed in a large area around the irradiated region and 
with a high current to immobilize the surface contaminants. However, 
the reduction would be much more efficient, if the contribution of 
contaminants from the vacuum is substantially reduced, as shown by the 
considerations regarding Fig. 6(b). 

5. Conclusions 

To better understand the dynamical growth of contamination on 
surfaces illuminated by an electron beam, a time-dependent reaction- 
diffusion model was elaborated, considering the polymerization of 
contaminants on the sample surface provided by surface diffusion and 
from the instrumental residual gas atmosphere. The corresponding 
equation was solved numerically and reproduces the flow of contami-
nants and their interaction with the electron beam at distinct time in-
tervals. This work aimed in particular to describe the beam-induced 
contamination growth by independent parameters and to reduce their 
number as much as possible. These parameters, which in general cannot 
be measured directly, were determined by comparing contamination 
experiments with the predictions of the model. The thickness and shape 
of the contamination patterns were determined at distinct time intervals 

by evaluating HAADF-STEM images taken at 20 keV and corresponding 
MC simulations. The unequivocal determination of the independent 
parameters resulted in D = 2⋅10− 15 m2s− 1 for the diffusion coefficient of 
the surface contaminants and a supply frequency of contaminants η =
0.002 s− 1 from the residual gas. The relatively low contribution from the 
vacuum shows that the main source of carbon contamination results 
from surface contaminants. Two values of 0.7⋅10− 20 and 2⋅10− 20 m2 

were determined for the beam reaction cross-section σc. The lower value 
obtained from the beam-showering experiments indicates that smaller 
molecules from the residual gas atmosphere mainly contribute to the 
contamination growth instead of the previously depleted larger surface 
contaminants. The initial equilibrium surface density of contaminants 
was determined to be N0 = 4⋅1019 – 6.5⋅1019 m-2. Etching of contami-
nation or desorption of contaminants by the beam can be included in the 
model but is interdependent with N0 and was therefore ignored in this 
work. 

The time dependency of the model allows the prediction of the flow 
of contaminants and the elaboration of measures for the reduction of 
contamination growth. It is shown that stationarity is reached for longer 
time intervals compared to typical imaging time scales in electron mi-
croscopy. For beam-showering, high current densities larger than 1 
nA/μm2 must be used to completely deplete initial surface contaminants 
in a large area around the subsequently irradiated region. This reduces 
the amount of contamination grown until the inflow of contaminants 
from outside of the depleted region reaches the irradiated area. A more 
pronounced reduction of contamination could be obtained by reducing 
the adsorption frequency of contaminants from the residual gas of the 
microscope, thus aiming for a better vacuum. 
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