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ABSTRACT
Understanding defining features of conspiracy narratives presents
a significant challenge. Existing research predominantly focuses on
online platforms as alternative information sources, overlooking
the self-reinforcing dynamics influencing content creators. This
study addresses this gap by investigating the role of prior cognitive
activation, specifically users’ engagement with conspiracy cues,
in facilitating cognitive accessibility to such content. Central to
our inquiry is the concept of activation burden, which refers to the
cognitive effort required for individuals to engage with conspiracy
narratives. We explore how features derived from evolutionary
psychology, such as pattern recognition, detecting groups, or threat
management, may contribute to the lowering of this activation bur-
den, thereby fostering continued engagement with conspiratorial
content.

To empirically examine these dynamics, we use data fromVoat.co
[26], a platform known for hosting de-platformed conspiracy-related
discussions, sharing similarities in structure with Reddit. To charac-
terize conspiracy content as multifaceted narratives, we investigate
the utility of instruction-tuned Large Language Models (LLMs) for
annotating text spans that represent various evolutionary facets of
conspiracy features (𝑁 = 3, 384, between 2014-06-20 and 2020-12-
23). Our findings highlight the self-reinforcing effects of cognitive
activation, indicating that users responding to pattern, secrecy and
threat show carry-over effects and persistence of these features.
The results could contribute to the understanding of antecedents
of conspiracy beliefs and platform moderation practices, enhanced
by LLM-annotation.
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1 INTRODUCTION
The social web has changed how people consume and discuss infor-
mation and form belief systems and opinions. Consuming informa-
tion on online platforms has been sped up and democratised, cir-
cumventing traditional gatekeepers like journalists [4]. This comes
at the expense of content accuracy, as social web platforms like
Twitter or Reddit prioritise user engagement over information accu-
racy [1]. Forming beliefs in such contexts is essentially influenced
by collective sensemaking [31]. [40] showed that trust in certain
information depends on the number of postings or retweets by
others active on the platform. Peer influence plays a vital role in
amplifying “fake news”, as people searching for social approval are
more likely to share information [40]. Collective sensemaking in
the form of common narratives is essential when official details on a
salient event are absent or ambiguous (see [4]). Conspiracy theories
are a form of collective sensemaking of salient events that reduce
complexity by overinterpreting malevolent, secret intentions of
powerful agents, bringing emotional relief to the individual [4, 36].
In the last decade, research sought to understand factors that might
predispose people to interpret cues as threatening, such as network
properties and cascade effects, individual differences in analytical
thinking, cognitive skills or interpersonal distrust [19, 31]. A large
body of research stressed the effect on those recipients exposed to
conspiracy ideation but, to a lesser extent, how those who express
such beliefs are affected by their behaviour (for self-reinforcement
of political beliefs, see [11]).

We cast a broader look at self-regulation in expressing online
conspiracy content and reacting to it. We focus on social web data
as a source of naturally occurring behaviour traces to study in-
dividual changes with high ecological validity. More specifically,
we study Voat.co, as this platform, which is similarly structured
to Reddit, played a vital role for individuals in self-disclosing and
spreading ideas after being de-platformed on other sides [26, 27].
On Voat.co, engaging with content with a low effort was done by
up-or-down voting or commenting, responding to an original sub-
mission [26]. By voting, commenting on, and submitting conspiracy
content, Voat.co represents a technological system to self-reinforce
users through feedback loops of observing, reacting, and engag-
ing with such content types. The present study investigates the
lagged relationship between engagement with conspiracy features
and posting behaviour longitudinally. By doing so, we emphasise
the potential of a vicious circle between observing the content
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and actively generating conspiracy content by engaging in low-
level reactive behaviour. Moreover, we investigate the suitability of
identifying conspiracy narratives by five evolutionary psychology
features.

The main contribution of the present paper is two-fold:

• We unobtrusively study the self-reinforcing cues for engage-
ment with conspiracy content and self-disclosure.

• We present a multi-label conspiracy dataset suitable for as-
sessing the multifaceted structure of conspiracy narratives,
as well as evaluating the efficacy of annotation practices
augmented by Large Language Models and their potential to
assist in moderation. The data (and prompts) can be retrieved
from: https://github.com/nika-akin/LLMs-and-conspiracy-
beliefs

2 RELATEDWORK
Impactful events (e.g., epidemics, natural disasters, economic crises,
or terror attacks) are routinely echoed by behaviour on the social
web [25, 33]. Besides expressing variants of affective reactions (e.g.,
empathy, worries, anger), a different type of response is expressing
conspiracy theories that mainly thrive in uncertain crises and emo-
tional shock [34]. In the context of uncertainty, caveats to the social
web are the propagation of false information (intentionally or un-
intentionally), the generation of click baits (i.e., attention-seeking,
exaggerated headlines), the self-reinforcement of conspiratorial
clusters, or, taken further, the expression of pro-violence attitudes
(i.e., political radicalisation) [15]. This increases the importance
of research not only concerned with manifestations of different
conspiracy beliefs but also investigating how individuals evolve
to hold such beliefs and the role of motivational factors that lead
to different self-expression types [31]. Motives for self-disclosure
might range frommaintaining a consistent self in the wake of social
pressure or observing one’s behaviour and self-constraining oneself
to maintaining a consistent self [11]. Research so far has focused
on established canonical conspiracy narratives based on top-down
established motifs (e.g., the claimed governmental staging of the
9/11 terror attack) and argumentative styles (such as dogmatic
epistemology) (see [2]). Hence, a considerable proportion of the
literature is concerned with fact-checking efforts or establishing
degrees of biases and political orientation of websites, which have
shown limited effectiveness in curbing misinformation [24].

We address this bias of ex-ante defining known themes by draw-
ing on the evolutionary framework by [39]. Based on the frame-
work, conspiracy beliefs can be defined in the context of the human
evolutionary adaptation tomanage threats, detect secret, harmful al-
liances that pursue malicious motives, or recognise causal patterns
which are essential for survival and learning [39]. In the context of
conspiracy beliefs, these mechanisms have become dysfunctional.
People overreact to cues that indicate secrecy (attempts to mislead
and cover-up), powerful actors (a collective, individuals, institu-
tions, personified entities), a causal pattern (connecting events or
observations to an integrated whole), an evil motive or intent of an
action, and a threat (a criminal event or danger of systemic harm)
(see [12, 39]) (see Figure 1). They further fail to serve the epistemic
(need to understand), existential (need for control) or social needs
of the individuals [12, 39]. Elements like compensating for losing

control [12] can be transferred to online platforms when the prob-
ability of encountering divergent facts is reduced even more as
individuals self-reinforce previous opinions. Regarding the process
of conspiracy theorising, different degrees of self-reinforcement
can be differentiated.

2.1 Self-Reinforcement of Conspiracy Beliefs
Our researchmodel for understanding self-expressions on Voat.co is
based on premises derived from volitional theory and self-regulation
theory (e.g., [23]). Initialising actions requires volitional effort—that
is, investment of cognitive resources such as attention—and actions
vary about this initialisation effort depending on their degree of
routine and automatisation, attentional focus (vs. distraction or
active avoidance of stimuli) or emotional processes involved (e.g.,
anger or enthusiasm) [3, 35]. By drawing on a volitional perspective,
radicalisation processes can be regarded as a stepwise process, each
step reducing volitional barriers to engaging further—either by in-
creasing attention to the issue in question, avoiding information not
fitting with a narrative (e.g., counter-information), increasing the
emotional intensity, or developing routines with lower-intensity
activities.

Applying this theoretical process to Voat.co’s users allows to
conceptualise comments, upvotes and downvotes as a low(er) effort
activity and self-initialized submissions as a high(er) effort activity:
in order to post a submission a specific number of upvotes by other
users is required [26] and hence require more effort to deliberate
and initialise the behaviour and not simply react to the content
provided by other persons. A further implication of the presented
theoretical perspective is that behaviour with a threatening cue can
initialise a feedback loop and, thus, contribute to a vicious cycle.
By threatening cues the person becomes further preoccupied with
content, leading to an increased awareness of information provided
by others of interest [31]. Likewise, based on traditional cognitive
dissonance theory [14], it can be assumed that the person will
more actively search for behaviour-fitting information and avoid
contrasting information to prevent dissonance. This tendency to
uphold and reaffirm prior beliefs leads to conspiracy-related content
being more accessible, which will lower the necessary initialisation
effort to produce different features of conspiracies [23, 35]. Based
on these theoretical considerations, we formulate the following
research questions:

RQ 1: Do specific features of conspiracy content (threat, secrecy,
action, actor, or pattern) longitudinally reinforce themselves?

RQ 2: Do conspiracy features facilitate engagement, such as
submissions, comments or votes of various intialization effort?

3 METHOD
3.1 Sample
We use a dataset from Voat.co covering the whole period from 2014
until 2020 that has been collected and made accessible by Mekacher
and Papasavva [26]. The data set has been used to research the
deplatforming effects of Reddit and migration to Voat.co and re-
sultant community engagement and behaviour changes [27]. In
the realms of these data, work has shown that conspiracy narra-
tives gain importance in less moderated platforms [20], making
the analysis of individual trajectories relevant. For annotation of
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the evolutionary conspiracy features, we randomly sampled sub-
missions and comments from subverses (comparable to subreddits)
that are presumably more conspiracy-related (𝑁 = 1, 880): /v/anon,
/v/Conspiracy, /v/GreatAwakening, /v/pizzagate, and /v/theredpill.
Moreover, more non-conspiracy-related subverses (𝑁 = 1, 504)
were sampled as well such as: /v/gaming, /v/news, /v/Science, or
/v/Showerthoughts. Inclusion criteria involved (i) text length (min.
100 characters); (ii) distinct (text) body; (iii) excluding embedded
links/external references.

3.2 Conspiracy Feature Annotation
In order to address the intricate problem of multi-label classification
with the Voat.co dataset 𝑁 = 3, 384, we used OpenAI’s GPT-3.5-
turbo function calls with a temperature of 0.01 to annotate text
spans of the five features indicative for conspiracy narratives (ac-
tion, actor, threat, pattern, secrecy) (see Figure 1). This comprised
three subtasks for each posting, (i) a binary labeling of the presence
of each conspiracy feature, (ii) the text span detection of potentially
overlapping labels, (iii) a binary label of the overall conspiracy-
relatedness of the posting. Labeling was done based zero-shot in-
structions that explain each feature and discriminate it from each
other. Prompt engineering was oriented at the best practices of
[41] in, for instance, providing precise instructions after first intro-
ducing a context for each feature and developing prompts. Further,

Figure 1: Example of a 5-class multi-label annotation of evo-
lutionary conspiracy text spans (action, actor, pattern, threat,
secrecy) with GPT-3.5

we conducted a 5-class multi-label classification using BERT (bert-
base-cased), implemented with PyTorch Lightning to understand
the usefulness of the conspiracy features for identifying conspiracy
narratives. The model was fine-tuned using a linear classifier and
trained with BCEWithLogitsLoss for 15 epochs, a learning rate of
2𝑒 − 05 and a batchsize of 32.

3.3 Modelling Dynamics with Multilevel VAR
Models

We employed multilevel VAR (vector autoregressive) models. VAR
models belong to the broader class of autoregressive (AR) mod-
els, which have a long tradition in longitudinal research. While
prominent forms such as the cross-lagged panel model [32], the
random-intercept cross-lagged panel model [17] or combinations
with growth curve models [6] are focused on a limited number

of waves, VAR models extend the framework to time series with
many (𝑇 > 40) waves. While the historical VAR models focus on a
single time series of two variables based on 𝑁 = 1, multilevel VAR
models present a statistical framework for a nested sample of units.
Briefly, a VAR model allows regressing a variable on former mea-
sures of a supposed cause. The model enables cross-lagged effects
of both variables and is, thus, suited for the research question on
feedback loops [18]. Furthermore, the model allows exploring the
number of lags necessary for a variable to affect the other (and vice
versa). From a causal perspective, VAR models represent “Granger
causality” estimates [16], which are the estimated predictive effects
while controlling for prior states of the dependent variable (i.e., the
autoregression).

The model delivers within-person lagged regression coefficients,
which inform about the within-person stability of the respective
outcome (e.g., threat) in the form of an autoregressive parameter
and the target cross-lagged effect. These are of substantial value
as potential trait-like person-level confounding (e.g., due to per-
sonality) can be ruled out (“using the person as his or her control”,
[5] p. 71). Moreover, within-person contemporaneous relations re-
flect within-person partial correlation coefficients after adjusting
for all autoregressive and cross-lagged effects. As such, these are
correlations among the residuals of the variables after accounting
for temporal effects. As within-person fixed parameters, they con-
cern an average person’s covariations of the residuals across time
that may reflect the consequence of time-varying confounders or
lagged effects that occur on a substantially smaller scale as the
measured lag (in our case, three days). While these parameters con-
cern fixed effects (i.e., effects for the average person), the mlVAR
model also delivers random effects (standard deviations of the esti-
mated within-person effects and relationship), allowing to evaluate
interindividual differences in the effects and relationship.

We fitted competingmultilevel autoregressive models with differ-
ent temporal lags (lags 1-3). The optimal lag was evaluated using the
Bayesian Information Criterion (BIC) [7], for which a lag 3 model
showed the lowest BIC values for all variables in comparison.

4 RESULTS
In order to understand if the five features derived from evolutionary
psychology are sufficient, we estimated a logistic regression of the
labeled data set for the odds of being a conspiracy as defined by
ChatGPT. The results indicate at least four evolutionary conspir-
acy features associated with the odds (𝑂𝑅) of a conspiracy and,
hence, an overlap with the annotated ChatGPT notion of conspir-
acies. Notably, threat (𝑂𝑅 = 3.21 [95% 𝐶𝐼 = 2.45 − 4.21]), pattern
(𝑂𝑅 = 11.44 [95% 𝐶𝐼 = 9.13 − 14.40]), secrecy (𝑂𝑅 = 15.15 [95%
𝐶𝐼 = 10.30 − 22.83]) and actor (𝑂𝑅 = 5.35 [95% 𝐶𝐼 = 3.47 − 8.54])
significantly increased the likelihood of the conspiracy label for
a post (all 𝑝 < 2𝑒 − 16). Conversely, action did not significantly
influence the conspiracy notion (𝑂𝑅 = 0.95, [95% 𝐶𝐼 = 0.74 − 1.22],
𝑝 = 0.7). This could suggest that the instructional design for this
feature may not be robust enough to clearly distinguish it from
non-conspiracy content.

The results of the multi-label classification model point toward
a similar direction. We show the performance for each conspir-
acy class, alongside aggregated measures across classes in Table
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1. Notably, classes such as secrecy demonstrate high precision and
recall scores resulting in an F1-score of 0.86. This suggests that
the associated features are distinct and easily recognizable by the
model. Similarly, for the threat class the model demonstrates a
balanced performance, indicating that the model reliably captures
instances labeled as threat while minimizing false positives. Re-
garding the pattern class, while the model achieves relatively high
recall (0.82), indicating minimizing the number of instances missed
(false negatives) the lower precision score (0.63) suggests a higher
inclusiveness of false positives for the pattern class. In contrast,
the action class shows a relatively low precision and recall score,
indicating that while the model correctly identifies a substantial
portion of instances labeled as actionwith moderate precision (54%),
it tends to miss some relevant instances, resulting in a lower recall
rate (41%). Therefore, model predictions are conservative, capturing
only those instances where the model is highly confident, while
potentially overlooking other instances that may also belong to the
class due to the ambiguity or variability in features associated with
this class. Lastly, regarding the actor class, with modest precision
score of 0.51 and a recall of 0.65, the model indicates a higher ten-
dency for false positives. Overall, the micro-average F1-score across
all classes is 0.74, indicating a moderate balanced performance of
the model across all classes.

Table 1: Multi-label results of the BERT classification model

Precision Recall F1-score
Pattern 0.63 0.82 0.71
Secrecy 0.77 0.97 0.86
Threat 0.68 0.70 0.69
Action 0.54 0.41 0.47
Actor 0.51 0.65 0.57
Micro avg 0.68 0.81 0.74
Macro avg 0.63 0.71 0.66
Weighted avg 0.67 0.81 0.73
Samples avg 0.57 0.60 0.55

These results underscore the need for further refinement and
investigation, particularly in improving the model’s performance
on categories with lower precision and recall values, such as action
or actor.

4.1 Temporal Dynamics of Conspiracy Features
The estimated temporal lagged effects showed the significance of
self-reinforcing conspiracy features. Regarding RQ1, we estimated
fixed effects and random effects for the within-person autoregres-
sive and lagged effects. This shows a significant positive autore-
gressive effects (𝜌) for pattern, threat, and secrecy (𝜌pattern = .263,
𝑝 < .001, 𝜌threat = .087, 𝑝 < .001, 𝜌secrecy = .148, 𝑝 < .001), re-
spectively, indicating a carry-over effect and persistence of these
features for a three-day period. Furthermore, there were signif-
icant cross-lagged effects for both variables pattern and secrecy
(𝛽pattern = .236, 𝑝 < .001, and 𝛽secrecy = .178, 𝑝 < .001), indicating
that pattern predicted secrecy after three days and vice versa.

Regarding RQ2, the link between conspiracy features and user
engagement cannot be established. Although, weak positive cross-
lagged effects for secrecy and upvotes might suggest this low ini-
tialization effort (𝛽secrecy = .067, 𝑝 = .017, the effect for threat and
comments is negative (𝛽threat = .068, 𝑝 = .013 suggesting that threat
decreases the number of comments.

The standard deviations of the autoregressive coefficients and
cross-lagged effects were low, suggesting little variation of these
parameters across subjects. When controlling for the temporal
effects, the correlations of the residuals for threat and pattern were
positive and significant (𝑟 = .653, 𝑝 < .001). Thus, threat and
pattern co-occur simultaneously within the same measurement
time (short-term temporal patterns), possibly reflecting additional
processes faster than the specified lag-3 or due to co-occurring
confounders.

5 CONCLUSION
This study investigated the temporal ordering of intraindividual
differences in reacting to and producing conspiracy features. The
results of our multilevel VARmodel suggest a feedback loop of some
conspiracy features such as pattern, threat and secrecy. Sustained
and short-term dynamics of users can be differentiated from the
results. On the one hand, from a sustained perspective, the within-
person autoregressive effects indicate that features such as threat
or pattern persist once they are initiated. In addition, we found a
three-day feedback loop by estimating cross-lagged effects while
controlling for the prior state of the dependent variable. On the
other hand, the contemporaneous relations also showed a signifi-
cant positive correlation for most conspiracy features, indicating
either fast causal processes or omitted confounders [13, 21]. Yet, a
direct link to facilitated user posting by individual features could
not be established. These findings underscore the importance of
reinforcing evolutionary psychology cues, such as pattern recogni-
tion and threat management, which are relevant in various contexts,
including platform moderation.

In the realm of misinformation spread, it has been shown that
users might divert attention to something other than the content’s
accuracy [30]. As social web platforms filter and suggest content
based on previous user search history or preferences, further rein-
forcement opportunities for individuals are constituted to increase
engagement. The role of algorithmic biases toward a particular
content selection and repetition of content is one of the keys to
lowering volitional barriers to persuasion [38]. Not only a repeti-
tion of information sources but also the repetition of the behaviour
of social others might be causally relevant for the observed self-
reinforcement loops. Experimental evidence from [9] found that a
social reinforcement component contributes to behaviour travelling
faster in networks. Besides content and social features, individual
self-reinforcement, as a product of attentional biases, frames the
reinforcement feedback loops of conspiracy content that might
harden pre-existing beliefs (see [22]). One instantiation is confir-
mation bias if people seek information that reaffirms their prior
beliefs to sustain congruence [22]. One relevant factor for lowering
volitional barriers is the emotional valence of conspiracy content, as
using emotional language increases the probability of contagion in
social media contexts [8]. These contexts demonstrate the difficulty
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of moderation practices, correcting or removing content, block-
ing users, or debunking conspiracy content [10]. On the one hand,
users overstate their confidence in the accuracy of their information
[29]. Hence, corrections might backfire and even further harden
the opinions believed to be accurate (conspiracy believers resist
contrary evidence and migrate to other platforms that further foster
isolation) [10]. On the other hand, debunking attempts are usually
short-lived, and individuals tend to revert to the old behaviour, as
our results suggest the short-lived nature of self-reinforcement in
the online context. This renders top-down moderation attempts as
interventions too coarse-grained. The importance of the credibility
of peers in the online sphere seems much more promising. A first
initiative would be to mark information as credible by peers before
sharing content. This connects to our research results, as the im-
portance of significant others to lower thresholds might play a role
in processing threatening cues within this evolutionary psychology
processing framework.

5.1 Limitations
In the realm of multilevel VAR models, [28] emphasize the chal-
lenge of causal inference owing to time-varying confounding vari-
ables. These lagged effect confounders may be for example (i) the
degree of media exposure to political or social events, (ii) signifi-
cant life events experienced by individuals, or (iii) fluctuations in
psychological states, including stress and depression. This under-
scores a limitation in our study: the restricted number of covari-
ates available to capture nuances of psychological dispositions. To
enhance our understanding of individual variability, future inves-
tigations should consider incorporating additional covariates and
quasi-experimental studies.

The potential impact of employing large language models to aug-
ment crowd worker labeling tasks related to conspiracy features
requires exploration, similar to investigations conducted on large-
scale dataset labeling [41]. Previous studies have demonstrated the
efficacy of ChatGPT in tasks involving explanations [41]. Impor-
tantly, experts in the domain should validate the adequacy of the
five features for annotating conspiracy content, as well as assess
the validity of LLMs in labeling overarching conspiracy theories
as there my be ostensible biases due to the dataset used [37]. This
validation is essential for constructing both a general and specific
dataset, facilitating the identification of multifaceted conspiracy
narratives. Additionally, the data labeling process could be itera-
tively expanded with human annotators integrated in an active
learning cycle ([41]).
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