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Introduction

Projects Overview

DiversityScanner 4K

• Enhanced Speed and Efficiency: Utilizing robotics and AI, the DiversityScanner 4K 

rapidly evaluates insect trap samples.

• Precision Classification: High-resolution imaging and deep learning techniques 

ensure accurate classification of specimens at the family and species levels.

• Robotic Automation: Streamlined processes with robotic arms and an automated 

syringe pump for sorting specimens into a 96-well microplate.

• Robust Data Collection: Generates a comprehensive dataset for machine learning, 

with the goal of identifying 5,000 species without sequencing.
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• Algorithm: Based on 

Convolutional Neural 

Networks (CNNs).

• Classification: Identifies 

63 species + "Others" 

category.

• Accuracy: Overall 

classification accuracy of 

91%.

• Scalability: Increasing 

the number of classes 

with new data.

• Goal: Aims to identify up 

to 5,000 species.

Diversity Scanner Workflow
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