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A B S T R A C T

We conduct carrier-phase direct numerical simulations (CP-DNS) to investigate the ignition of iron particles
in homogeneous isotropic turbulence, and characterize the connection between particle clustering and particle
ignition. A pseudo-spectral reacting multiphase flow solver using a low Mach number approximation is
employed. It features an established point-particle sub-model for reacting iron particles and describes the
mass, heat and momentum transfer across the particle boundary layers in a two-way coupled regime. Within
this setup, we perform a series of simulations covering a broad range of Reynolds and Stokes numbers.
The results confirm the well-known observation from incompressible dispersed multiphase flows that particle
clustering is most pronounced for particle clouds with Stokes numbers of order one. Here, strong particle
clustering additionally facilitates the earlier ignition of heterogeneously burning iron particles. This is because
groups of neighboring particles locally deposit more heat per volume than a single isolated particle, thus
more strongly increasing the local fluid temperature and shifting particle reactions from kinetically-limited to
diffusion-limited particle conversion. A Voronoi tessellation analysis shows that the particles packed together
in clusters tend to ignite first, even for small Stokes numbers, at which clustering is less prominent. An increase
in Reynolds number reduces the ignition delay times, especially for high Stokes numbers, since particles with
higher inertia are more sensitive to the larger scales of the turbulent motion. The present findings are of
practical importance for the design and flame stabilization mechanisms in future iron combustion burners.
1. Introduction

The growing energy demand driven by global industrial expansion,
coupled with the adverse environmental effects of conventional fossil
fuels, necessitates a shift towards large-scale renewable energy pro-
duction. Globally, in 2021 only 17.7% of primary energy was derived
from non-fossil sources [1], and many countries in e.g. central Europe
heavily rely on energy imports due to geographical limitations on
the potential for renewable energy. A promising concept for storing
and transporting renewable energy is based on metal fuels. The key
idea consists of a metal oxidation/reduction cycle, in which solar or
wind energy is used to reduce e.g. pulverized iron oxide [2]. The
resulting iron powder can be stored and safely transported over long
distances [3]. Later, the iron is burned with air to release thermal
energy which can be used for electricity generation in refitted coal
power plants [4]. The iron combustion process is expected to be similar
to the thermal conversion of conventional liquid or solid hydrocar-
bon fuels which are burned in a turbulent environment for increased
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efficiency. However, different from spray or coal combustion, where
major parts of the fuel first evaporate or devolatilize and then burn
in the gas phase, the reaction from iron to iron oxide mostly occurs
heterogeneously. The mechanism of evaporation, which is essential for
hydrocarbon combustion, is not as relevant for iron [5,6]. Therefore,
even though particle or droplet combustion under turbulent flow con-
ditions has been studied for hydrocarbon fuels [7–9], the behavior of
coal and biomass in turbulent flows does not directly compare to iron
combustion.

Several experiments and numerical simulations investigated the
combustion behavior of single iron particles [5,10–12]. A common
approach for large scale simulations reduces the combustion of each
individual particle to a set of ordinary differential equations, modeling
internal oxygen diffusion, heat conduction and iron reaction as zero-
dimensional processes [12–15]. Some of those models have been used
in one-dimensional flame solvers [15,16], but the combustion of iron
particles in three-dimensional turbulent flows has not yet been studied
systematically.
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Fig. 1. Particle model with external and internal oxygen fluxes. Both the external
diffusion �̇�O2

and the kinetics in the reaction front can be rate-limiting.

In the present work, we focus on the ignition behavior of iron
article clouds in homogeneous isotropic turbulence (HIT), which has
ot been studied in the archival literature before, to the best of the
uthors’ knowledge. For non-reacting particles in incompressible flows,
t is known that inertial particles tend to form clusters at various
cales depending on their Stokes number, and small-scale clustering
s more pronounced for Stokes numbers of order one [17,18]. The
ajor objective of the present work is to relate the particle clustering

o the particle ignition in iron particle clouds by means of high-
esolution direct numerical simulations, with emphasis on the effect of
tokes and Reynolds numbers. The flow setup of homogeneous isotropic
urbulence can provide fundamental insights on these effects.

. Modeling

We model the particle combustion in a turbulent flow with an Euler–
agrange CP-DNS approach. Our modeling of the fluid phase relies
n the assumption that the flow-induced pressure fluctuations do not
hange thermodynamic quantities due to low Mach numbers [19], such
hat the pressure can be split into two parts

(𝑥, 𝑡) = 𝑝0(𝑡) + 𝜋(𝑥, 𝑡). (1)

The local pressure changes 𝜋 due to momentum changes are small
compared to 𝑝0, such that material parameters of the fluid only de-
pend on the spatially constant thermodynamic pressure 𝑝0. The iron
particles have a slip velocity and a temperature difference with respect
to the surrounding fluid, which generates a two-way heat, mass and
momentum transfer. A 0D iron combustion model is applied. The large
density ratio between the particles and the gas phase, up to four orders
of magnitude, justifies the assumption of a zero-dimensional particle
model without volume displacement. During combustion, the iron is in
a solid or liquid state, while the surrounding air is a gas. Following
existing models in literature the reaction takes place solely in the
particle, and the evaporation of iron is neglected [5,6].

2.1. Thermodynamic fluid model

The fluid phase consists of a mixture of the two ideal gases, oxygen
(O2) and nitrogen (N2), governed by the state equation

𝑝0 = 𝜌𝑅𝑀𝑇 . (2)

Since the thermodynamic pressure 𝑝0(𝑡) is constant throughout the do-
main due to the Low-Mach number assumption, the local density 𝜌(𝑥𝑖, 𝑡)
can be calculated from the local temperature 𝑇 (𝑥𝑖, 𝑡) and the mixture
gas constant 𝑅𝑀 , determined with the oxygen mass fraction 𝑌O2

. Due to
the considerable temperature variations induced in the gas phase by the
igniting particles, the model encompasses the consequent substantial
changes of the thermodynamic quantities, e.g. thermal conductivity,
heat capacity and viscosity, as functions of the local temperature and
2

pressure. The heat capacity 𝑐𝑝 and the specific enthalpy ℎ of the fluid
are computed as 5th and 6th order polynomial functions of the tem-
perature [20]. For the thermal conductivity 𝜆, we use the correlation
introduced in [21],

𝜆
𝑐𝑝

= 2.58 × 10−5 kgm−1 s−1
( 𝑇
298K

)0.7
. (3)

Finally, the dynamic viscosity 𝜇 of the fluid and the oxygen mass
diffusivity 𝐷O2

are calculated as

𝜇 = 𝑃𝑟 𝜆
𝑐𝑝

𝐷O2
= 𝜆𝑃 𝑟

𝑐𝑝𝜌𝑆𝑐O2

, (4)

with constant Prandtl 𝑃𝑟 and Schmidt number 𝑆𝑐O2
.

2.2. Particle model

We use the iron particle combustion model introduced by Hazen-
berg & van Oijen [15], modeling only the main reaction from pure
iron (Fe) to Wüstite (FeO). Later oxidation stages to Fe3O4 or Fe2O3
have a much lower energy deposition compared to the first stage. They
form mainly during cooldown, so later in the single particle combustion
process. Hence further oxidation is neglected in the present study on
early ignition, to keep the particle model simple. Restricting ourselves
to these early stages of the process, we assume that also evaporation of
iron and its oxides is negligible and therefore do not include it in our
model. The particle is assumed to consist of an iron core and an oxide
shell, as illustrated in Fig. 1.

During reaction, the iron core shrinks and eventually vanishes,
leading to an inert iron oxide particle. The energy set free by the
exothermic oxidation heats up the particle, which subsequently cools
down due to heat exchange with the surrounding gas phase. Due to
our focus on ignition, the reactive cooling phase of the particles [6]
is ignored to keep the model complexity low. The particle is assumed
to be at a uniform temperature, due to the fast heat conduction in
the particle compared to the convective heat exchange with the sur-
rounding fluid (i.e., particles have a low Biot number). Therefore, the
particle thermodynamics is expressed in terms of three variables: the
total particle mass 𝑚𝑝, the mass of the iron core 𝑚𝑝,Fe, and the particle
enthalpy 𝐻𝑝. The time evolution of those particle thermodynamics
variables is described by a set of ordinary differential equations

d𝑚𝑝

d𝑡
= 𝜌|𝑥𝑝𝑌O2

𝐴𝑑𝑘𝑑𝐷𝑎∗ (5a)

d𝑚𝑝,Fe

d𝑡
= −1

𝑠
d𝑚𝑝

d𝑡
(5b)

d𝐻𝑝

d𝑡
= −𝑘𝑐𝐴𝑝(𝑇𝑝 − 𝑇 |𝑥𝑝 ) +

d𝑚𝑝

d𝑡
ℎO2

, (5c)

where the subscript 𝑝 denotes particle variables, while the subscript 𝑥𝑝
indicates fluid variables evaluated at the particle position.

In the model Eqs. (5), the oxygen mass fraction 𝑌O2
, the diffusion

surface 𝐴𝑑 and the mass transfer coefficient through diffusion 𝑘𝑑 =
𝑆ℎ𝐷O2 ,𝑓∕𝑑𝑝,Fe affect the particle mass change, while the normalized
Damköhler number 𝐷𝑎∗= (𝐴𝑟𝑘𝑟)∕(𝐴𝑟𝑘𝑟 + 𝐴𝑑𝑘𝑑 ) kinetically limits the
eaction rate for small particle temperatures [15]. The reactive transfer
ate is defined as 𝑘𝑟 = 𝑘∞ exp(−𝑇𝑎∕𝑇 ), with 𝑘∞ and 𝑇𝑎 as constants. Fol-
owing the assumption of a porous iron oxide shell, not inhibiting the
xygen diffusion to the core, identical diffusion and reaction surfaces of
𝑟 = 𝐴𝑑 = 𝜋𝑑2𝑝,Fe are used. Due to the definition of 𝐷𝑎∗ and its parame-

ers the range of the Damköhler number is always kept between 0 and
. The parameter 𝑠 in Eq. (5b) denotes the stoichiometric coefficient of
he modeled Fe → FeO reaction. The particle enthalpy changes through

convective term driven by the temperature difference between the
article and the fluid. Also enthalpy exchange due to mass transfer
ith the surrounding fluid is possible, with ℎO2

denoting the specific
nthalpy of the oxygen in the gas phase. The particle temperature is
onnected to the enthalpy through

𝑝 =
𝐻𝑝 + 𝑚𝑝,FeO𝛥ℎ𝑐 + 𝑇ℎ0, (6)
𝑚𝑝𝑐𝑝,𝑝
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where 𝛥ℎ𝑐 is the combustion enthalpy of the Fe-FeO reaction, and
ℎ0 the temperature at zero enthalpy. Within particle clouds, the
ean radiation absorption length 𝐿𝑎 = 1∕(𝜋𝑟2𝑝𝑁𝑃 ∕𝐿3), gives a length

scale for the exponential decrease of the radiation emitted by a single
particle through absorption by other particles [22]. With the mean
particle number density 𝑁𝑃 ∕𝐿3 and the particle radius 𝑟𝑝 considered
in our study, the absorption length of 𝐿𝑎 ≈ 1.4m is much higher than
the domain size, making the cloud optically thin. Therefore particle–
particle heat transfer through radiation can be neglected. For the small
particle diameters and temperature ranges considered, the convective
heat transfer (∝ 𝑑𝑝) dominates over radiative heat losses (∝ 𝑑2𝑝 ). Assum-
ing a particle of 𝑑𝑝 = 10 μm, an emissivity of 1 and particle temperatures
of 2500K in a surrounding fluid of 𝑇 = 800K, the radiative heat flux is
less than 7% of the convective flux, so the influence of radiative heat
losses during the preheating phase of iron particles is minor. Finally,
the convection heat transfer coefficient is defined as 𝑘𝑐 = 𝑁𝑢𝜆𝑓∕𝑑𝑝.
Quantities with the subscript 𝑓 are evaluated at the film temperature
𝑇𝑓 = 𝑇𝑝+(𝑇 |𝑥𝑝 −𝑇𝑝)∕3. For the Nusselt 𝑁𝑢 (and Sherwood 𝑆ℎ) numbers
sed in 𝑘𝑑 and 𝑘𝑐 , we employ the correlation [23]

𝑢 = 2 + 0.6𝑃𝑟1∕3𝑅𝑒1∕2, (7)

eaturing the particle Reynolds number 𝑅𝑒𝑝 = ‖𝑢𝑝 − 𝑢|𝑥𝑝‖𝑑𝑝∕𝜈𝑓 and the
onstant Prandtl 𝑃𝑟 = 0.7 (and Schmidt 𝑆𝑐 = 0.84) numbers.

The particle momentum balance considers the Stokes drag force and
he momentum exchange due to mass flux between the particle and the
as phase

d𝑢𝑖,𝑝
d𝑡

= −
𝑢𝑖,𝑝 − 𝑢𝑖|𝑥𝑝

𝑚𝑝

(

3𝜋𝜇𝑑𝑝 +
d𝑚𝑝

d𝑡

)

. (8)

.3. Fluid flow model

Following the Low-Mach number assumption introduced in Sec-
ion 2, the pressure fluctuation 𝜋(𝑥, 𝑡) appears in the momentum bal-
nce and is small compared to the thermodynamic pressure 𝑝0. 𝜋(𝑥, 𝑡) is
niquely determined by the divergence of the fluid velocity field [19].
e fully resolve all scales of turbulence, therefore no turbulence model

eeds to be applied. Based on the low-Mach number assumption (1), the
ontinuity, momentum and enthalpy equations for the gas phase read

𝜕𝜌
𝜕𝑡

+
𝜕(𝜌𝑢𝑖)
𝜕𝑥𝑖

=𝑆O2
(9a)

𝜌
(

𝜕𝑢𝑖
𝜕𝑡

+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗

)

= − 𝜕𝜋
𝜕𝑥𝑖

+
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗

+ 𝑆u,𝑖 + 𝑓𝑖 (9b)

𝜕𝐻
𝜕𝑡

+
𝜕(𝑢𝑖𝐻)
𝜕𝑥𝑖

= 𝜕
𝜕𝑥𝑖

(

𝜆 𝜕𝑇
𝜕𝑥𝑖

)

+
d𝑝0
d𝑡

+ 𝑆H. (9c)

where 𝑢𝑖(𝑥, 𝑡) is the fluid velocity, 𝑓𝑖(𝑥, 𝑡) an external forcing, 𝐻(𝑥, 𝑡)
the volumetric enthalpy, and

𝜏𝑖𝑗 = 𝜇
(

𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

− 2
3
𝛿𝑖𝑗

𝜕𝑢𝑘
𝜕𝑥𝑘

)

(10)

he stress tensor. The terms 𝑆𝛼(𝑥, 𝑡) on the right-hand side of (9) denote
he influence of the particles on the fluid. Owing to the point-particle
ssumption, this feedback of all 𝑁𝑃 particles consists of a superposition
f Dirac delta functions centered at the particle locations. The Fourier
ransform of such an irregular field can be well approximated through
he Nonuniform Fast Fourier Transform [24]. The feedback field is
alculated in physical space using a B-spline kernel, then transformed
o Fourier space, where the convolution is reverted by dividing by the
ransform of the kernel. This provides a direct representation of the
irac delta functions in Fourier space.

O2
= −

𝑁𝑝
∑

𝑛=1
𝛿(𝑥𝑖 − 𝑥𝑖,𝑝)�̇�O2

(11a)

𝑆u,𝑖 = −
𝑁𝑝
∑

𝛿(𝑥𝑖 − 𝑥𝑖,𝑝)3𝜋𝜇𝑑𝑝(𝑢𝑖|𝑥𝑝 − 𝑢𝑖,𝑝) (11b)
3

𝑛=1
m

Table 1
Simulation setup.
𝑁𝐹 𝐿 [cm] 𝑅𝑒𝜆,0 𝜂0 [μm] 𝑆𝑡0 𝑁𝑃

64 5.2 38 551 0.33 1 265 871
64 3.0 38 318 1.00 243 614
64 1.8 37 184 3.00 46 883

128 8.8 60 550 0.33 6 021 531
128 5.1 59 317 1.00 1 158 827
128 2.9 59 183 3.02 223 016

256 14.8 86 561 0.32 28 643 394
256 8.6 91 302 1.10 5 512 341
256 4.9 86 188 2.85 1 060 850

𝑆H = −
𝑁𝑝
∑

𝑛=1
𝛿(𝑥𝑖 − 𝑥𝑖,𝑝)

d𝐻𝑝

d𝑡
. (11c)

. Simulation setup

We simulate the gaseous and particle phase in a two-way coupling
egime using a pseudo-spectral solver [25], extended to incorporate
onsiderable fluid density variations due to the combustion in a low-
ach number regime. The model Eq. (5), (8), (9) are integrated in time

y using a two-step Runge–Kutta scheme with Courant–Friedrichs–
ewy number below 0.1. The simulation domain consists of a cube of
dge length 𝐿, with periodic boundary conditions for both the particles
nd the fluid. The code resolves 𝑁𝐹 Fourier modes in each direction,
ith maximum resolved wavenumber 𝑘max = 𝜋𝑁𝐹 ∕𝐿. It employs

the non-uniform Fast Fourier Transform [25,26] for the interpolation
of the fluid variables at the particle position in Eq. (5),(8) and for
the computation of the feedback terms (11). A large-scale stochastic
forcing [27] keeps the velocity field at a statistically isotropic turbulent
state. We have validated the implementation against reference data
from literature [15] and another in-house solver [28].

We perform a total of nine simulations, at various Reynolds number
based on the Taylor microscale,

𝑅𝑒𝜆 =
⟨𝑢𝑖𝑢𝑖⟩
3

√

15
⟨𝜈⟩𝜖

, (12)

nd particle Stokes number based on the Kolmogorov time scale

𝑡 =
𝑚𝑝

3𝜋𝜇𝑑𝑝

√

𝜖
⟨𝜈⟩

. (13)

where ⟨⋅⟩ denotes the spatial average. The mean dissipation 𝜖 is defined
as [29]

𝜖 = 1
⟨𝜌⟩

⟨

𝜕𝑢𝑖
𝜕𝑥𝑗

𝜏𝑖𝑗

⟩

. (14)

The simulations consist of two steps. First, we let the fluid flow without
particles evolve into a statistically steady state, driven by the large-scale
forcing, at a fluid temperature 𝑇0 = 800K. Second, we introduce 𝑁𝑃
particles, initially randomly and uniformly distributed, with an initial
diameter 𝑑𝑝,0 = 10 μm and initial velocity and temperature matching the
fluid velocity and temperature at the particle position. By varying both
the forcing magnitude (governing the average dissipation rate 𝜖) and
he domain length 𝐿, we can independently adjust the initial Reynolds
umber of the flow 𝑅𝑒𝜆,0 and the initial particle Stokes number 𝑆𝑡0. The
arameter space is constrained by the point-particle model hypotheses,
equiring 𝑘max𝑑𝑝 ≪ 1 [30], and by the accurate resolution of the
mallest turbulent scales, down to the Kolmogorov length scale 𝜂 =
(⟨𝜈⟩3∕𝜖)1∕4, requiring 𝑘max𝜂 ⪆ 2. In the following the simulations are
eferred to as 𝑅𝑒𝜆 = 38, 60, 88 and 𝑆𝑡 = 1∕3, 1, 3, and we report their

characterizing parameters in Tables 1–3. The input parameters for the
iron combustion model are mainly taken from [31]. We note that the
activation temperature 𝑇𝑎 is changed by < 0.1% for a slightly better

atch with the reference. A validation of the single particle model is
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Fig. 2. 2D cuts from the different simulations when 10% of the particles have ignited. The individual plots are not to scale, the different domain lengths in each case are indicated
by the scale in the subfigures.
Table 2
Thermodynamic parameters.

Value Unit

𝑌𝑂2
0.2329 –

𝑅𝑀 288.19 J kg−1 K−1

𝑝0 1 × 105 Nm−2

𝑃𝑟 0.7 –
𝑆𝑐O2

0.84 –

Table 3
Iron combustion parameters.

Value Unit

𝜌Fe 7874 kgm−3

𝜌FeO 5745 kgm−3

𝑐𝑝,𝑝 667 J kg−1 K−1

𝑘∞ 7.5 × 106 ms−1

𝑇𝑎 14 412.5 K
𝑠 0.27 –
𝛥ℎ𝑐 2921 × 103 J kg−1

provided in the supplementary material. The number of particles 𝑁𝑃
is such that the global equivalence ratio in the entire domain is very
lean (𝜙 = 0.1). However, due to particle clustering 𝜙 locally reaches
stoichiometric or even rich conditions, as we will show next.

4. Results and discussion

4.1. Particle clustering and ignition

Starting from the temperature of the surrounding fluid, the particles
heat up due to an initially slow, kinetically-limited reaction. When
the particles reach a critical temperature, they heat up significantly
faster, indicating thermal runaway with the iron particles reacting in
the oxygen diffusion-limited regime, as discussed in [15]. The particle
4

ignition point is defined as the maximum temperature rate of change
d𝑇𝑝∕d𝑡. Within the simulation time span, the fraction of already ignited
particles increases from 0 at the start to 1 at the end since all the
particles eventually ignite.

Fig. 2 shows two-dimensional (2D) cuts of the three-dimensional
(3D) flow domain from the nine simulations, at the instant in time at
which 10% of the particles have ignited. At this instance in time less
than 3.6% of the particles have reached peak temperature such that the
simplifying assumptions for an early ignition stage taken in the model
formulation are reasonable. From left to right 𝑆𝑡 increases while 𝑅𝑒𝜆
increases from top to bottom. The fluid and the particles located on
the visualized slice are colored depending on their temperature. The
three columns in Fig. 2 qualitatively differ, indicating a pronounced
Stokes number effect. For 𝑆𝑡 = 1∕3 the particles cluster on scales
comparable to the smallest scale of the flow, while the distribution
appears comparably homogeneous on the largest scales. The visual-
izations at 𝑆𝑡 = 1 display significant particle clustering coexisting
with extended regions at low particle number density. Particle clusters
are also visible in the right column for 𝑆𝑡 = 3. In contrast to 𝑆𝑡 =
1 however, the clustering appears to happen at larger length scales,
i.e. the clustered regions are broader. This observation is in agreement
with literature on incompressible turbulence, where clustering is found
to be most prominent for 𝑆𝑡 = 1 [17], and to take place at scales at
which the particle Stokes number based on the scale-dependent eddy
turnover is of order one [32]. Therefore, particles tend to cluster on a
variety of scales, preferentially larger at larger Stokes numbers, making
ignition and subsequent discrete flame propagation an intrinsically
multiscale phenomenon. The multiscale nature of the inertial particle
dynamics immediately relates to the effect of the Reynolds number.
For increasing 𝑅𝑒𝜆, the clustering structures become more fine grained
(compared to the domain size) reflecting the increased range of scales
in the turbulent flow.

The particle clustering affects the ignition mechanism one-to-one
since clustered particles markedly heat up the surrounding fluid thus
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Fig. 3. Ignition delay time 𝛥𝑡ign,10%, defined between the start of the simulation and
the time when 10% of all particles have ignited.

facilitating the ignition of the neighboring particles. Particles ignite
for all the presented simulation setups, but at different preferential
separations throughout the domain. At the smallest Stokes number,
ignition takes place on thin small-scale streaks where more particles are
close together. At 𝑆𝑡 = 1, the ignition almost solely takes place within
the particle clusters, thus strongly increasing the fluid temperature only
at a few specific regions. For the largest 𝑆𝑡, the hot ignited particles
appear to be located in larger-scale streaks. In all the cases, the number
of different ignition locations increases at larger 𝑅𝑒𝜆 for all Stokes
numbers, which reflects the larger scale separation in the flow field.

4.2. Ignition delay time

In the following, we define the ignition delay time 𝛥𝑡ign,10% between
the start of the simulation and the instant in time at which 10% of
the initially homogeneously distributed particles have ignited (i.e. the
ones visualized in Fig. 2). The corresponding results are summarized
in Fig. 3, showing that 𝛥𝑡ign,10% differs for all investigated cases. Most
prominent is its dependence on the Stokes number. The smallest ig-
nition delay is found for 𝑆𝑡 = 1 and the largest for 𝑆𝑡 = 1∕3 with
time differences of more than 1ms. For most cases, higher 𝑅𝑒𝜆 leads
to earlier ignition. This effect is most prominent for 𝑆𝑡 = 3, and
weakest for 𝑆𝑡 = 1∕3, consistent with the effects of 𝑅𝑒𝜆 on the particle
clustering discussed above. For 𝑆𝑡 = 1, a slight increase of ignition
time for 𝑅𝑒𝜆 = 88 is observed. This change might be related to the
randomness of the turbulent clustering and it is small compared to
the change observed between 𝑅𝑒𝜆 = 38 and 𝑅𝑒𝜆 = 60. A comparison
with Fig. 2 indeed suggests that particle clustering, most prominent
for 𝑆𝑡 = 1, is associated with faster ignition. The increased scale
separation with increasing 𝑅𝑒𝜆 is most effective for 𝑆𝑡 = 3 where
wide particle streaks can be broken up into smaller structures. The
reduced ignition delay with increasing 𝑅𝑒𝜆 can thus be interpreted as an
effect of increased mixing which is most effective for large-scale particle
clusters. In the following, this qualitative observation is complemented
by a quantitative clustering analysis.

4.3. Clustering analysis by voronoi tessellation

To quantitatively investigate particle clusters, different methods
exists, like box-counting and particle pair functions. We use a 3D
Voronoi tessellation of the particle phase [8,9,18], which enables the
use of global statistics and local analysis without prescribing any length
scale a priori. Fig. 4 shows a 2D example of the analysis. Each particle
is associated with a cell comprising the space region closer to that
particle than to any other particle. In the 3D case, the volume of
each cell gives a measure of the particle clustering: the smaller the
Voronoi volume, the more clustered the particles are. More details
about clustering analysis and the Voronoi tessellation in particular are
provided in the supplementary material. We perform the tessellation
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Fig. 4. 2D example of Voronoi tessellation with periodic boundary conditions. The
patches are colored by the normalized area (volume in 3D).

Fig. 5. Probability density function (PDF) of normalized Voronoi volumes for 𝑅𝑒𝜆 = 60
cases when 10% of the particles have ignited. The dotted line shows the PDF for random
uniformly distributed particles [34].

into Voronoi volumes with the freud Python package [33], featuring
periodic boundary conditions, as exemplified in Fig. 4.

The probability density function (PDF) of the Voronoi volumes
normalized by the respective mean value is shown in Fig. 5 for various
Stokes numbers at 𝑅𝑒𝜆 = 60. The dashed line shows the Poisson
distribution for randomly scattered particles [34]. The deviation from
the random uniform distribution characterizes clustering. For a Stokes
number of 1∕3, the curve is similar to the reference Poisson distribution,
whereas the PDFs for 𝑆𝑡 = 1 and 𝑆𝑡 = 3 display heavy tails for both very
small and very large volumes. This is in agreement with the qualitative
analysis of Fig. 2. Small Voronoi volumes correspond to particles within
clusters while large Voronoi volumes indicate the presence of volumes
with very low particle number density. The heavy tails of the PDF for
𝑆𝑡 = 1 thus confirm that the strongest clustering is present for this
case, followed by the case with 𝑆𝑡 = 3. The curves for 𝑅𝑒𝜆 = 38 and 88
visually match the ones shown in Fig. 5 and are therefore omitted in
the plot for better readability.

We now quantify the observation regarding Fig. 2 that regions with
clustered particles ignite earlier than regions with less particles, by
considering the relation between particle temperature and the local
Voronoi volume. Fig. 6 shows the corresponding scatter plots at 𝛥𝑡ign,1%
and 𝛥𝑡ign,10% at 𝑅𝑒𝜆 = 60 and for the three different Stokes numbers.
The color code reflects the combustion progress in terms of the iron
oxide mass fraction 𝑌FeO = 𝑚𝑝,FeO∕𝑚𝑝 of each particle. Particles in
clusters appear on the left side of the plot and the vertical dotted line
marks the mean Voronoi value. Interestingly, all three 𝑆𝑡 cases show
a remarkable similarity for an ignition rate of 1% (top row). Basically
all ignited particles have a Voronoi volume smaller than the average
volume, thus lying in clustered regions of the domain. This indicates
that even for 𝑆𝑡 = 1∕3, which features the most homogeneous particle
distribution and the largest ignition delay times, the particle ignition
starts in clustered regions of the turbulent flow field. This preferred
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Fig. 6. Particle scatter plot at 1 (top row) and 10% ignited particles (bottom row) for 𝑆𝑡 = 1∕3, 1, 3 and 𝑅𝑒𝜆 = 60. Particles in clusters will have a smaller Voronoi volume and
be further on the left. They ignite earlier than particles outside clusters.
ignition in clustered regions can be linked to the larger local heat flux
at high particle number densities. There the particle and surrounding
fluid temperatures are increasing faster, leading to earlier ignition.

When the ignition rate reaches 10%, only a few particles outside
the clustered regions have ignited, as shown in Fig. 6. The comparably
large number of particles with high temperatures and large Voronoi
volumes 𝑣∕𝑣mean > 1 at 𝑆𝑡 = 1 and 𝑆𝑡 = 3 are likely to be caused by two
different reasons. First, igniting particles located at the edge of clusters
can have relatively large Voronoi volumes. Second, particles with a
larger Stokes number can have a higher slip velocity due to the larger
inertia compared to the fluid. This can enhance the heat fluxes from
the clusters to regions with smaller particle number density, since fluid
might move through hot particle groups, carrying the heat to regions
with less particles. Those will be heated up and eventually ignite.
Indications for both phenomena can be found in the visualization of
Fig. 2, especially for the 𝑆𝑡 = 3, 𝑅𝑒𝜆 = 60 case in the mid right a hot
fluid streak displaced from the combusting particle cluster is visible.

Since clustered particles ignite first for all 𝑆𝑡, the different ignition
delay times in Fig. 3 can be explained by the PDF of the Voronoi
volumes in Fig. 5. The presence of small volumes is the driving mech-
anism for small ignition delay: A large probability of small normalized
Voronoi volumes (e.g. 0.1 and below) corresponds to a significantly
shorter ignition time delay.

5. Conclusion

We have characterized the effect of particle clustering on the ig-
nition of iron particle clouds in homogeneous isotropic turbulence by
means of carrier-phase direct numerical simulation, at various Stokes
numbers, 𝑆𝑡 = 1∕3, 1, 3 and Taylor Reynolds numbers 𝑅𝑒𝜆 = 38,
60 and 88. In all the nine cases, particles ignite around 10 to 11.5ms
after the start of the simulation. In agreement with literature data for
non-reactive turbulent particle flow the strongest particle clustering is
observed at 𝑆𝑡 = 1. This coincides with the smallest ignition delay
times for the iron particles. In contrast, the 𝑆𝑡 = 1∕3 cases reveal less
clustering and the longest ignition delay. Characterizing the clustering
effect with a Voronoi tessellation allows to identify a strong correlation
between clustering and ignition delay in the present study. A reduced
ignition delay for particle clusters is physically reasonable, due to the
6

larger local heat output by the particle phase. For high local particle
concentrations, the critical temperature at which the iron reaction
changes from kinetically to diffusion limited is reached earlier within
hot particle streaks, so denser particle clusters lead to smaller ignition
delay. An increase in Reynolds number shifts the ignition to earlier
times for particles with significant inertia (𝑆𝑡 = 1 and 3), caused by
increased separation between the largest and smallest length scales of
the flow.

This work addressed the ignition phase of turbulent iron combus-
tion. As a next step, we will use similar simulation setups to investigate
the full combustion process, also at higher fuel equivalence ratios, as
well as ignition propagation through cold iron-air-mixtures. Further
model improvements target the inclusion of melting, evaporation and
iron conversion to higher oxidation states. These results provide useful
indicators for the design of future iron combustion burners.

Novelty and Significance Statement

∙ Metal oxidation/reduction fuel cycle is a promising concept for the
transition to a carbon-free energy supply. ∙ Detailed numerical study on
iron particle ignition in homogeneous isotropic turbulence with varying
Stokes and Reynolds number. ∙ Particle clustering occurs in the flow
depending on the Stokes number and strongly impacts the ignition
delay. ∙ The Reynolds number of the turbulent flow impacts ignition
delay most in case of prominent particle clustering. ∙ The obtained
fundamental results are useful for the future design of iron combustion
burners.
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