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Abstract

Modelling is an important activity in software development and it is essential that students learn the relevant skills. Modelling
relies on dedicated tools and these can be complex to install, configure, and use—distracting students from learning key
modelling concepts and creating accidental complexity for teachers. To address these challenges, we believe that modelling
tools specifically aimed at use in teaching are required. Based on discussions at a working session organised at MODELS
2023 and the results from an internationally shared questionnaire, we report on requirements for such modelling tools for
teaching. We also present examples of existing modelling tools for teaching and how they address some of the requirements
identified.
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1 Introduction

Modelling is a crucial aspect in software development and
beyond [71]. It enables designers and engineers to efficiently
explore the design space, and provides stakeholders with suit-
able representations of the system under study. Models are
crucial in helping all involved parties understand, analyse,
and design complex (software) systems. For the modelling
benefits to materialise, the aforementioned activities have to
be supported by modelling tools.

However, most of the academic and industrial tools cur-
rently available are not ideal for teaching modelling [12,
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22]. Academic tools suffer in general from low maturity and
robustness, and are difficult to install and maintain due to
accumulated technical debt. This is mainly due to the fact
that developing stable and usable (modelling) tools requires
significant development effort and investment, and unfortu-
nately this effort is usually accompanied by too little reward
in terms of academic credit.

Industrial tools, on the other hand, come often with pro-
hibitively high pricing and complexity, and no out-of-the-box
support for teaching-related features, e.g. support for online
collaboration, automated grading, and pedagogical feedback
adapted to the student’s level.

Motivated by this situation, we organised a 1-day work-
ing session on modelling tools for teaching (MTT) at the
26th International Conference on Model-Driven Engineer-
ing Languages and Systems.! From the discussions that day
itis clear that our community believes that there is a real need
for modern, intuitive MDE tools dedicated to teaching that
are capable of demonstrating that models are highly benefi-
cial development artefacts. We need tools that can inspire our
students to use MDE for real, i.e. to drive other development
activities, as opposed to simply creating pretty drawings to
please the teacher. Because of the limited resources avail-
able for developing MTTs, we can only succeed if we work
towards a common infrastructure for tools that we can col-
laboratively maintain and extend.

As afirst step in that direction, we elaborated in our work-
ing session a set of requirements for MTTs. We present
them in this paper organised as follows. Section2 presents
a brief summary of our working session and explains the
questionnaire we sent out to the modelling community after
the workshop. Section 3 lists the modelling-related capabil-
ities that we envision are important for MTTs. Section4
presents what we deem important pedagogical functionality
that MTTs should provide. Section 5 discusses some techni-
cal requirements on MTTs. Section 6 concludes the paper by
presenting some examples of existing MTTs and how they
relate to some of the requirements discussed.

2 Methodology

We briefly describe the methodology used to elicit the
requirements presented in this paper.

2.1 Workshop summary and pilot survey

The purpose of the 1-day working session at MODELS
2023 was to engage in productive discussions regarding
the requirements and necessary infrastructure for MTTs.

Targeted invitations were sent to research groups actively

! https://modellingtoolsforteaching.github.io/.
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involved in developing tools used for teaching computer sci-
ence in undergraduate or graduate classes.

In the first session, participants were allotted five minutes
each to present the MTTs they were working on, focussing on
their teaching-related aspects. Subsequent sessions, attended
by an average of 25 people, were dedicated to brainstorming
among attendees.

At the conclusion of the workshop, all participants were
surveyed regarding their perceptions of the importance of
tools, languages, features, and educational practices dis-
cussed earlier. The survey aimed to serve as a prototype
for wider circulation within the community. Despite being
produced within a half-hour timeframe, the survey yielded
valuable insights:

e Participants expressed a keen interest in teaching using
class diagrams and state machines, alongside other model
types albeit with lesser importance.

e Important attributes for modelling technology in teaching
included being free, being user-friendly, having multi-
platform compatibility (including having a web-based
version), having a comprehensive user manual, having a
library of examples, being reliable, having performance
analysis capabilities with feedback, having fast response
time, being capable of code generation, and having a tex-
tual interface available.

Post-workshop, reflection on the prototype survey results
led to the revision of questions and the preparation of a formal
survey for broader circulation, as discussed in the following
section.

2.2 Survey conducted following the workshop

A subgroup of the authors refined the pilot survey? over the
course of 3 months following the workshop. Ethics approval
was obtained to circulate the revised survey by the end of
January 2024. Targeted sampling methods were employed
for distributing the survey using the following steps:

1. Each workshop attendee was tasked with ensuring that
the survey reached relevant individuals within their insti-
tution, including themselves.

2. Additionally, participants were encouraged to reach out
to colleagues in other institutions within their geographic
region and beyond.

3. The survey was also disseminated through the LinkedIn
and X accounts of several authors.

2 The questions and answer options are openly available from the
King’s College London research data repository, KORDS, at https://
doi.org/10.18742/25429270.
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Table 1 Summary of survey

Th
questions about modelling tools eme

Question

for teaching (MTT)

O 0 9 N N R W N =

e e e e
O X N O Lt AW N~ O

Confirmation of consent and teaching experience

Number of years they have been teaching

Extent to which they teach software modelling

Satisfaction with current modelling tools for teaching
Improvement areas for MTT (open ended)

Importance of teaching specific modelling languages at undergraduate level
General user experience attributes with MTT (nine items)

Editing and collaboration features of MTT (five items)

Language and language-manipulation features of MTT (ten items)
Analysis features of MTT (five items)

Transformation features of MTT (seven items)

Platform capabilities for MTT (nine items)

Business and economic issues related to MTT (five items)
Languages they would like the tool to generate

Teaching practices an MTT should support (13 items)

Modelling tools currently used (16 items)

Academic rank (for demographic analysis)

Continent (for demographic analysis)

Gender (for demographic analysis)

By the end of February 2024, we had gathered 59 valid
responses. Only one response was excluded due to incom-
plete answers to the questions. Given the richness and depth
of the data collected, we have decided to publish a compre-
hensive analysis in a separate paper. In that paper, we will
first present the detailed questions of the survey as described
in Table 1, followed by the main insights obtained from the
responses. Here, we provide a brief characterisation of survey
respondents and then focus on some central themes.

We asked about the participant’s general background and
demographics:

e Teaching Experience and Duration (Q2): Respondents
to the survey broadly have substantial experience teach-
ing modelling: 30% of respondents said they have been
teaching modelling for 20 or more years. A further 23.3%
have taught modelling for 10-19 years and 25% for 5-10
years. Only two respondents said that they “do not teach
modelling (yet)”.

o Extent of Teaching Software Modelling (Q3): A signif-
icant portion of respondents teach software modelling to
varying degrees, with 39% heavily involved, 54% mod-
erately involved, and 7% teaching minimally.

e Satisfaction with Current Technology (Q4): Mixed
satisfaction levels were observed among respondents
regarding the current technology available for teach-
ing software modelling, with no respondents indicating
being very satisfied, 54% expressing satisfaction to some
extent, and 36% indicating some level of dissatisfaction.

e Demographics (Q17-19): Participants were roughly
evenly divided among full professors, associate profes-
sors, and assistant professors. Responses were 74 per cent
from Europe; 16 per cent from North America, and 10
per cent from elsewhere. Respondents were 75 per cent
male and 25 per cent female.

Question 5 was an open-ended question about areas
of modelling that could be improved and features that
were required. The respondents identified several areas
for improvement in software modelling tools for teach-
ing, including various user experience issues, collaborative
editing support, executability, support for modelling for par-
ticular architectures or frameworks, analysis capabilities, a
strong preference for a web-based interface, and concern
about outdated tools, standards, and languages. Many of
these will be discussed in detail in the remainder of the paper.

The responses to Question 6 on the importance of teaching
certain modelling languages are presented in Sect.3.1.1.

Questions 7 through 13 ask about the significance of 50
distinct qualities and features within the realm of modelling
tools and languages, in the context of teaching modelling.
Each item was subject to assessment on a six-point scale,
where respondents were tasked to rating their perceived
importance.

The scale encompassed the following criteria:

e Harmful: Signifying qualities or features that would

introduce unwarranted complexity into the process,
assigned a weighted score of -1.
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e Not needed/not something I would judge a tool by:
Reflecting aspects perceived as extraneous or irrelevant
to the evaluation of a tool, assigned a weighted score of
0.

e Good to have at a basic level: Denoting qualities or
features that are beneficial but not imperative, allocated
a weighted score of 1.

e Important to have at a moderate level: Identifying
qualities or features of moderate significance, granted a
weighted score of 2.

e Essential to have reasonably good capability for this:
Highlighting qualities or features deemed fundamen-
tal with a reasonable level of proficiency, assigned a
weighted score of 3.

e Critical: Must be as extensive and good as possible,
indicating qualities or features of utmost importance,
demanding the highest level of capability, and assigned
a weighted score of 4.

This evaluation framework aimed to discern the varying
degrees of importance attributed to each quality and feature,
thereby facilitating a nuanced understanding of their rele-
vance in the context of teaching modelling. We will discuss
the responses to these questions in Sect. 7 after we have qual-
itatively reported on the workshop discussion that introduced
these requirements.

Question 14 asked about code generation, and what pro-
gramming languages a tool should support. We will discuss
these responses in more detail in Sect. 3.1.5.

Question 15 asked about teaching practices that should
be supported (multiple responses were possible). The most
important practices to be supported include having students
build small models (97 per cent need this); using the tool live
in class (81 per cent); supporting project-based learning (80
per cent); supporting problem-based learning (75 per cent);
having students analyse and criticise models (75 per cent);
and having students improve an existing model (71 per cent).

In Question 16, we asked about the tools respondents
use in teaching modelling. The top modelling tools or tool
types used by the participants were PlantUML, EMF/Ecore/
Emfatic, plain drawing tools (such as Draw.io), Visual
Paradigm, XText, Umple, formal methods tools, MagicDraw,
Figma, Papyrus, and Sirius.

3 Modelling-capability-related requirements

This section presents a list of modelling-capability-related
requirements that were identified as important for MTTs,
organised into two categories that target distinct groups of
students.

Modelling tools are tools specific to a particular modelling
formalism. Students use them to learn how to model in one
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or several languages, learning their syntax, structural and
behavioural semantics. Such tools often come with a dedi-
cated debugger and various development services.

Language workbenches [31] are generic modelling envi-
ronments to create and use arbitrary modelling languages,
like the Eclipse Modelling Framework (EMF) [72]. Students
use them to learn to develop domain-specific modelling lan-
guages, with an emphasis on metamodelling and grammar
design. Although generic services are provided, students
need to develop their own model transformations and code
generators.

3.1 Teaching modelling with existing languages

In this section, we present requirements on MTTs related to
teaching modelling with existing modelling languages.

3.1.1 Modelling language support

In our survey, we asked respondents “To what extent do you
think each of the following modelling languages should be
taught to undergraduates as a required part of a computer
science or software engineering program?” Here, we report
on their responses.

We asked respondents to rank a set of modelling languages
on a scale from “Harmful” to “Critical”. A detailed overview
of the responses is shown in Fig. 1.

The top 4 modelling languages (based on average scores)
are UML sub-languages: class diagrams (with overwhelming
support for criticality), state machines, sequence diagrams,
and use cases—possibly reflecting on the typical syllabus
covered in the teaching of modelling in software engineer-
ing courses at the undergraduate level. Interestingly, this is
followed by entity-relationship models and activity diagrams
on places 5 and 6.

On the other end of the scale, we find formal methods
models other than OCL, Petri nets, goal models, and fea-
ture models. Notably, formal methods models attracted seven
votes for “Harmful”, possibly reflecting a continuing percep-
tion that formal models are difficult to engage with, especially
at the undergraduate level.

3.1.2 Textual interface support

Although software modelling is widely thought of as
focussing on diagrams, there are also many textual modelling
languages including OCL [56], USE [64] and Umple [49]. In
fact, experience has shown that modellers find it very useful
to be able to define their models textually as well as graphi-
cally [6].

Graphical languages have many advantages, such as tak-
ing advantage of two dimensions and arbitrary shapes, but
there are a variety of benefits of using textual modelling lan-
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Class models
State machine models and variants
Sequence Diagrams
Use case models
Entity Relationship diagrams
Activity Diagrams
Textual requirements models
User interface and interaction models
Data flow models
Component diagrams
Models of the software engineering process
OCL
Softwar e configuration models (e.g Dockerfile)
Feature models
Goal models [ |
Petri Nets |
Formal methods models (e.g. Alloy, NuXMV) other than OCL [

m Harmful Not needed

May be useful

Needed m Critical

Fig. 1 Responses to Q6 on required modelling languages. This was a semantic-difference scale question and each coloured bar represents the
percentage of responses for each possible answer, centred on “Not needed”

guages in teaching. Students are used to textual editors from
coding; hence, editing text can be faster and more produc-
tive than editing graphics. Copying and pasting in particular
can be easier. Furthermore, commenting and annotating can
be easier in a textual format, since there are no layout con-
straints.

In the survey, we asked about the importance of having a
textual interface available. Sixty-one per cent of respondents
considered this important, essential, or even critical.

Proper support for textual modelling also requires support
for syntax checking and validation, syntax highlighting, auto-
completion, debugging, and navigation (the ability to quickly
jump between different sections, e.g. by clicking references).

3.1.3 Support for consistency checking

Modelling tools for teaching should support conformance
checking to ensure that students create model instances that
adhere to the structure described in the language metamodel,
making the modelling process for students less error-prone.
Support for validation checks to make certain that all lan-
guage constraints are upheld is also required (e.g. a state
diagram has only one start state). Warnings and error mes-
sages should be generated to inform students of modelling
mistakes.

3.1.4 Support for views and consistency between views

A fundamental aspect of MDE is the use of multiple mod-
els (views) to describe a given system [21]. These models
may vary depending on the level of abstraction (e.g. from
requirements models to architecture models) and also on the
viewpoint (e.g. structural versus behavioural models) [10].
When teaching modelling, it is important that the student

learns to define models that focus on different sets of con-
cerns and that can be described using one or more languages
(notations).

Maintaining the consistencies of the models manually is a
tedious endeavour without dedicated support from the mod-
elling tool [43]. In Abrahao et al. [1], model integration has
been identified as a challenge affecting user experience with
MDE tools. According to the authors, vertical and horizon-
tal model integration (syntactic and semantic) is essential to
ensure consistency. Therefore, a MTT should help students
understand how the views of the systems are related. Ideally
the tool should propagate changes in one view to the other
views in order to maintain consistency, or alternatively the
tool could signal a validation error.

3.1.5 Support for model
execution/enactment/experimentation

Students need to be able to do something with the models
they produce so that these models become more than “nice
drawings”. We differentiate three different purposes.

For comprehension Models can have different degrees of
formality. While modelling with a low degree of formality
is suitable for communication and documentation purposes,
informal models lack the ability to be used as input to the
software development lifecycle. It is therefore desirable to
teach students to create models that are both understandable
to stakeholders and that can be used to guide subsequent
phases of software development. As several empirical stud-
ies show, models play a fundamental role in helping students
and practitioners in understanding software specifications
(e.g. software requirements [2], source code [68]). MTTs,
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therefore, need to present models in ways that facilitate
comprehension—including appropriate concrete syntax.

For production Another crucial use of models, specifi-
cally in industrial settings, is integrating them into software
systems. Generating textual artefacts from models can be
automated through template-based code generation [73] and
this needs to be supported in MTTs. Especially source code
generation enables students with a programming background
to better engage in MDE and understand its concrete useful-
ness. Some models can be integrated into programs directly
when they are executable, such as models developed in
GEMOC studio [9].

In our survey, we asked respondents “If you would like
code generation (model to text) to be part of your teach-
ing process, which languages are the most important for a
modelling tool to be able to generate?” 3 respondents replied
“None”, presumably indicating that they do not use model-to-
text transformation in their teaching, but the overwhelming
majority of respondents appears to include code generation
in their teaching. Figure2 provides an overview of these
responses.

Java is clearly the leading target language for educa-
tors teaching model-to-text transformation (with 51 of 59
respondents choosing it), closely followed by Python (38
respondents). Surprisingly, SQL appears in third place, with
C++ only some distance behind. Other languages mentioned
included JavaScript, Kotlin, C, Go, Rust, and “textual arte-
facts that are not specifically related to a programming
language”.

For analysis The benefits of modelling can be further
demonstrated during teaching by leveraging simulation,
model checking, or traceability analysis methods. This will
allow students to understand the behaviour of systems, ver-
ify the correctness of models, and validate the design. The
need for simulation technologies is even more prevalent now
with the Internet of Things and cyber-physical systems, since
having the means to analyse and validate the system before
incorporating changes into the running system is of criti-
cal importance [41]. Modelling environments for teaching
should have integrated support for interactive simulation
and (virtual) experimentation [53] enabling exploration and
what-if analysis with parameter estimations.

Moreover, support for formal verification of models is
essential for teaching modelling of critical systems [23, 77].
Model checking tools, such as SPIN [37] or UPPAL [47],
could be integrated with MTTs to make them easily avail-
able and allow students to verify their models.

@ Springer

3.1.6 Support for an MDE process

When modelling is used throughout the software devel-
opment lifecycle, i.e. from requirements engineering to
architecture to design, implementation, and testing, teachers
typically ask the students to follow a specific MDE process.
An MTT that is process-aware could provide students with
systematic guidance on which models to elaborate using
which modelling language at what time, as well as help
in maintaining horizontal and vertical traceability between
the models. For collaborative tasks, support for identifying
dependencies between the models would also improve coor-
dination between teams and help in monitoring the progress
of projects.

Moreover, it would be valuable for MTTs to provide
means for generating skeletons of downstream models (e.g.
deriving a partial design class model from a domain model
or generating an activity diagram from a use case model)
or even models at the same level of abstraction (deriving a
partial domain model from a use case model). In addition to
support forward engineering, tool support for reverse engi-
neering to generate (partial) upstream models would be very
useful for students to gain an understanding of how code is
represented at higher levels of abstractions, and to learn how
to refactor models and then generate other views, code, or
documentation from them (see [11], for instance).

In the context of teaching MDE processes, tool support
for explicitly modelling processes and traceability analysis
would be valuable. Traceability information generated from
software or business process model enactments can be used
for dependency visualisation, origin tracking (for instance,
backtracking from design to requirements artefacts), change
impact analysis, change propagation as well as for stream-
lining and optimising processes (as seen in [34]).

3.2 Teaching the development of new modelling
languages

In this section, we collect requirements on MTTs used for
teaching students how to develop new modelling languages.
Tools for the development of modelling languages are typi-
cally called Language Workbenches.

3.2.1 Support for different modelling paradigms

An important skill that students need to acquire during an
advanced MDE course or a course on software language engi-
neering is the development of a new modelling language, or
adapting an existing modelling language and its modelling
editor to fit a certain domain and/or certain needs.

For textual modelling, the tool should allow students to
develop a grammar, specifying tokens and production rules
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m Python
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m C++
m C-Sharp
Formal methods languages
m PhP
= Ruby
u Other (please specify)

Fig. 2 Overview of responses to the question on desired target languages for model-to-text generation. The chart excludes the three responses
indicating “None”. Note that multiple responses were possible for this question

from which a parser can be generated as with Xtext.> To
improve the user experience, students should be able to spec-
ify the styling properties of keywords or rules in the textual
language, customising the font style, colours, and layout.
From that, the MTT should generate an editor with common
services as described in Sect. 3.1.2.

When a graphical notation is better suited for the mod-
elling language, the MTT should allow individual metamodel
elements to be mapped to their corresponding graphical
representation. To this aim, different techniques could be sup-
ported, e.g. specifying the mapping through programming
(GMF [61]), by annotating the metamodel (Eugenia [45]), or
by explicitly modelling the concrete syntax (Sirius [78]).

3.2.2 Experimentation capabilities

When designing domain-specific languages, it is important
for users to also be able to create sample models side-by-side
to experiment with different design alternatives. To facilitate
this exploratory style of language development, it is desirable
for tools to provide coordinated visualisation capabilities for
both models and metamodels (e.g. using object/class diagram
notations or even by supporting custom graphical notations
using metamodel annotations in the style of Eugenia [45]).
It is also important that they tolerate (and highlight) incon-
sistencies in models as metamodels evolve.

3.2.3 Automated model management

As the crux of model-driven engineering is automated model
processing, suitable tools must naturally provide support for
composing, and executing a wide range of model manage-
ment activities, e.g. model-to-text transformation, in-place
and mapping model-to-model transformation, model vali-

3 https://eclipse.dev/Xtext/.

dation, model comparison and merging, pattern matching,
model migration, and model simulation.

Ideally, users should not be required to perform any con-
figuration (e.g. to specify which program runs against which
model, or which metamodel a model conforms to) by default.
Offering configuration facilities to support arbitrary complex
model management scenarios is not advisable as the tool then
starts entering the realm of IDEs, which is undesirable. How-
ever, the tool should offer a smooth transition into an actual
IDE, for example, by allowing the user to download their
artefacts (model, metamodel, model management program)
in a format that can be imported into an IDE (e.g. by auto-
generating a . project file for Eclipse or a Gradle/Maven
build file for compatible IDEs) or by providing a hyperlink
that sets up and launches a web-based IDE (e.g. VS Code,
Gitpod) with the user’s artefacts.

4 Teaching-related requirements

In this section, we elaborate on specific pedagogical support
we believe our MTTs should provide to support teaching. We
first discuss the importance of aligning MTTs with educa-
tional terminology and standards as well as integrating them
with traditional learning systems, and then split our discus-
sion into modelling-specific support for the teachers and for
the students.

4.1 Alignment with educational terminology and
standards

Ensuring accessibility and quality of learning for a diverse
audience necessitates the widespread utilisation of open edu-
cational resources (OER) [36, 57, 76] in all educational
endeavours. In this context, the education system has used
competences to organise learning and quantify personal and

@ Springer


https://eclipse.dev/Xtext/

J.Kienzle et al.

professional growth. Proficiency levels categorising com-
petence items enhance the assessment process, providing
valuable insights into individual mastery.

To fortify this educational approach, there is a need to
align with the competencies and skills elaborated in the most
recent Computing Curricula of the ACM [18], but also with
established models like O*NET,* ESCO,> and EntreComp,’
ensuring that skill development resonates with industry stan-
dards. Competences, conceptualised as sets of interconnected
concepts, encapsulate knowledge, principles, and practices
crucial for achieving learning goals. The compilation of
these elements in the competence portfolio offers a struc-
tured overview of skills, knowledge, and aspirations, guiding
students through competence requirements and acquired
competences, where teachers play a central role in ensuring
a logical progression.

To this end, teachers define learning paths, segmenting
them into focussed learning fragments centred on specific
topics. These fragments, supported by associated learning
activities, orchestrate a guided process facilitated by the
progress edges. The progress edge introduces multiple out-
comes from each learning activity, creating a dynamic learn-
ing experience that fosters personalised learning through
diverse outcomes, tailored paths, adaptive feedback, learn-
ing flexibility, and heightened motivation.

4.2 Integration with learning environments

As suggested in [3], external tools, such as MTTs, should
be integrated with traditional virtual learning environments
(VLEs) to maximise the benefits for students and educators.
This will enable the utilisation of common VLE provisions
such as collaboration, communication, assessment, and feed-
back structures that have been proven necessary, effective,
and pedagogically sound [17]. This will provide seamless
integration within the students’ environments and a more
connected and insightful learning experience. Additionally,
it not only makes learning more accessible, but also allows
us to gather valuable information about how students interact
with these tools. By collecting learning analytics [70] through
these tools, educators can understand each student’s progress,
tailoring support to individual needs and facilitating further
the individual learning paths. In essence, the integration of
modelling tools into VLEs supports a personalised educa-
tional journey that incorporates familiar proven pedagogical
methods.

4 Occupational Information Network: https://www.onetonline.org/.

5 European Skills, Competences, Qualifications, and Occupations:
https://esco.ec.europa.eu/.

6 European Entrepreneurship Competence Framework: https:/ec.
europa.eu/social/main.jsp?catld=1317.
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4.3 Support for teachers
We first discuss requirements from a teacher perspective.
4.3.1 Modelling concepts and example library

Students learn well from concrete examples [54], but creating
substantial high-quality examples requires a significant effort
from teachers. Modelling tools for teaching should, there-
fore, have the ability to integrate with repositories of sample
learning activities, which should be made available as open
education resources (OERs). This could include: activities
where students need to do the same activity with and without
modelling [58]; an annotated repository of example models,
transformations, and other modelling artefacts; or examples
of industrial use of MDE.

4.3.2 Assessment support

Class sizes for software engineering courses continue to
increase, and as a result, the assessment of students is becom-
ing more and more of an issue. We imagine that an MTT
could help a teacher discover or select modelling exercises
from the aforementioned model repository for assessment.
Better even, the MTT could generate modelling exercises, or
variations of a given modelling exercise, to prevent cheat-
ing [33].

But most importantly, teachers need grading support. In
our experience, the grading of models is often more time-
consuming than the grading of code, because for a given
situation there is in many cases more than one way of
modelling it. MTTs should offer mechanisms for defining
marking schemes, i.e. attaching of points to model elements,
ideally in a language-independent way as done in [8, 38].
Automated grading algorithms could compare a student’s
solution with a teacher’s solution, or, for executable mod-
els, run a set of model unit tests to determine the grade of
the student. Ideally, the tool would also generate feedback
for the students to let them know where and why they lost
points. Again, it would be nice to have generic ways of pro-
viding feedback that are independent of a specific modelling
language.

4.3.3 Plagiarism detection

Discouraging plagiarism in education is vital to uphold aca-
demic integrity, ensure fairness in evaluation, and teach
students about ethical behaviour in both academic and pro-
fessional environments. In large courses, however, manual
inspection becomes impractical [27]. Plagiarism tends to be
more prevalent in mandatory assignments, such as those in
beginners’ courses [59], which typically involve a higher
number of students [16]. Thus, we identify the need for tool-
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based solutions to tackle the problem at scale [67]. Plagiarism
detection is well researched for code [55], however, not for
modelling assignments [51]. They pose a unique challenge
due to the fact that models typically operate at a higher level
of abstraction, providing fewer details for detection. Further-
more, approaches designed for code rely on linearization, a
process that is not trivial for models in general. Tool-based
solutions should help teachers by identifying suspicious can-
didates while leaving final decision-making to the teachers
to uphold ethical standards [48]. They also need to provide
explainability and traceability in order for teachers to under-
stand why a student submission is identified as suspicious.

4.3.4 Collaboration

We differentiate collaboration between teachers and between
teachers and students.

Collaboration between teachers We identified at least two
forms of teacher—teacher collaboration that would be helpful
for developing complex learning activities in modelling.

In sequential collaboration, multiple teachers edit a shared
learning activity, e.g. because one teacher reuses someone
else’s learning resource in the context of their own teaching,
or because a team of teachers may be co-delivering the same
course. This requires strong version-management support,
made additionally challenging by the requirement to manage
the consistency of a complete learning activity as individual
parts are modified by different teachers over time. Ideally,
an MTT would support authors of learning resources to
review, comment on, and approve suggested changes by other
teachers. Especially when resources are shared across institu-
tional boundaries, a lightweight and asynchronous process of
proposing changes to existing materials may facilitate better-
maintained resources than an environment characterised by
a “fork-and-forget” mentality.

In concurrent collaboration, multiple teachers are work-
ing on the same learning activity at the same time. This can
range from co-creation of learning activities to in-class sce-
narios demonstrating collaborative modelling or even using
teaching assistants to help with in-class active learning activ-
ities. These types of collaboration require typical concurrent
editing capabilities, including mechanisms for conflict reso-
lution, and collaborative awareness in modelling tools.

Teacher-student collaboration Teachers collaborate with
students

(1) synchronously to model behaviours and help students
overcome difficulties, as well as

(i1) asynchronously to provide feedback and assessment of
modelling work.

This requires effective mechanisms for appropriate interac-
tion. For example, it is pedagogically inappropriate for the
teacher to directly change the student’s model. Instead, teach-
ers need to be able to suggest model changes, provide critique
and feedback on good and bad model elements, etc. Ideally,
such feedback should be directly connected to the individ-
ual elements of the model, as this allows students to easily
understand the context the feedback is referring to.

This requires modelling-specific mechanisms that can be
used with a wide range of modelling languages and nota-
tions. In particular, the optimal mechanisms will depend on
the type of concrete syntax used. For example, for textual
modelling languages, mechanisms like patch annotation (e.g.
in the style offered in GitHub pull requests) can work very
well for providing asynchronous model feedback.

Teacher—student collaboration on a large scale is currently
facilitated through one-to-many lectures and labs. This pro-
cess could be enhanced by incorporating a “modelling-bot”
functionality, as discussed later in Sect. 4.4.1. Essentially,
this bot will be trained using resources from teachers, past
assessments, and relevant data, aiming to provide instant
feedback at scale. It is important to note that while this does
not replace the unique teacher—student feedback mechanism,
it does automate the correction of common mistakes and
repetitive aspects of the process, benefiting both students and
teachers.

It is worth mentioning that while this approach is applica-
ble across various subjects, modelling particularly stands to
benefit due to the nature of its assessment. Unlike subjects
with clear right or wrong answers, like mathematics, mod-
elling involves diagrams assessed based on quality [40, 52],
which requires a more nuanced evaluation that may be better
supported through the interactive nature of a bot.

4.3.5 Traceability

As discussed in Sect. 3.1, when teaching model-based devel-
opment, students are introduced to modelling the different
aspects or views of a system at the right level of abstraction
using the most appropriate formalism. It is also essential for
students to understand that no model is an island. Models
developed in downstream activities must conform to mod-
els created in upstream activities. Tool support is required
to demonstrate the dependencies between the multitude of
models, possibly with the use of megamodels [7] and/or
macromodels [66].

For software engineering projects that use modelling, an
MTT should provide capabilities for automatically checking
if traceability is maintained between the modelling artefacts.
The checker would assess conformance between models,
for example, whether the design class diagram conforms to
the domain model, or whether the sequence diagram con-
forms to the textual use cases for an application. The checker
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could annotate models and generate traceability information
to highlight the missing links between two modelling levels.

4.4 Support for students

Next, we discuss requirements specifically to support stu-
dents.

4.4.1 Modelling assistants

In recent years, numerous techniques that assist modellers
have been proposed. These recommendation systems offer
suggestions to the modellers based on certain factors, e.g.
similarity between the current content of the model and exist-
ing models in knowledge repositories, without specifically
focussing on teaching [15, 19, 30, 50, 69].

The participants of the workshop felt that existing
approaches (e.g. DoMoBot [65] and SOCIO [63]) are going
in the right direction, but that more can be done with respect
to teaching support. For example, chatbots and assistants for
modelling should take the current level of the student into
account when providing feedback, i.e. not reveal the correct
solution immediately, but provide just enough of a hint for the
student to be able to determine the solution themselves. Fur-
thermore, modelling assistants that determine a specific weak
point of a student could point them to the relevant teaching
material or suggest specific training exercises. As collabo-
rative learning is often more motivating [25], the modelling
assistant could also group students according to their level
and suggest collaborative exercises tailored to the group’s
learning needs.

4.4.2 Constraining a modelling language

Modelling languages often provide many concepts and fea-
tures, some of which are fundamental, whereas others are
advanced, i.e. not used very often and/or potentially difficult
to grasp for newcomers. For example, whereas the concepts
of class, attribute, and binary associations are fundamental
to modelling using class diagrams, concepts such as asso-
ciation classes or n-ary associations are less often used. To
reduce the cognitive load on students and to guide them in
their learning, we imagine that it would be very useful if
MTTs provided support for restricting the available features
of amodelling language for a given exercise to those required
for solving it. Over time, and as the expertise of the student
grows, more difficult exercises would give access to more
advanced features.

Restricting the available features of a language to a subset
of the language also makes sense to tailor it to the modelling
activity that is being carried out. For example, when creating
a domain model, classes typically do not declare any opera-
tions, nor does one bother modelling visibility. On the other
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hand, when a class diagram represents a software design, then
being able to define operations for classes is essential. In this
case, association classes or n-ary associations are typically
not used.

4.4.3 Collaboration

Modelling is often collaborative and MTTs should support
this.

Direct collaborative modelling Modelling tools for teach-
ing should provide opportunities for students to store their
models on a standard version control system to allow asyn-
chronous, offline collaboration with other students. This
requires students to understand version control systems and
their practical use. Additionally, it may be important to pro-
vide adapted support for model comparison and merging.
Students also expect to be able to collaborate syn-
chronously; that is, multiple students would edit the same
model at the same time, possibly each using their computer.
Some modelling tools already support such collaborative
modelling. For example, tools such as Magic Draw, Enter-
prise Architect, and MetaEdit+ [42] already support online
collaboration, including across different domains [35].

Indirect collaboration Students can benefit from learning
from other students’ work [20]. One way of doing this is
to enable peer feedback, where students comment on other
students’ solutions to the same assignment. For this, as men-
tioned in Sect. 4.3.2, it would be beneficial if feedback could
be given through direct annotation of models.

Another, more implicit mechanism is for students to
receive feedback and suggestions based on an analysis of
other students’ submissions. For example, where a student
has not been able to complete a task successfully, the sys-
tem could identify other students who submitted similar, but
successful solutions and use the delta to suggest parts of the
model the student should focus on to develop a correct solu-
tion. Similar systems have been experimented with in the
context of assessing programming tasks [32], but they need
to be developed for modelling education.

4.4.4 Gamification

There is strong interest in utilising gamification in modelling,
yielding promising initial results [13]. However, the pre-
dominant efforts thus far have involved modellers manually
creating ad hoc gamification environments tailored to spe-
cific experimental scenarios. A genuine push towards fully
integrating gamification into modelling tools remains out-
standing. Notable exceptions, like [13, 24, 26, 60, 75], can
be regarded as early endeavours addressing the gamification
of modelling, particularly in the context of modelling educa-
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tion. These authors have introduced technical solutions that
target specific learning objectives, such as data/process, and
UML class diagrams modelling.

New MTTs should incorporate a fully fledged gamifica-
tion environment. The game definition mechanisms within
this framework must distinguish various learning dimen-
sions, including learning abstraction, a modelling language,
or a modelling tool.

5 Technical requirements

In this section, we list the technical requirements for our envi-
sioned MTTs. We split the discussion into requirements to
help the students, the teachers and to support the development
of the tools themselves.

5.1 For students

To allow them to focus on the actual modelling activity, stu-
dents should be able to use modelling tools without the need
for installation or complex plugin management. Web-based,
playground-style solutions (like the Epsilon Playground’ or
[5]) may be one approach here, but alternative options (e.g.
integration into common platforms like VS Code) may also
be appropriate.

Students use many different computing platforms, and it is
essential that the modelling tools used in teaching are avail-
able across these platforms and do not significantly change
the way they work when switching between platforms.

Platform independence especially concerns both the mod-
elling artefacts and the user interface. Regarding the former,
models cannot break or deviate in their behaviour when work-
ing on different platforms. Regarding the latter, it is important
that demonstrations of teachers or teaching assistants can be
directly reproduced by students, independent of, for example,
their operating system.

Students have many demands on their time and will rarely
be able to complete an activity in one sitting.

It is, therefore, essential that educational modelling tools
provide easy ways of saving intermediary model states and
continuing from such a saved state at a later time. Saving
can be internal to the tool (e.g. to an internal database) or
can be to an external file. Importantly, it must be possible to
export work in a format that is appropriate for submission
of assignments (or to submit directly from within the tool
if more appropriate). This includes simple choices such as
ensuring no absolute paths are used in exported files.

7 https://eclipse.dev/epsilon/playground/.

5.2 For teachers

Teachers can have different requirements depending on a
number of factors, including the extent to which the tool will
be used to support learning and assessment activities within
the course and the available technical skills and infrastruc-
ture.

Teachers who plan to use the tool extensively in their
course and who have technical skills and resources may like
to deploy a version of the tool (e.g. through a Docker image)
on local resources. This allows them to control when to
upgrade to the next version of the tool, to patch/work around
any identified issues with the tool, and to shield students from
unexpected events. On the other hand, teachers who only plan
to use the tool for a small, non-critical part of their course
are likely to prefer a ready-to-use public instance (like those
offered by the Epsilon Playground and UmpleOnline [49]). In
this case, teachers may require configuring the tool with cus-
tom examples (e.g. metamodels, grammars, models, model
management programs) to better integrate with the rest of the
teaching material (e.g. example systems/domains discussed
in lectures). Ideally, doing so should not require teachers to
install an instance of the tool on their own resources; publicly
available instances should provide built-in support for this.
The Epsilon Playground, for example, allows users to config-
ure its set of examples by specifying the location of a JSON
document as a URL parameter.® Finally, students should be
able to share their work with teachers (e.g. by generating
and sharing a unique URL as is the case with the Epsilon
Playground) and teachers must be able to export their stu-
dents” work and persist them in a standard format to carry
out further activities (e.g. inspection, marking).

5.3 For MTT developers

MTTs should demonstrate common characteristics of well-
engineered community-driven software to facilitate adoption
and continued development. The implementation should be
accompanied by tests that demonstrate the correct behaviour
of the tool and protect it against regressions. The architecture
and code should be modular, to allow adopters to add/disable
components and services. The code should be implemented
using languages and frameworks that have a substantial user
basis to facilitate long-term maintenance. Finally, the use of
a permissive open-source licence is necessary to facilitate
contributions by the community.

8 See  https://eclipse.dev/epsilon/doc/articles/playground/#custom-
examples.
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6 Modelling tool examples

To illustrate the requirements discussed in Sects.3 to 5, we
present in this section how some of the existing academic
tools nowadays address them.

6.1 Executable modelling with examples in Umple

Umple [49] is an open-source modelling language and tech-
nology designed to improve both education about modelling
and open-source development with models. Umple’s tex-
tual syntax (cf. Sect. 3.1.2) incorporates a variety of model
types including class models, state machines, and feature
models. Most graphical representations can also be edited,
with the edits instantly reflected in the text. Umple generates
code from all its modelling constructs, enabling model-
driven design of complete systems (cf. Sect. 3.1.5). Where
needed, user-defined code in traditional programming lan-
guages including Java, PHP, and Python is embedded in the
same files as the textual models. The result is a textual format
that resembles what students would be used to, given their
experience with any other compiler.

To make it clear to students that serious systems can be
built with models, an extensive online user manual and set of
examples are available. Students also see the write-compile-
execute-repeat cycle and experience satisfaction when they
get a system working that is built from models.

A key feature of Umple is its extensive automatic analysis
of model consistency (cf. Sect. 3.1.3). Several hundred error
messages and warnings are produced regarding issues Umple
detects in models. Each error or warning also has its own
dedicated manual page, with live examples showing how to
correct errors.

6.2 Constraining modelling languages in TouchCORE

TouchCORE is an academic modelling tool that focuses
on model reuse following the Concern-Oriented Reuse
approach. TouchCORE currently supports several standard
modelling notations, such as class diagrams, sequence dia-
grams, and use case diagrams. It is also possible to define new
domain-specific languages and augment them with concern-
oriented capabilities by integrating them into TouchCORE
using a plugin mechanism.

In addition to the language metamodel, a language defi-
nition in CORE requires the language designer to specify a
set of language actions that define the construction seman-
tics. The actions encapsulate complete editing steps that are
used by the modeller when elaborating a model using the
language. In other words, the language actions constitute the
API for building models with the language.

On top of the language actions, TouchCORE provides the
notion of a perspective [4], which allows a modeller to group
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a set of language actions and make them available to the
user for creating models for a specific purpose. For example,
a user can select the Domain Modelling perspective, which
then opens the class diagram editor, but is configured in such
a way that it shields the user from the full power of UML
class diagrams (cf. Sect. 4.4.2). In the Domain Modelling
perspective, it is not possible to create operations for classes,
nor can one specify visibility for attributes or navigability
of associations. On the other hand, if the user selects the
Design Modelling perspective, then the creation of operations
and specification of visibility and navigability is allowed.
On the other hand, the use of association classes and n-ary
associations (where n > 3) is disallowed.

6.3 Web-based playgrounds: addressing
no-installation requirements, teacher
collaboration, and constrained modelling
activities

In the world of programming languages, web-based play-
grounds have been around for some time. One of the most
well-known such environments is perhaps www.w3schools.
com [62], which has been offering online training on the
basics of a wide range of programming languages, web
frameworks, etc., for a long time.

With playgrounds no software installation or configura-
tion is required (cf. Sect. 5.1). All learning activities are
accessible from within a web browser with no need for the
student to install complicated tools or set up development
environments. Furthermore, playgrounds are typically set up
for specific activities and provide a bespoke, typically sim-
plified user interface exposing only the minimal functionality
required to support the activity (cf. Sect. 4.4.2). As a result,
students can focus on the interactions required for the activity
without distractions from tool or language complexity.

As a result of these benefits, playgrounds have been
experimented with by MDE tool developers, primarily as
a mechanism for enriching the online documentation of their
tools. For example, the Epsilon Playground provides a range
of examples for using the Epsilon toolkit [44]. Similarly,
the Langium Playground® allows experimentation with the
Langium language workbench.

The MDENet education platform [5]'0 generalises from
these ideas and aims to develop a playground into which
different MDE tools and techniques can be easily inte-
grated. Technically derived from the Epsilon Playground,
the platform introduces declarative specifications for learn-
ing activities and MDE tools. MDE tools are expected to
be packaged as web services offering an API for running
tool-specific actions (for example, a model-transformation

9 https://langium.org/playground/.
10 https://github.com/mdenet/educationplatform/.
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tool would offer an API endpoint which can accept a model,
metamodel, and transformation specification and return the
transformed model). The platform then allows declarative
activity specifications to draw on a whole range of tools avail-
able in this way and constructs a dedicated playground from
each such specification. Activity specifications and the asso-
ciated files can be stored in a GitHub repository, making
them accessible to students, for example, via GitHub class-
room and similar mechanisms. Students are even able to save
back their progress via the platform (cf. Sect. 5.1), which will
create a commit in the underlying repository (assuming the
student has sufficient access rights).

Making activity specifications explicit as declarative mod-
els via the GitHub platform makes it possible for these to be
shared and co-developed by different teachers, helping to
address some of the requirements on teacher collaboration
(cf. Sect. 4.3.4).

6.4 Teaching language engineering in graphical,
textual, and projectional language workbenches

Students should be exposed to developing DSMLs using dif-
ferent modelling paradigms (cf. Sect. 3.2.1). AToOMPM [74] is
a web-based graphical modelling environment. Being boot-
strapped, its editor is completely customizable, enabling
teachers to adapt the tool for specific assignments. Focussing
solely on graphical models, students define the concrete syn-
tax of their DSML with SVG elements. As for the abstract
syntax, students usually define it using the built-in UML
class diagram; however, teachers can define other metamod-
elling languages (such as Entity-Relation) as well. AToMPM
also enables the definition of the semantics of the DSL with
rule-based model transformations. Students develop differ-
ent algorithmic skills than needed when programming, being
a declarative specification based on graph transformations.
These transformations are mainly used to refactor, simulate,
or analyse models. Using this tool, students can observe live
animations of their model while running the transformation
continuously or step-by-step.

The Eclipse Modelling Framework offers a variety of
modelling tools that allow students to model both using a
graphical or textual. However, Eclipse’s strength is mostly
in the former. A prominent textual modelling is Xtext [29],
a textual model editor generator. Using Xtext, students
learn to define grammars as well as other core language
engineering components such as validators, postprocessors,
and textual styling. It is compatible with Xtend [28], a
template-based code generation engine. This allows students
to develop code generation skills from high-abstraction mod-
els targeting different programming languages and platforms.
Within the Eclipse realm, they can also use the ATL [39]
model-to-model transformation engine, specifically tailored
to translate models across modelling languages. ATL trans-

formations are developed with declarative rules augmented
with OCL-like expressions.

Defining DSMLs with  projectional language
workbenches, like MPS, differs from the previous modelling
paradigms when developing the concrete syntax of the lan-
guage. In MPS, students define textual projections of their
language. They then define a Java code generator to give the
operational meaning to their language. Alternatively, Gentle-
man [46] is a web-based projectional editor generator where
students develop and use DSMLs in a web browser. In this
case, they define projections for each metamodel element in
the form of a group of HTML widgets. Gentleman also sup-
ports graphical projections. Teachers can easily integrate the
generated projectional editors into full-fledged web applica-
tions demonstrating to students how MDE technologies can
be interleaved with programming technologies seamlessly.

6.5 Gamification with PapyGame

As a plugin for the Papyrus modelling tool,'! PapyGame
aims to gamify the learning of modelling by integrating a
game view within the Papyrus UML editor. This gamifica-
tion (cf. Sect. 4.4.4) is made possible through the utilisation
of a Gamification Engine, enabling the implementation of
key gaming concepts associated with specific learning paths.
The tool utilises a gamification design framework accessible
through user interfaces in a web browser. This integration
serves to enhance the learning experience for users, provid-
ing both effective and enjoyable ways to learn and practice
modelling skills. For educators, PapyGame stands as a valu-
able asset to enrich their students’ learning experiences and
foster improved learning outcomes.

6.6 Skills, concepts, OER, and learning paths in MDE
through the ENCORE platform

The ENCORE platform [14] has been designed and devel-
oped to support teachers and learners both in designing and in
delivering personalised learning paths (cf. Sects. 4.1 and 4.2)
in MDE based on a set of available OERs (cf. Sect. 4.3.1).
In ENCORE, a learning path typically consists of a series
of lessons and modelling activities that build on one another
to create a cohesive educational experience. The process for
creating a learning path generally involves two main steps: 1)
creating the learning path by identifying the learning objec-
tives, selecting relevant content and assessment, and using
the most appropriate instructional strategies, e.g. lectures,
group activities or assignments; and ii) delivering the learn-
ing path to students while monitoring students’ progress
and providing support when needed. Through the use of the
ENCORE Enabler for Educators (E4E), educators can access

T https://ci.eclipse.org/papyrus/view/PapyGame/.
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Ability for students to save and load models

The tool is free to use for educators and students

Ability to run on all main laptop platforms

General ease of use

Reliability

Ability to present comprehensive error or warning messages
Online user manual

Presence of a library/repository of examples

The tool is free to use for all users

Code generation from models

Fast response time

Ability to have multiple diagrams showing different elements
Version control of models, such as integration with Git tools
Ability to run as a website: zero-footprint + no installation
Ability to annotate, or comment on models

The tool is open source

Ability to hide unneeded featuresto reduce complexity

B Harmful

Important at a moderate level

Not needed/ would not judge a tool by this

Good to have at abasic level

Essential to have reasonably good capability m Critical: As extensive and good as apossible

Fig. 3 Top responses to Q7 to 13 on required features of MTTs. This was a semantic-difference scale question and each coloured bar represents
the percentage of responses for each possible answer, centred on “Not needed”

the ENCORE database and include in the specific learning
paths the relevant OERs that target specific skills in MDE.
A second enabler, the ENCORE Enabler for Learners (E4L),
supports the delivery of the resulting learning path to stu-
dents by leveraging notebook interfaces. Each notebook can
be configured to provide and assess a specific learning path
and can be augmented with gamification mechanisms to pro-
mote students’ learning engagement.

7 Conclusion

While modelling is an important activity in software engi-
neering, modelling tools are often not good enough to be
used efficiently and effectively in teaching contexts. Based
on discussions in a 1-day working session at MODELS 2023,
we have reported a catalogue of requirements on future mod-
elling tools for teaching (MTTs).

We conducted an international survey and asked partic-
ipants which features they would value particularly highly
in a modelling tool for teaching. Figure 3 gives an overview
over the top 17 features based on participants’ responses on
a semantic-difference scale.

Notably, participants strongly care about the usability
aspects of modelling tools. Respondents consistently under-
score the significance of features such as general ease of
use, fast response time, and the ability to hide unneeded fea-
tures. These elements are foundational to the user experience,
as they directly impact efficiency and user satisfaction. A
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tool’s intuitive interface and seamless navigation are pivotal
in facilitating the modelling process, enabling users to focus
on their tasks without grappling with unnecessary complexi-
ties. Note, also, that usability already played an important role
in the responses to the initial survey we conducted directly
during the workshop.

Moreover, participants emphasise reliability. This encom-
passes not only the stability and robustness of the tool but also
its ability to consistently deliver accurate results and perform
as expected under various conditions. Users prioritise tools
that they can rely on to execute tasks reliably, minimising the
risk of errors and disruptions in their workflow.

In addition to usability and reliability, the data highlights
the importance of functionality geared towards enhancing
collaboration and learning. Features such as the ability for
students to save and load models, version control, and the
presence of a library/repository of examples facilitate knowl-
edge sharing, iteration, and experimentation.

Furthermore, accessibility and affordability emerge as
significant determinants of tool adoption and usage. The abil-
ity to run on all main laptop platforms and the availability of
free usage for educators and students are important to respon-
dents. These features ensure inclusiveness and democratise
access to modelling tools, making them accessible to a
broader audience regardless of their technological or finan-
cial constraints.

Developing the next generation of MTTs must be a com-
munity effort. We invite everyone interested in these topics
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to join our efforts and build better tools for future teaching
of modelling.
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