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Kurzfassung

Die hohe Nachfrage nach geeigneten Energiespeicher-Systemen für mobile wie auch stationäre
Anwendungen führte zum massiven Einsatz von Li-Ionen-Batterien. Diese sind zwar die
derzeit beste Wahl in Bezug auf Energiedichte und Leistung. Jedoch macht ihr inhärentes
Risiko des thermischen Durchgehens eine angemessene Sicherheitsbewertung zwingend er-
forderlich. Moderne Methoden verwenden eine Kombination aus experimenteller Analyse
und Modellierung. Die bislang meist semi-empirischen Modelle erlauben jedoch keine direkte
Ableitung der Wechselwirkungen zwischen den auftretenden Phänomenen und zugrundelie-
genden Wirkmechanismen innerhalb der Zelle.

Um diese offene Herausforderung zu bewältigen, wurde in der vorliegenden Arbeit ein Mod-
ellierungsansatz entwickelt, der die verschiedenen Spezies sowie deren Interaktion innerhalb
einer Zelle berücksichtigt. Dieser Ansatz beinhaltet die explizite Darstellung von 20 Spez-
ies, in bis zu 12 Reaktionen, welche von 60 ◦C bis zum thermischen Durchgehen ablaufen. Ein
weiterer Schwerpunkt wurde auf Dampf-Flüssig-Phasengleichgewichte und deren Zusammen-
spiel mit den entstehenden Reaktionen gelegt. Die Analyse einer Acclerating Rate Calorimetry
Messung mittels dieses Modellierungsansatzes konnte zeigen, dass aus chemischen Reak-
tionen entstehende Gase das Sieden des Elektrolyten bis zum Öffnen des Sicherheitsventils
unterdrücken. Zudem wurde eine detaillierte Sensitivitätsanalyse durchgeführt. Hier wurde,
die Menge von Wasser als Verunreinigung sowie die Eigenschaften der Solid-Electrolyte-
Interphase (SEI) variiert. Diese zeigte, dass eine sichere Batterie eine dicke, anorganische
SEI und kaum Wasser enthält. Im Falle einer Wasserkontamination konnte ein wesentlicher
Einfluss auf das thermische Durchgehen nur in Verbindung mit sehr hoher Kontamination ge-
funden werden. Daher ist eine starke Trocknung der Elektroden im Sinne der Betriebssicher-
heit nicht notwendig, da sie keinen nennenswerten Sicherheitsvorteil bietet und die Leistung
der Elektroden verringert. Schließlich wurde die statistische Theorie der assoziierten Fluide
verwendet, um die Druckentwicklung in Li-Ionen Batterien verwendeten Elektrolyten zu ana-
lysieren. Es zeigte sich, dass das Edelgas Argon und Stickstoff gute Wahlen als Inertgas für die
Lösungsmittellagerung und den Zellbau sind. Dies ist darauf zurückzuführen, dass beide eine
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geringe Löslichkeit in den verwendeten Lösemitteln aufweisen und sich diese, im Fall von Ar-
gon, bei Temperaturanstieg erhöht. Weitere Simulationen machen deutlich, dass das Lösungs-
mittel optimiert werden muss, um die Löslichkeit der Gase aus den Abbaureaktionen zu max-
imieren. Dies deutet darauf hin, dass, obwohl kontraintuitiv, niedrig siedende Lösungsmit-
telkomponenten wie Dimethylcarbonat oder Ethylmethylcarbonat zu diesem Zweck bevorzugt
werden sollten.

Zusammenfassend verdeutlicht der hier entwickelte komponentenbasierte Ansatz den entschei-
denden Einfluss von ablaufenden Reaktionen auf die entstehenden Phasengleichgewichte und
vice versa während des Durchgehens von Batterien. Der präsentierte Modellierungsansatz ist
ein vielversprechendes Werkzeug für das Verständnis und die Minimierung von Sicherheits-
risiken bei Li-Ionen Batterien.
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Abstract

The high demand for suitable energy storage systems for mobile and stationary applications
led to the mass deployment of Li-ion batteries. While they are currently the best choice re-
garding energy density and rate performance, their inherent risk for thermal runaway makes
a proper safety assessment mandatory. State-of-the-art methods use a combination of exper-
imental analysis and modelling approaches. However, up until now, most of the employed
models are semi-empirical and do not allow a direct deduction of interdependencies of occur-
ring phenomena with chemical species within the battery.

To tackle this open challenge a component-based modelling approach was developed in the
presented work. This approach explicitly represents 20 species participating in up to 12 reac-
tions from around 60 ◦C up to the thermal runaway. Further focus has been laid on vapour-
liquid phase equilibria and their interplay with emerging reactions. Employing this novel mod-
elling approach in the analysis of an accelerating rate calorimetry measurement showed that
evolving gases from degradation reactions will suppress electrolyte boiling until the venting
of the battery. A detailed sensitivity analysis of the impact of the contaminant water and solid
electrolyte interphase (SEI) properties revealed that a safe battery would constitute a thick in-
organic SEI and have low water content. In the case of water contamination, a substantial
effect could only be observed for severe contamination. Thus, massive electrode drying can be
avoided as it has no significant safety benefit while decreasing electrode performance. Eventu-
ally, an exhaustive analysis of factors influencing the pressure evolution during a thermal event
was conducted utilising the statistical associating fluid theory. The findings show that argon or
nitrogen are good choices as the inert gas employed during solvent storage and cell assembly.
This is a consequence of their low solubility in the electrolyte systems and, in the case of ar-
gon, an increasing solubility with higher temperatures. Further simulations highlight the need
for optimising the solvent to maximise the solubility of gases from degradation reactions. This
indicates that, counterintuitively, low boiling solvent components like dimethyl carbonate or
ethyl methyl carbonate should be favoured for this purpose.

In summary, the component-based approach developed here illustrates the decisive influence of
chemical reactions on the phase equilibria and vice versa. The presented modelling approach
is a promising tool for understanding and minimising safety risks in Li-ion batteries.
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1 Motivation

Harnessing the energy conserved in fossil fuels is what powered the industrial revolution. It
helped humanity to increase its population size from 1 billion to 8 billion in only 200 years.
At the same time, the average life expectancy rose from around 30 years to 72 years, and
extreme poverty decreased below 10% [1]. Yet, nothing comes without a prize. Extreme
weather conditions like floodings, storms, and droughts have increased substantially. All of
this is brought about by a group of molecules called greenhouse gases. Figure 1.1 presents the
enormous amount of 51.000.000.000 t CO2,eq annual human-made greenhouse gas emissions
and its distribution among the energy sector, industry, waste management, and agriculture
[2]. Without massive change, the continued emissions will put a third to half of the human
population outside our habitable niche until the end of this century [3]. To prevent the worst,
the quest for our and coming generations is to find and establish ways to bring this number
below zero.

A huge contributor to these emissions is CO2, released from burning fossil fuels in transport
of all forms, making up 16.2% of the total emissions [2]. Fortunately, solutions already exist.
These range from hydrogen-fueled cars over more intensive use of bicycles and public trans-
port to electric vehicles (EV) using batteries or H2 as mobile energy storage systems. Here,
the Li-ion battery, with its superior energy storage and power capabilities, already makes up
50% of the whole electrical energy storage market. When only considering the mobile sec-
tor this increases to remarkable 99% 1 [4]. Besides the properties mentioned above, safety is
among the most essential requirements for mass deployment of Li-ion batteries. During their
development, Li-ion batteries have been the promising safer alternative to lithium metal-based
secondary batteries [5–7]. Still, potential safety hazards under high-temperature abuse exist
and have already been known during and before commercialisation [6, 8, 9]. Ongoing integ-
ration into electric mobility and the constantly increasing energy densities made consideration
of safety an omnipresent accompanying issue [9–11]. Even though EVs are far from being as
distributed as classical internal combustion engine vehicles (ICEV), an increasing number of
safety incidents are reported [12]. The most dangerous safety hazard is the thermal runaway,
caused by a cascade of exothermic reactions.

1 Lead acid batteries are excluded as they are almost exclusively used for starting, lighting, and ignition processes.
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1 Motivation

Despite extensive analysis, there are still a lot of unanswered questions. The following Chapter
2 will introduce Li-ion batteries in general, explain the general progression of a thermal event
and present the current state of technology regarding experimental and model-based safety
assessment. This literature survey highlights open research questions which are answered in
the thesis. Subsequently, the thesis structure is outlined.

Figure 1.1: Distribution of annual human-made greenhouse gas emissions among the energy sector, industry, waste
management, and agriculture. Adapted from [2].
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2 Fundamentals — Safety in Li-ion
batteries

This chapter introduces the fundamentals for assessing the safety of Li-ion batteries. First, the
principles and constitutive components of Li-ion batteries are covered. This is followed by a
general description of thermal events in the same. After this first introduction, measurement
methods to evaluate battery safety are shown. Further, existing modelling approaches within
the scope of battery safety assessment are summarised. In this context, special emphasis is
placed on equations of state. At the end of this chapter, open research questions are deduced
from the literature review. Lastly, the layout of the remaining parts of the thesis is presented.

2.1 State of the art Li-ion batteries in thermal
abuse

After their development in the late 1980s, Li-ion batteries have become an integral part of
our everyday lives. Their applications range from mobile phones over their mass deployment
in EVs to stationary energy storage. Owing to this tremendous attention from academia and
industry, the gravimetric energy density tripled in the last three decades [5]. And while the
physical limits of higher energy densities are approached, the search for ever-better alternat-
ives is extensive. These superior alternatives, surfacing in the shapes of Li-metal [13, 14],
silicon-based anodes [15], Li-sulphur [16] or Na-ion batteries [17] promise to solve some of
the open obstacles. But still, huge challenges such as safety requirements, short lifespan, un-
stable surface films, electrode passivation or ion shuttles exist. Thus, the Li-ion battery has
come to stay [18]. In the following, the individual components and the underlying processes
will be presented shortly.

2.1.1 Li-ion battery fundamentals

A Li-ion battery comprises four key parts: the negative electrode, also commonly referred
to as the anode, the separator, the positive electrode, also widely referred to as the cathode,
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and the electrolyte. The negative and positive electrodes are usually coated onto copper and
aluminium current collectors, respectively, enabling the movement of electrons through an
external electric circuit. The electrolyte, on the other hand, allows Li-ions to move from elec-
trode to electrode. The separator prevents an electric short circuit between the electrodes while
simultaneously permitting the transportation of Li-ions.

Li-ion batteries work with a ”rocking chair” mechanism [19, 20]. This means that the ions
move from the negative to the positive electrode without ever converting to their metallic form.
Graphite is commonly used as the active material for the anode due to its ability to intercalate
Li-ions within its layered structure [21]. Materials employed as the positive active material are
transition metal oxides such as LiMn2O4, LiNiO2, LiCoO2 or a stoichiometric combination of
the former such as in LiNi0.8Mn0.1Co0.1O2 [21].

The governing electrochemical reactions at the active material particle surfaces are given by

LiC6 ⇌ Li1−xC6 + xe−+ xLi+ (2.1)

for a graphite-based anode and by

LiCoO2 ⇌ Li1−xCoO2 + xe−+ xLi+ (2.2)

for a Co-based cathode.

Typical liquid electrolytes in Li-ion batteries consist of a combination of linear carbonates
such as dimethyl carbonate (DMC), diethyl carbonate (DEC), ethyl methyl carbonate (EMC),
the cyclic carbonate ethylene carbonate (EC) and lithium hexafluorophosphate (LiPF6) as the
conductive salt [22]. Even though this solvent mixture is not stable over the whole electro-
chemical window of Li-ion batteries, a protective surface layer called the solid electrolyte
interphase (SEI) is formed in the first cycles. This mitigates further side reactions and allows
for the continuous operation of the battery. Due to its uttermost importance not only for the
stability of Li-ion batteries under regular operation but also during thermal abuse, an in-depth
explanation of the SEI will be given below.

4



2.1 State of the art Li-ion batteries in thermal abuse

2.1.2 Solid electrolyte interphase1

After the SEI model was proposed by Peled et al. [23], its pivotal role in determining Li-ion
battery performance and stability became clear [24]. Thus, the past three decades have been
filled with ever more accurate analysis of this critical surface layer [13, 14]. However, the
fact that it forms within the first cycles, is merely a few nanometer thick and mostly unstable
at atmospheric conditions made this task extraordinarily difficult. Therefore, even after more
than a quarter of a century of research, some of the most fundamental questions about its
growth, Li-ion transport processes, and exact quantitative composition remain at least partially
unanswered [13, 14, 25].

Figure 2.1: Formation of the most common SEI components and gaseous or liquid degradation products from
electrolyte components in Li-based batteries. The SEI components are clustered into those considered
to exhibit favourable or weak SEI properties. Reactions of products from the electrolyte components
are taken from literature for additives [26–34], conducting salts [26, 35–38], contaminants [39–42] and
solvents [31, 35, 43, 44]. The thickness of the arrows corresponds to the number of reactants producing a
specific SEI component.

The SEI is formed within the very first cycles of operation. Therefore, these cycles are also
called formation cycles and due to their time-consuming nature, they pose a great potential for
optimisation [45]. The composition of the SEI is known to contain a vast number of species,

1 Parts of this subsection have been published as own contributions in Horstmann et al., ”Strategies to-
wards enabling lithium metal in batteries: interphases and electrodes”, Energy and Environmental Sciences,
DOI:10.1039/D1EE00767J, CC BY NC 3.0 [14].
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2 Fundamentals — Safety in Li-ion batteries

which are highly dependent on the electrolyte mixture and contaminants present during cell as-
sembly. Figure 2.1 displays the relationship between solvents, conductive salts, additives and
contaminants. The cyclic carbonate component EC leads to the formation of rather unwanted
species. The organic SEI component lithium ethylene dicarbonate2 (LEDC) is identified as one
of its major decomposition products [13, 48]. Another main constituent of the SEI is lithium
carbonate (Li2CO3), which may be formed either from solvent components, LEDC decompos-
ition, or CO2 as an impurity. Further reported species are LiF, Li2O and LiOH, which stem
from the decomposition of the used conductive salt or contaminants. Given the crucial role
of SEI properties, additives designed to alter them were already developed in the late 1990s
[49, 50]. Here, the polymer-forming additives vinylene carbonate (VC) and fluoroethylene
carbonate (FEC) are most commonly used in conventional Li-ion batteries. The reaction path-
ways of film formation based on these substances are intricate, and even two decades after
their development still need to be fully understood. Further additives such as LiNO3 or Li2S5

produce a rigid SEI, which is almost exclusively of use in Li-metal batteries. The architecture
of the SEI features a multilayered-mosaic configuration. Primarily, the inner dense layer is
composed of inorganic SEI species such as LiF, Li2O, LiOH, and Li2CO3. In comparison, the
outer porous layer consists of organic species such as LEDC and oligo- or polymers [51, 52].

The SEI forms due to the instability of the electrolyte components in the low potential region
of pure lithium or almost entirely lithiated graphite. Due to its formation, the battery loses
lithium inventory and, thus, the capacity is reduced. The question arises, why does this layer
promote battery performance? This intriguing surface layer has the distinct feature that it is
electronically insulating yet ionically conducting. Therefore, once this layer is stably formed,
it mainly inhibits its further growth while ensuring the battery operates normally. However,
there are still certain aspects that remain predominantly unexplored, given its electronically in-
sulating property. How are film thicknesses up to 100 nm possible [53–55]? Even considering
quantum effects such as electron tunnelling, a film that perfectly covers the electrode should
not extend about 10 nm. Here, several theories to answer this question exist, ranging from
a not perfectly insulating porous initial SEI layer [56, 57] over particle expansion and con-
traction and consequent SEI cracking [51, 58] to dissolved SEI species which only form the
known surface layer after agglomeration [59]. Despite these open questions about how growth
happens, it is known that the SEI steadily grows, even if slowly, over the lifetime of a battery.
What is also known is that the outermost layer of organic SEI species increasingly decomposes
to form inorganic species during ageing [25, 51]. These aspects will play a significant role in
determining the impact of the SEI on battery safety.

2 Please note that doubts about the stability of LEDC have evolved suggesting lithium ethylene mono-carbonate to
be the main organic species instead [46]. However, the decomposition mechanisms involved seem to need high
amounts of water [47]. Thus, this thesis will stick to LEDC as the major organic SEI component.
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2.1 State of the art Li-ion batteries in thermal abuse

Now that we3 have discussed the SEI’s components, structure, and features, we will shift our
focus in the next section to explore the general progression of thermal events in Li-ion batteries,
where the SEI plays a central role.

2.1.3 Thermal events in Li-ion batteries4

The way Li-ion batteries behave during thermal events that lead to thermal runaway is intric-
ate. From an initially safe battery state, a range of different phenomena can cause the battery
to heat itself, eventually culminating in a thermal runaway with temperature gradients up to
1000 ◦C/min, venting of toxic gases, and in the worst case explosion of the battery [12, 61].

As Li-ion batteries are, fortunately, stable and safe at room temperature, rather only an abuse
of the battery will start the chain reaction depicted in Figure 2.2. These abuse cases can be
classified as mechanical, electrical or thermal abuse [62]. Different abuse scenarios will cause
a different pathway the battery may take to thermal runaway. Mechanical abuse is almost ex-
clusively connected to an accident of some kind. The following deformation of the battery’s
interior leads to short circuits, which introduce massive heat, elevating the battery’s temperat-
ure in regions where degradation reactions readily occur. These reactions will then culminate
into a thermal runaway when not actively cooled. Here, the connection between the incident
and thermal runaway is obvious and almost immediate. A prime example of electrical abuse
is overcharging caused by a malfunctioning charging unit and battery management system.
Depending on the quantity of overcharging, this may cause direct battery explosion or merely
elevated temperatures. Hence, it may either be directly evident or, like thermal abuse, more
subtle. Thermal abuse is caused by extensive exposure to the sun or some other heat source,
e.g., over/fast charging. As the resulting temperatures are comparably low, around 80 ◦C, the
occurring reactions are also slow compared to the processes initiated by mechanical abuse. The
started self-heating of the battery might stay unobserved, and e.g. a parked car might catch fire
overnight without a direct connection to the incident [61].

Conventional Li-ion batteries have a safe operating window up to 60 ◦C. At this point, the
decomposition of the conductive salt initiates the degradation reactions [63]. This is followed
by the decomposition of the SEI starting in a range of 80 ◦C to 120 ◦C with subsequent re-
formation reactions [64]. Based on the boiling temperature of commonly employed electrolyte
mixtures, these can change phases around 100 ◦C to 130 ◦C. This phenomenon, however, has

3 The inclusive ”we” is used during this thesis, referring to the author and the reader.
4 Parts of this chapter have been published as own contributions in Baakes, F., Lüthe M., Gerasimov, M., Laue, V.,

Röder, F., Balbuena, P., Krewer, U., ”Unveiling the interaction of reactions and phase transition during thermal
abuse of Li-ion batteries”, Journal of Power Sources, DOI:10.1016/j.jpowsour.2021.230881, CC BY 4.0 [60].
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2 Fundamentals — Safety in Li-ion batteries

Figure 2.2: Sequential representation of occurring phenomena during the thermal abuse of Li-ion batteries. Adapted
from Feng et al. [62].

not yet been subject to any rigorous investigation, even though the cooling potential caused by
this phase transition is substantial. In the temperature range between 130 ◦C and 150 ◦C the
so-called venting of the battery occurs. Here, the pressure build-up from degradation gases
causes the cell to open. In order to reach equilibrium, the vapour phase within the cell will
spread out to the environment until the internal cell pressure and the pressure in its immediate
environment are even [65]. This phenomenon is known to be endothermic and can also cause
a visible drop in cell temperature. The SEI re-formation and simultaneous decomposition
bridge the temperature range from 120 ◦C to 150–200 ◦C, where the cathode active material
will start to decompose [66]. This combination of processes signals the start of the rapid
thermal runaway itself due to the reaction of O2 released from this decomposition with the
solvent components and its substantial heat release [64]. At around this temperature, ceramic
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separators can collapse, leading to an internal short circuit that massively accelerates the high-
temperature gradient. Any earlier mechanical abuse or defects could have already led to a
short circuit at lower temperatures [61, 64]. Further high-temperature reactions include the
self-decomposition of the solvents as well as the reaction of the Na-CMC binder in the anode.

Further, it should be noted that Li-ion batteries, especially in automotive applications, are built-
in packs constituting a series of smaller batteries. An important aspect within these packs is
the thermal runaway propagation which describes the spreading of thermal runaway through
the battery pack caused by one initially malfunctioning cell. In this case, the venting of gases
plays a critical role since the ejected gases carry and distribute a high amount of heat and are,
thus, a significant driver in increasing the temperature of neighbouring cells to a critical level
[67, 68].

After this general introduction to the progression of thermal events in Li-ion batteries, the fol-
lowing section will cover experimental and modelling approaches for their safety assessment.

2.2 Analysis techniques for thermal abuse5

Several analysis techniques have been developed to examine the safety characteristics of Li-ion
batteries. The first part of this section will introduce the main experimental approaches, while
the second half will show how modelling supports our understanding of this complex topic.

2.2.1 Experimental approaches

Various experiments are used to gain deeper insight into batteries and their safety. The most
common ones are Accelerating Rate Calorimetry (ARC) and Differential Scanning Calori-
metry (DSC) [69–72]. In both methods, the battery cell is heated, and the released energy is
observed. Yet, the way of observation differs.

In an ARC measurement, a sample is preheated to a given temperature. Then an equilibration
period is performed. This is followed by a seek period in which it is repeatedly checked if
a certain threshold of self-heating is exceeded. This is called Heat-Wait-Seek (HWS) mode.
In the case of self-heating, the method switches to adiabatic operation, i.e. no additional ex-
ternal heating and cooling. In this so-called exotherm mode, the setup tracks and follows the

5 Parts of this chapter have been published as own contributions in Baakes, F., Lüthe M., Gerasimov, M., Laue, V.,
Röder, F., Balbuena, P., Krewer, U., ”Unveiling the interaction of reactions and phase transition during thermal
abuse of Li-ion batteries”, Journal of Power Sources, DOI:10.1016/j.jpowsour.2021.230881, CC BY 4.0 [60].
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temperature evolution of the sample until reaching a set temperature, e.g. several 100 ◦C for
thermal runaway studies. Figure 2.3 a) shows the described progression of an ARC measure-
ment. Here, the three different stages have been marked in green (Heat-Wait-Seek), yellow
(Exotherm) and red (Thermal runaway). Note that the second phase has different names as-
signed to it in the literature. The most common ones are exotherm mode, adiabatic mode
and self-heating phase [73–75]. In this dissertation, exotherm mode is used when referring to
the experimental set-up, and the term self-heating phase when describing the behaviour of the
investigated battery. However, all terms describe the same stage and could be used interchange-
ably. Additionally, two essential temperatures are marked. These are the on-set temperature
of self-heating, denoted as TSH, and the on-set temperature of thermal runaway, denoted as
TTR. The latter is defined as the point where the temperature gradient exceeds dT

dt = 10Ks−1

[76]. Further, the critical time window between the on-set of sustainable self-heating, TSH and
thermal runaway, TTR, ∆tTR is depicted. Apart from this basic procedure, several extensions
to ARC measurements exist. A typical modification is an additional measurement of evolving
pressure in the test chamber or even of the battery itself [73, 77]. This can further be adjusted
such that the test chamber will follow the pressure evolution in the battery [78]. Also, adap-
ted testing procedures, including pressure evolution, are reported. Additionally, a gas analysis
method can be coupled to the ARC, allowing analysis of the reactive gases and thus giving
further insight into the occurring reactions [79]. ARC measurements can be considered the
standard method to assess the safety behaviour of Li-ion batteries. They have been applied to,
e.g. study the impact of different positive active materials and ageing conditions. Feinhauer et
al. [79] just recently used ARC measurements in combination with ultrasonic measurements,
a strain sensor and gas analysis. With this unique combination, they built on previous work
[80] and ought to uncover the effects of either low or medium-temperature ageing conditions.
They found that low temperature ageing at 15 ◦C leads to Li plating, which will reduce the
self-heating temperature of the battery by about 13 ◦C. Moderate temperatures of 35 ◦C, on
the other hand, lead to an increase in self-heating temperature of up to 15 ◦C. This is assumed
to be connected to a thicker, more inorganic SEI. These results are further underscored by
the thermal analysis databank by Feng et al. [81], where the same trend can be observed for
various differently aged cells.

In a DSC measurement, on the other hand, a fixed heating rate is applied to the probe and a
reference. The difference in heat flow to the sample and reference is measured as a function
of temperature or time. Figure 2.3 b) shows this curve schematically. Here, the baseline refers
to the heat flow to the reference and reaction heat to the sample. The sample’s exothermic or
endothermic heat flow is concluded by subtracting the baseline from the reaction heat curve.
This is mainly utilised to analyse singular battery materials with respect to temperature ranges
of reactions and the heat released of the same [82, 83]. A frequent modification of a DSC is
the combination with a scale to measure the mass loss during operation. This apparatus also
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Figure 2.3: Schematic representation of a) an ARC measurement and b) a DSC measurement. Adapted from [60].

exists without a DSC and is called a thermo gravimetric analysis (TGA). This combination
can be coupled with a gas analysis, such as a mass spectrometer (MS), to obtain even more
information. The works of Kriston et al. [84] should be named here specifically. In their
set-up, they combined a DSC-TGA with gas analysis. This combination revealed that the SEI
will not decompose in a single step. It will simultaneously form a secondary layer which will
decompose further.

Another frequently employed analysis method for electrochemical systems is online electro-
chemical mass spectrometry (OEMS). Here, a functioning electrochemical cell is connected
to a MS [85]. Depending on the experimental set-up, the cell is only opened in specific time
intervals or remains open for the whole measurement [63, 86, 87]. This method has been suc-
cessfully used to investigate the gas evolution of formation gases and reactions at temperatures
up to 60 ◦C [85]. Just recently, an in-operando high-temperature OEMS was used by Bläubaum
et al. [88] to investigate the behaviour of different separator materials at elevated temperatures
of up to 132 ◦C. Here, we could show that even though all separators in the study are considered
safe in the investigated temperature region, this is not true in a real battery environment. The
PET separator shows harsh signs of degradation after a performed heating step, rendering the
battery unsuited for further operation.

Further experiments used for safety assessment of whole cells or battery packs are nail penet-
ration, crush, and oven tests [89–91]. The goal of these tests is to emulate conditions during
an accident or abuse of the battery. In a nail penetration test, either one cell or whole stacks
are placed in a test chamber. Then a nail penetrates the cell either entirely or to a specified
degree. The resulting short circuits will produce massive heat release and subsequent thermal
runaway [92]. Crush tests are commonly employed to gain information about the mechanical
resilience of the battery casing. Here, a test body with varying possible geometries is used to
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crush the cell with either a specified force or to a limited extent [93]. The resulting deforma-
tion and forces are precisely measured. While the nail and crush test mimics sharp and blunt
impacts during accidents, oven tests reproduce thermal abuse conditions. The cell or pack is
placed in an oven, and a specified heating rate is applied during the measurement. Following,
the temperature evolution of the cell is tracked [11]. The deviation of the temperature curve of
the cell from the oven then indicates the start of exothermic reactions. The above methods can
also be coupled with additional analysis methods such as gas analysis or video recording.

2.2.2 Modelling approaches

Experiments do not allow for a direct conclusion on the occurring processes inside the battery.
Here, the coupling of experiments and mathematical battery models is a highly potent approach
that provides insight into the underlying processes [64, 91, 94–97]. Due to the complexity and
variety of phenomena during the thermal runaway, building a comprehensive model that covers
all occurring effects is an ongoing effort [98, 99]. As a clear division between the models is
challenging, the presentation of modelling approaches in this complex area will follow the
historical development.

The first approach to assess battery safety with the help of mathematical models has been
performed by Richard et al. [100]. Through a substitute reaction, this pioneering work was the
first to suggest the initial decay of the SEI as the primary cause of initial self-heating in an ARC
measurement. Hatchard et al. [91] extended the approach by Richard et al. to three substitute
reactions, further incorporating SEI reformation and positive active material decomposition.
This enabled them to replicate an oven test for a whole Li-ion cell. This approach of separating
the heat contributions within the battery into distinct parts such as:

Qtot = QSEI Decomposition +QSEI Reformation +QCathode Decomposition, (2.3)

has subsequently been adopted widely. Developing this idea further, Kim et al. [96] also in-
cluded solvent decomposition and combined this approach with a three-dimensional battery
model for heat distribution. More recently, Ren et al. [70] parameterised a Hatchard-type
model including six exothermic reactions based on DSC data and subsequently predicted the
thermal runaway measured within an adiabatic type measurement. Apart from these purely
reactive approaches, models incorporating internal and external short circuits have also been
developed. Zhang et al. [101] merged internal short circuit experimental data and a compu-
tational model incorporating heat transfer and Joule heating. By this means, they determined
that high temperatures initially disrupt the short circuit path by inducing melting. In another
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study, Coman et al. [102] implemented a simplified thermal-electrochemical model encom-
passing three Arrhenius-type reactions and a heat term based on short circuits. Using this
model, they revealed that the heat released during a thermal runaway is comparable if it is
triggered by an internal short circuit or overheating. A further inclusion of heat-related terms
arises from venting. Here, the goal was to describe and predict the timing of venting and
its impact on battery temperature. In their early work, Coman et al. [103] introduced three
additional heat terms in the venting model: electrolyte boiling, ejection and Joule-Thomson
effects6. With this, they could get a qualitatively sound description of the measured venting
in a cylindrical cell. By combining this approach with the gas generation rate of a pre-venting
reaction, they could reproduce the pressure profile up to the cell venting [65]. In both studies,
however, the cooling effect produced from the venting was severely overestimated. Another
model by Bugryniec et al. [105] considered a mixture of the CO2 released from reactions
and the solvent DMC, applying the ideal gas law to estimate the pressure rise until venting.
Using this approach, the accuracy in predicting the venting pressure was increased. Kim et
al. [106] focused on describing the gas flow in combination with gas-phase reactions after
the venting. By employing a momentum balance, they found that the gas flow within the cell
can be best described by Darcy-Forchheimer’s law7 and the flow outside of the cell with a
Reynolds-Averaged Navier Stokes equation. They also found that the initial venting, before
thermal runaway, does not contribute significantly to gas-induced heat propagation. Here, the
gas released during the thermal runaway plays a key role. In a comprehensive study, Wang
et al. [107] incorporated Euler-Lagrange-based CFD methods for continuous flow simulations
with a discrete phase model to cover particle behaviour. This allowed to reproduce the critical
venting phase including particle ejection.

When considering battery packs or whole stacks, the described gas venting is also a central part
of thermal runaway propagation. Thus, this intricate phenomenon is also part of simulational
and modelling studies. Recently, Wang et al. [68] integrated a computational fluid dynamics
simulation with a thermal resistance network. This fusion allowed them to assess how pack
ventilation affects explosion risk, demonstrating that unventilated gas mixtures can reach sat-
uration and become explosion-prone. Ventilation on the other hand prevents saturation but
also introduces concentration fluctuations in the gas phase. Further considering model-based
studies for propagation, Coman et al. [108] expanded on their previous work and investigated
the propagation behaviour of 18650 cells in a specially designed aluminium heat sink. Here,
they could show that the designed heat sink significantly aids in fast distributing the evolving
heat and, thus, mitigates the thermal runaway propagation.

6 This effect describes the temperature change of a real gas with an isenthalpic pressure reduction, which for most
gases leads to a cooling of the gas. Noble gases are the exception [104].

7 This law describes the pressure loss of a viscous fluid at high velocities in porous media.
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The approaches mentioned above could be classified as semi-empirical. The presented heat
terms refer to an existing component of the battery, and the decline of a given substance is
monitored with a mass balance, considering the exact measured mass or an estimate. There
is, however, no connection to any chemical species and their physical properties. This is es-
pecially true when considering the released heat in these approaches derived from DSC peaks
attributed to the decay of a given part of the battery. Besides this reaction model, most of the
described procedures include actual physical processes such as joule heating, evaporation heat,
heat propagation, and multi-phase flow. Yet, the sheer complexity of a thermal event in Li-ion
batteries prevented a fully physical-based model entailing all occurring phenomena until now.

The first known reaction model with a more physical basis was developed by Tanaka et al.
[109]. They simulated the SEI decomposition based on the chemistry of LEDC as the central
SEI component. Here, the released heat is calculated based on species properties, such as the
heat of formation and the resulting heat of reaction. Kupper et al. [110] extended the work of
Tanaka et al. by including SEI-specific calendaric ageing mechanisms at various temperatures
into a pseudo-3D electrochemical model. Besides complex electrochemical charge transfer
and ageing reactions, heat and mass transport processes are implemented in their framework.
Thereby, they were able to capture the nonlinear relationship between calendar ageing, per-
formance and temperature. Based on their previous results, Kupper et al. [111] investigated
the influence of an external short-circuit in combination with ARC and DSC simulations. They
found that the external short-circuit experiment could be reproduced assuming an insulating
secondary SEI consisting of Li2CO3. However, none of these approaches included gas solu-
bilities or phase equilibria and their interplay with occurring reactions.

Apart from the above semi-empirical and physical-based models, data-based modelling ap-
proaches are used to assess battery safety more frequently. Kriston et al. [112] combined a
physical model with machine learning techniques such as principal vector analysis and cluster-
ing to assess the severity of thermal runaway based on the initial conditions. Another relevant
data-based approach is the time sequence map introduced by Feng et al. [113]. Here, the heats
measured with DSC are transferred to a vector-based representation which can subsequently
be aligned in a diagram. In this approach, the complex reaction network is uncoupled, and each
heat is individually addressed. In this way, a simple method to interpret the intricate thermal
runaway evolution is proposed.

Considering that semi-empirical models are almost exclusively utilised for addressing thermal
runaway behaviour, it is evident that species-dependent interactions between reactions are
mostly not taken into account. One crucial aspect of this is the solubility of gases, which
also significantly impacts the pressure inside the battery cell. The conventional approach in
chemical engineering to address this issue employs equations of state (EoS). Utilising an EoS
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2.3 Equations of state

can effectively model the solubility of gases from degradation reactions and the ensuing pres-
sure increase caused by the same. Recognising their significance to the field, the following
section briefly introduces EoS and provides an overview of existing strategies.

2.3 Equations of state

An EoS relates pressure, volume, and temperature and, thus, describes the state of matter for a
given substance. The most basic form of this equation is the ideal gas law:

pV = nRT, (2.4)

where p, V , n, R, and T describe the pressure, volume, molar amount, gas constant and absolute
temperature, respectively. It was introduced by Claperyon in 1834 and is effectively a summary
of the empirical works of Boyle’s law, Charles’s law, Avogadro’s law, and Gay-Lussac’s law
[114]. This description does not take into account any species-specific properties. Therefore, it
falls short of accurately portraying the diverse behaviours that arise from their unique features.
At the end of the 19th century, Van der Waals (VdW) 8 introduced his famous cubic equation
of state that takes into account an attraction term, a, between the molecules as well as their
occupied volume b, which are specific for individual species [115]. With this extension, it was
for the first time possible to describe the vapour-liquid phase transition of a pure compound.
However, as with every EoS up until now, it fails in accurately predicting the compressibility
factor Z at the critical point, which is ZVdW = 0.375, whereas measured Z values most often
range around 0.29 [116]. Thus, expanded descriptions such as of Soave-Redlich-Kwong (SRK)
[117] and Peng-Robinson (PR) [118] included further terms to accurately describe the Z value
and increase their precision. All three EoS can be described in the same form:

p =
RT

v−b
− aα(Tr)

v2 + c1bv+ c2b2 , (2.5)

with v being the molar volume, b a constant described as the co-volume, α(Tr) a term describ-
ing the temperature dependence of the attractive term a, and Tr = T/Tc the reduced temperature
with respect to the critical temperature Tc. c1 and c2 are constants, which are both 0 for the
VdW EoS, 1 and 0 for SRK and 2 and -1 for PR. Rearranging Equation 2.5 gives:

8 Van der Waals based his approach on the idea of distinct atoms. Which is especially remarkable as then the
scientific community still struggled with the acceptance of existence of atoms.
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0 = v3 +

[
(c1 −1)b− RT

p

]
v2 +

[
(c2 − c1)b2 − c1

RT
p

b

+
aα(Tr)

p

]
v−
[

c2b2 + c2
RT
p

b+
aα(Tr)

p

]
b,

(2.6)

in its cubic form [116].

Since their development, the pure EoS forms PR and SRK have been modified in various ways.
Two hundred modifications are available for the PR EoS for pure components and one hundred
for mixtures [119]. To estimate and predict the phase behaviour of mixtures, so-called mixing
rules have been developed, of which Wong-Sandler [120] and the Huron-Vidal [121] are among
the most prominent. Most commonly, the applied mixing rules rely on the EoS/GE relation,
which states that GE, the excess Gibbs energy, usually calculated from activity models such
as the Universal Quasichemical (UNIQUAC) approach and its group contribution extension
UNIQUAC Functional-group Activity Coefficients (UNIFAC), must be the same as the excess
Gibbs energy of the EoS. This allows to solve for the high-pressure and high-temperature phase
equilibrium based on low-pressure GE models [122].

Combined with mixing rules, cubic EoS are in their various forms and modifications widely
applied in the chemical industry to describe the phase transition of mixtures and pure com-
pounds, e.g. in separation units. However, during the second half of the 20th century, the
quest for a more physical-based EoS that would also accurately describe the phase behaviour
of polar species has led to the development of a variety of new EoS. Most have been rejected
by industry and academia as they do not allow for a better description than the classical and
straightforward cubic EoS [123].

An exception is the statistical associating fluid theory (SAFT) EoS developed in the late 1980s
by Chapman et al. [124, 125]. By adopting the first-order thermodynamic perturbation theory
treatment for associating fluids of Wertheim [126–129], it was the first EoS that accounted for
association and non-sphericity. Through this novelty, it was able to describe an unprecedented
number of fluids with an accuracy surpassing classical cubic EoS9. In light of this achievement,
the theory has been adapted and developed further such that now a variety of SAFT theories
exists, some of which are pertubated chain-SAFT [131, 132], soft-SAFT [133], SAFT-variable
range [134]. A recent extension of the original framework is introducing a group-contribution
aspect. Group-contribution (GC) as a means to derive predictive models has already been

9 Cubic EoS are still seen as competitive in industry as well as academia [123]. Especially the development of
cubic plus association models helped to close the gap [130]. Here, the simplicity of classical cubic EoS and the
association term from the SAFT framework are combined.
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developed in the 1950s by Lydersen [135] and further improved by Joback and Reid [136]. GC
extensions exist for all kinds of EoS, classically, in the form of the above-introduced mixing
rules. As molecules within the SAFT framework are composed of segments, it delivers an
almost natural starting point for this approach [137]. A class of GC SAFT approaches, that will
also be utilised in this dissertation, is called SAFT-γ and was introduced in [138]. Compared
to other approaches that employ a homonuclear chain approach with mixing rules, SAFT-γ
composes the molecules of heteronuclear chains. This enables the prediction of binary and
multi-component mixtures from pure component data alone as long as all relevant groups are
part of the pure components. Since its development, the SAFT-γ approach has been applied to
a range of different fields, such as in a computer-aided molecular design framework to design
solvents for separation and carbon capture processes [139, 140]. Most recently, Wehbe et
al. employed the SAFT-γ Mie10 approach to predict the solubility of ibuprofen in different
aqueous electrolyte solutions [141]. The same approach was also recently applied to predict
the CO2 absorption capabilities of differing amine mixtures [142].

However, the field of liquid electrolytes for state-of-the-art Li-ion batteries still remains un-
touched by classical EoS as well as SAFT EoS until now. This lack of research likely origin-
ated from the complexity and vast number of used solvent combinations. Here, the GC aspect
of SAFT-γ poses the perfect solution. Once the core solvent groups’ parameters are identified,
different molecules and compositions can be studied.

2.4 Scope and structure

The majority of employed models in literature make use of the same structure which was ini-
tially introduced by Hatchard et al. [91]. Here, the thermal runaway is partitioned into heat
sources which can be classified as exothermic reactions, internal short-circuits and heat sinks
from electrolyte venting. While this approach has proven to be a powerful tool in describing
the evolution of the thermal runaway, more insight and explanation of occurring phenomena
are needed. This is mainly owed to the missing connection to chemical species. To address
this open challenge, this thesis aims to develop a component-based model for the safety as-
sessment of Li-ion batteries. Herein, the focus will be on the rigorous estimation of initial
conditions and proper representation of physical properties. Moreover, the effect of phase
equilibria will be studied in detail. Few literature sources considered the boiling of the elec-
trolyte [65, 84, 105] and in all studies, the solvent was a pure component. Since industry
and academia almost exclusively use binary and higher-order electrolyte mixtures, this thesis

10 This is a special form of the SAFT-γ EoS, which is also used in this thesis and will be introduced in detail in
Section 3.3.1.
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will encompass these combinations. Hence, an approach utilising EoS to incorporate binary
and, subsequently, multi-component mixtures is presented. This allows to study the intricate
interplay between evolving reaction gases and vapour-liquid equilibria of Li-ion batteries. Fur-
thermore, most of the above-described work primarily concentrates on thermal runaway and
the corresponding alterations influenced by changing conditions or parts of the battery, such
as the electrode active materials. But at this point, it is too late. To understand the underlying
mechanisms leading to this catastrophic event, this thesis will elucidate the transition from safe
operation to self-heating and to thermal runaway.

This thesis is structured into 7 chapters. The following Chapter 3 introduces the underlying
methodology. First, the reaction network is presented and discussed. Further, the model equa-
tions are introduced.

In Chapter 4, this framework is employed to simulate an ARC measurement, and the first
conclusions about the interplay of reactions and phase equilibria will be presented.

Based on these findings, Chapter 5 will investigate the influence of H2O as an impurity and SEI
properties on the crucial self-heating temperature and subsequent temperature progression.

Chapter 6 describes the implementation of a group-contribution EoS to perform a detailed
analysis of factors that affect the pressure progression in Li-ion battery electrolyte systems
during a thermal event.

The dissertation is completed with Chapter 7, which assesses the impact of the presented find-
ings and provides an outlook for future work.
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This chapter outlines the methods utilised in this thesis. Initially, the fundamental reaction net-
work is presented and examined in relation to the existing body of literature. This is followed
by a detailed description of the mathematical model equations used to simulate the thermal
event in Li-ion batteries. The chapter concludes with an introduction to the SAFT-γ Mie EoS,
which is used to analyse the pressure changes inside the battery during a thermal event.

3.1 Reaction network1

A proper analysis of the underlying reaction network is mandatory to obtain the degree of
physical accuracy needed for a better understanding of the thermal runaway. The network
depends on the used cell chemistry. In this thesis, an ARC measurement of Maleki et al. [69]
is utilised, which will be described in more detail in Section 4.1.2. The cell chemistry is a
graphite anode, LiCoO2 cathode combined with an EMC/EC LiPF6 electrolyte. The resulting
reaction network is summarised in Table 3.1.

Considering battery safety, the first reactions that occur at notable rates are the conductive salt
decomposition (CSD) and the subsequent decomposition to POF3 (PFD) and HPO2F2 (POFD)
at elevated temperatures between 60 ◦C to 80 ◦C. They also take place at room temperature
but only slowly in the range of days. During thermal abuse, they are accelerated and occur
within hours or minutes. Following the publication of Stich et al. [144], the decomposition of
LiPF6 to PF5 and LiF (CSD) and the subsequent decomposition of PF5 with H2O to POF3 and
HF (PFD) are considered as equilibrium reactions. In the original publication by Stich et al.
[144], PF5 directly reacts with two H2O to form three HF and HPO2F2. However, in a study
by Solchenbach et al. [85] POF3, an intermediate is detected by gas analysis techniques such
as OEMS. This detection implies that the lifespan of POF3 is sufficiently long to be considered

1 Parts of this chapter have been published as own contributions in Baakes, F., Lüthe M., Gerasimov, M., Laue, V.,
Röder, F., Balbuena, P., Krewer, U., ”Unveiling the interaction of reactions and phase transition during thermal
abuse of Li-ion batteries”, Journal of Power Sources, DOI:10.1016/j.jpowsour.2021.230881, CC BY 4.0 [60]
and Baakes, F., Witt, D., Krewer, U., ”Impact of electrolyte impurities and SEI composition on battery safety”,
Chemical Science, DOI:10.1039/D3SC04186G, CC BY 3.0 [143].
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3 Methodology and models

Table 3.1: Degradation reactions, their reaction enthalpy (blue = endothermic, red = exothermic), the Gibbs free
energy of reaction (blue = endergonic, red = exergonic) and their temperature range in which they are ob-
served in differential scanning calorimetry, accelerated rate calorimetry or electrochemical measurements.
Products that also act as reactants are highlighted in bold.

Name Abbr. Equation ∆H⊖
r ∆G⊖

r TStart

kJ mol−1 kJ mol−1 ◦C

LiPF6 decomposition [43, 144–146] CSD LiPF6 −−⇀↽−− LiF + PF5 82.07 29.69 25/60–80∗

PF5 decomposition [144, 147, 148] PFD PF5 +H2O−−⇀↽−− 2HF+POF3 80.09 2.71 25/60–80∗

POF3 decomposition [147] POFD POF3 + H2O −−→ HF +
HPO2F2

296.53 293.12 25/60–80∗

LEDC production [35, 149] OSP 2LiC6 + 2C3H4O3(EC) −−→
(CH2OCO2Li)2 + C2H4 +
2C6

-135.73 -131.22 25/80–120∗∗

Li2CO3 production [43, 149] ISP 2LiC6 + C3H4O3(EC) −−→
Li2CO3 + C2H4 + 2C6

-572.62 -608.08 25/80–120∗∗

LiOH production [150] LSP LiC6 + H2O −−→ LiOH +
0.5H2 + C6

-199.11 -198.40 25/80–120∗∗

LEDC decomposition [94, 151] OSD (CH2OCO2Li)2 −−→
Li2CO3 + C2H4 + CO2 +
0.5O2

-187.05 -347.21 60–120

Li2CO3 decomposition [152, 153] ISD Li2CO3 + 2HF −−→ 2LiF +
H2O + CO2

-152.09 -127.44 25/60–120

LiOH decomposition [150, 154] LSD LiC6 + LiOH −−→ Li2O +
0.5H2 + C6

-113.82 -119.72 100–120

LiCoO2 decomposition [66, 69, 82, 155] CD LixCoO2 −−→ xLiCoO2 +
(1-x)/3 O2 + (1-x)/3 Co3O4

-240.10 —∗∗∗ 150–220

EMC decomposition [66, 156] EMCD 3.5O2 + C4H8O3(EMC) −−→
4CO2 + 4H2O

-2071.7 —∗∗∗ 180–350

EC decomposition [66, 156] ECD 2.5O2 + C3H4O3(EC) −−→
3CO2 + 2H2O

-1161.3 -1201.8 180–350

∗ Slow process, considered during cell assembly, see Appendix Figure C.2.
∗∗ Higher temperature considered for re-formation.
∗∗∗ Not possible to calculate due to lack of entropic data of at least one participating species.

significant and cannot be disregarded in our analysis. Thus, the first decomposition of PF5 with
H2O to form POF3 and HF (PFD) and the subsequent decomposition of POF3 with H2O to form
HF and HPO2F2 (POFD) are considered as individual reactions2. The decomposition of the
conductive salt initiates the release of HF, which causes the breakdown of Li2CO3 by reacting
with HF to form LiF, H2O, and CO2 (ISD). Freiberg et al. [152] investigated Li2CO3 coated on
a carbon electrode which reacted immediately with protons to CO2. From this, it is concluded
that the decomposition reaction of Li2CO3 with HF/H+ is not rate-limiting. This implies that
this reaction is directly connected to the decomposition of PF5 and POF3 and the corresponding
release of HF. The decomposition of organic SEI (OSD) is reported to start somewhere in a
wide temperature range from 60 ◦C to 120 ◦C [69, 70, 94, 157, 158]. It is responsible for the
transition into the self-heating phase of an ARC [64, 94]. The decomposition of LiOH with

2 Chapter 4 does only account for the first step, i.e. the decomposition of PF5 to POF3. In addition, this first
approach has only considered forward reactions.
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lithium to form H2 and Li2O (LSD)3 is reported in literature [150]. However, no information
on the temperature range for this reaction could be found. Therefore, this work relies on a study
of the decomposition of LiOH with LiH into Li2O and H2, which reported a decomposition
temperature of about 120 ◦C [154].

The initial decomposition of SEI compounds, including Li2CO3, LEDC, and LiOH, exposes
the bare electrode surface. Given the solvent’s instability against the anode’s low potential,
subsequent reactions occur between them. These re-formation reactions (OSP, ISP, LSP4) are
direct results of the preceding decomposition. They are linked to the battery’s self-heating [64].
Notably, the temperature range for these reactions aligns with the decomposition reactions.
Self-heating is strongly accelerated as soon as the decomposition of LiCoO2 (CD) starts. The
released O2 leads to the massively exothermic combustion of solvent molecules (ECD, EMCD)
[91, 156].

Aside from these reactions, electrolyte boiling may occur during cell heating. While this
effect is usually ignored in other scientific works, its potential role as a heat sink, capable
of stabilising the cell temperature, makes it an essential part of the analysis in this work.
The boiling temperature of the mixture depends on the assumed electrolyte composition and
the pressure, which here are considered to be a 1/1 (v/v) EC/EMC mixture under isobaric
atmospheric pressure. For this initial composition, the boiling temperature is given with
Tb, mixture = 122.45 ◦C 5.

Besides these reactions and phase transitions, the following processes are briefly described
but will not be considered in this work. The reaction of active material with the binder
polyvinylidene fluoride is attributed to reactions happening around 300 ◦C, which is outside
the relevant temperature range before the inevitable thermal runaway. Also, reactions involving
materials like conductive agents and the current collectors are not considered. Whereas they
may play a role in long-term battery ageing due to overcharging or high current operation, to
the best of my knowledge, there are no reactions reported for high-temperature abuse [159].
Additionally, the separator is not considered as for the employed polypropylene/polyethylene
separators in this work, aside from melting [62], no reactions are reported in the context of
thermal runaway [88]. However, some reactions are reported for polyethyleneterephthalate
separators at elevated temperatures up to 132 ◦C [88]. Further, electrolyte degradation with
glass fibre separators has been found [88, 160]. Neither aspect is included in this work. How-
ever, they might be of interest for future investigations.

3 This reaction was not accounted for in the study in Chapter 4.
4 This reaction was also not accounted for in the study in Chapter 4.
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Deviations in underlying system

As this thesis is the cumulative work of 5 and a half years, it is natural that the underlying

model and reaction network also evolved during this time. Therefore, the reaction networks

and models of Chapter 4 and Chapter 5 differ slightly. Here, the latter has been extended to

better account for the intricate interplay of the conductive salt decomposition and SEI species.

These differences also lead to deviations in reaction progressions, even though both models

are ultimately parameterised against the same ARC experiment by Maleki et al. [69]. These

deviations and their implications on the validity of the results from Chapter 4 will be discussed

in Chapter 5. To avoid a repeated description of most model parts, the following chapter will

give the complete model and reaction network utilised in Chapter 5. It will be noted whenever

parts are omitted or have not yet been included in Chapter 4. Further, the introduction of each

chapter will summarise the individual set of considered reactions.

3.2 Models for thermal abuse6

The following section will describe the mathematical equations employed for the used ap-
proach. First, a brief overview of the model and underlying conditions and assumptions is
given. This is followed by the implemented species balances according to reaction rate equa-
tions. Subsequently, the energy balance and calculation of heat capacity, reaction heat and heat
of phase transition are introduced. After that, concentrations, partial pressures and solubility
models are explained. This section closes with a description of a simple pressure calculation.

3.2.1 Model overview

The modelled scenario is the ARC measurement of Maleki et al. [69], conducted at 4.15 V
cell voltage, corresponding to a SOC of 100%. Adiabatic conditions during the self-heating
period are assumed. The system is closed. Self-heating and thermal runaway are driven by the
heat of reaction released or consumed. Thus, a crucial component of the presented modelling
approach is the calculation of reaction heats from the enthalpies of formation of participating
components by Hess’s law [161]. All modelled species and their physical parameters can be

6 Parts of this chapter have been published as own contributions in Baakes, F., Lüthe M., Gerasimov, M., Laue, V.,
Röder, F., Balbuena, P., Krewer, U., ”Unveiling the interaction of reactions and phase transition during thermal
abuse of Li-ion batteries”, Journal of Power Sources, DOI:10.1016/j.jpowsour.2021.230881, CC BY 4.0 [60]
and Baakes, F., Witt, D., Krewer, U., ”Impact of electrolyte impurities and SEI composition on battery safety”,
Chemical Science, DOI:10.1039/D3SC04186G, CC BY 3.0 [143].
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3.2 Models for thermal abuse

found in the Appendix in Table B.2. Furthermore, an approach for calculating the heat of
boiling of a binary electrolyte mixture based on an EoS is proposed. Finally, the individual
contribution of each reaction or phase change to the overall produced heat can be calculated,
and a correlation between the balance of the species and the heat sinks and sources can be
drawn. To allow a first investigation of the principle interaction of reaction and phase change
during thermal abuse of a Li-ion battery, diffusion and thermal conductivity are not imple-
mented. The different phases inside a battery are distinguished by four reference phases: the
anode, including the SEI, the liquid electrolyte, the cathode and the gas phase. The following
additional assumptions are underlying this modelling approach:

• Ideal mixed solution - no spatial discretisation. Since the time constant for diffusion and
thermal conductivity is in seconds and the ARC measurement takes hours, this assump-
tion of a perfectly mixed system is deemed a sound approach for this work.

• No pressure increase due to gas evolution. This assumption corresponds to the initial
stages of a highly inflatable pouch cell.

• Within each time step, the solvent is in vapour-liquid equilibrium.

• Salt and its degradation products do not impact the vapour-liquid equilibrium.

• Reactions are pseudo-homogeneous.

• The electrolyte consists of a 50/50 (v/v) mixture of EC and EMC with 1200 molm−3

LiPF6.

• The geometry of the cell is taken from a commercially available one with a capacity and
cell chemistry comparable to the cell used in the study by Maleki et al. [162].

• The electrode geometry is similar to other published electrodes of the same chemistry
[163, 164].

3.2.1.1 Set notation

In the following model description, the set notation is used to unambiguously state, e.g. reac-
tion rates and participating species. The used sets are ΩRE with the subset ΩSEI, form, referring
to the modelled reactions and SEI formation reactions, respectively. Further, ΩSP with the sub-
sets of ΩSolv, ΩSEI, ΩS, ΩL and ΩG related to the modelled species, solvent components, SEI,
solid, liquid and gaseous species, respectively. Another subset of ΩSP is ΩU which encom-
passes all species u taking part in reaction j. Given the example reaction of LiPF6 −−→ LiF +
PF5 this would translate to the species LiPF6, LiF and PF5. The set ΩU is then further divided
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3 Methodology and models

into subsets of forward ΩUf and backwards reactions ΩUb . In the given example ΩUf contains
LiPF6 and ΩUb contains LiF and PF5.

As the sets differ between Chapter 4 and 5, the exact composition will be given at the beginning
of each chapter.

3.2.2 Species balances and reaction kinetics

Since the battery is modelled as a closed system, there is no molar flux in or out of the battery.
This yields the following species balance for all species i and respective reactions j:

dni

dt
= ∑

j∈ΩRE

ν jir j,∀ i ∈ ΩSP. (3.1)

Here, ni is the molar amount of species i, ν ji refers to the stoichiometric coefficient of compon-
ent i in reaction j and r j refers to the reaction rate of reaction j. If not mentioned otherwise, the
reaction kinetics are modelled as power law kinetics combined with Arrhenius law to describe
the temperature dependency [165]:

r j = k0, j exp
(
−EA, j

RT

)
∏

u∈ΩUf

a
νu j
u ,∀ j ∈ ΩRE\{ΩSEI,CSD}. (3.2)

Here, k0, j refers to the pre-exponential factor for reaction j and EA, j the respective activation
energy. The dimensionless activity of each participating component is written as ak, and their
definition is given in Section 3.2.4.

Equation 3.3 represents a special case for reactions of intercalated lithium with the solvent that
also takes the thickness of the SEI-layer dSEI into account since SEI growth is known to depend
on SEI thickness [110]:

r j = k0, j
1

dSEI
exp
(
−EA, j

RT

)
∏

u∈ΩUf

a
νu j
u ,∀ j ∈ ΩSEI (3.3)

Given its simplicity, the introduced dependency of SEI forming reactions on the SEI thickness
is better understood as a dependency on the capability of the SEI to form an electron-insulating
layer. This capability is first and foremost reduced by its decomposition due to reactions.
However, crack formation induced by particle swelling [166–168] and SEI dissolution [169]
could also lead to new SEI formation.
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3.2 Models for thermal abuse

Furthermore, it is widely assumed that for the decomposition of the conductive salt LiPF6,
only the non-dissociated part, as in the left-hand side of LiPF6 −−⇀↽−− Li+ + PF6

– is decomposed
[144]. Therefore, the dissociation constant7 α is introduced in the salt decomposition rate to
describe this phenomenon [147]. The constant is set to α = 0.7 as already described by Stich
et al. [144].

r j = k0, j(1−α)exp
(
−EA, j

RT

)
∏

u∈ΩUf

a
νu j
u ,∀ j ∈ {CSD} (3.4)

As the ARC is conducted at OCV, no electrochemical reactions are implemented.

3.2.2.1 Reversible reactions

Further reversible reactions are introduced for the decomposition of LiPF6 and PF5. As the
Gibbs free energy ∆Gr, j of only these reactions allows for reasonable backward reactions8, see
Table 3.1. The equations then change to [170]:

r j = kf, j(1−α) ∏
u∈ΩUf

a
νu j
u − kb, j ∏

u∈ΩUb

a
νu j
u , ∀ j ∈ CSD, (3.5)

r j = kf, j ∏
u∈ΩUf

a
νu j
u − kb, j ∏

u∈ΩUb

a
νu j
u , ∀ j ∈ PFD. (3.6)

Here, kb, j represents the reaction constant for the backward reactions computed as:

kb, j =
kf, j

K j
and K j = exp

(
−

∆Gr, j(T )
RT

)
, ∀ j ∈ CSD, PFD, (3.7)

where the Gibbs free energy of reactions is given with:

∆Gr, j(T ) = ∆Hr, j(T )−T ∆Sr, j(T ), ∀ j ∈ CSD, PFD. (3.8)

Here, ∆Sr, j(T ) refers to the entropy of reaction.

7 This phenomenon will be discussed more deeply in Section 3.3.3 and Chapter 6
8 In Chapter 4, both reactions have been modelled as irreversible. Thus, Equations 3.2 and 3.4 are used instead.
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3.2.3 Energy balance, heat of reaction, and phase change

The model for the temperature evolution is divided into three parts, where the first part, the
pre-heating9, is performed with a constant heating rate as:

dT
dt

= 1Kmin−1. (3.9)

The following step-wise heating is modelled using a simple P controller with one constant as
follows:

dT
dt

=
TSetpoint −T

κ
. (3.10)

Here, TSetpoint corresponds to the temperature set by the ARC algorithm, which increases by
10 ◦C after each HWS step. κ is a time constant chosen to reproduce the step-heating accur-
ately. In this simplified approach, the Heat period, where the temperature step is performed,
and the Wait period, where the cell is given time to equilibrate with the temperature of the
device in the experiment, are joined together. This is done since, in our simulation, only the
cell temperature is simulated, and the cell is not discretised. Thus, the cell is always in equi-
librium. After the Heat-Wait period, the temperature evolution is calculated as follows within
the Seek period:

dT
dt

=
∑ j∈ΩRE

Q j +QPT

Cp,bat
, (3.11)

where Q j and QPT refer to the rate of production of heat from reaction j and the heat from phase
transition10 of the electrolyte, respectively. If at the end of the seek period, the self-heating rate
of the battery exceeds the threshold11 dT

dt = 0.02Kmin−1, the temperature evolution is further
calculated as in Equation 3.11 corresponding to the exothermic mode of the ARC. Otherwise,
another Heat and Wait period is performed as in Equation 3.10. For the calculation of the
self-heating phase, quasi-adiabatic conditions are assumed for the energy balance due to the
ARC set-up explained in Section 2.2.1. Thus, the balance equation reduces to the form above,
containing only heat sinks or sources due to reaction or phase change.

9 This part of the experiment is only introduced for the work in Chapter 5.
10 Heat from phase transition has been excluded for the work in Chapter 5 based on the results from Chapter 4.
11 Please note that due to lack of data in the original publication of Maleki et al. [69] this threshold was taken from

another publication of the same author [171].
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3.2 Models for thermal abuse

The isobaric heat capacity of the battery Cp,bat is calculated from the individual components as
follows:

Cp,bat = ∑
i∈ΩSP

Cp, ini +Cp,Al +Cp,Cu +Cp,Casing. (3.12)

The parameters Cp,i, Cp,Al, Cp,Cu and Cp,Casing represent the molar heat capacity of component
i, the heat capacity of the aluminium and copper current collector and the casing (in this case
pouch-cell foil), respectively (see Table A.10 in the Appendix for more information).

The rate of heat produced or consumed in each reaction j is the product of their respective
reaction rate r j and the molar enthalpy of reaction ∆Hr, j:

Q j =−r j∆Hr, j(T ), ∀ j ∈ ΩRE. (3.13)

The heat consumption rate resulting from the transition of the liquid solvents of the electrolyte
from liquid state to their gaseous state is calculated as:

QPT = ∑
σ∈ΩSolv

dn
′′
σ (T, p,xEC)

dt
·∆Hvap, σ (T ), (3.14)

where ∆Hvap, σ represents the vaporisation enthalpy of solvent σ and dn
′′
σ (T,p,xEC)

dt is the boiling
rate of solvent σ which is calculated based on equilibrium data for T , p and compositions xEC.
Please note that prime notation refers to liquid or gaseous molar amounts, with ′ and ′′ sig-
nalling the liquid and gas phases, respectively. The exact procedure is explained in Appendix
A.3.2.10.

3.2.4 Solubility model — Concentration, partial pressure
and activity

The calculations of concentrations and partial pressures are based on the four different phases
where the reactions occur. Therefore, the concentration Ci is calculated as:
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Cs,=
ns

VAn+SEI/Cat
, ∀s ∈ ΩS, (3.15)

Cl ,=
n
′
l

VEl
, ∀ l ∈ ΩL, (3.16)

Cg,=
n
′
g

VEl
, ∀g ∈ ΩG. (3.17)

here, the subscripts l, g, and s denote the state of a particular substance under standard condi-
tions, with T⊖ = 298.15K and p⊖ = 100 kPa, where l represents liquid, g stands for gas, and
s signifies solid. VEl refers to the electrolyte volume, and VAn+SEI/Cat to either the anode+SEI
or cathode depending on the species. A detailed description of how the volumes are calculated
is provided in A.1. Considering molar fractions, the notations x, y, and z represent the liquid,
gas, and overall compositions, respectively.

The partial pressure pg of gas g is given as the product of the mole fraction of the component
in the gas phase yg and the given system pressure as stated by Dalton’s law [172]

pg = p · yg, ∀g ∈ ΩG. (3.18)

The system pressure is set to p = 101325Pa. Isobaric conditions are assumed. Thus, the value
is kept constant during the whole simulation. The mole fraction of each species within the gas
phase is calculated as follows:

yg =
n
′′
g

∑γ∈ΩG
n′′

γ

, ∀g ∈ ΩG. (3.19)

Activities are then defined as:

as =
Cs

C⊖ , ∀s ∈ ΩS and (3.20)

al =
Cl

C⊖ , ∀ l ∈ ΩL and (3.21)

ag =
pg

p⊖
, ∀g ∈ ΩG, (3.22)
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3.2 Models for thermal abuse

depending on the state of the modelled species. The reference concentration for both active ma-
terials is set to their respective maximal concentration of lithium in their solid phase C⊖=Cmax.
In all other cases, the reference pressure and reference concentration is the standard thermo-
dynamic reference state defined by the IUPAC as p⊖ = 100000Pa and C⊖ = 1000molm−3,
respectively [173]. Non-idealities, usually expressed by the activity or fugacity coefficient,
may be present for the species. However, they are mostly not known yet, and we thus neglect
them in the work presented here.

The phase transition of the electrolytes’ solvent components EC and EMC, and thus the molar
amount of each solvent in both phases, is calculated using a phase equilibrium model of the
binary mixture. A detailed explanation is given in the Appendix A.3.4.2. For all other gaseous
species, such as CO2 or C2H4, the solubility is modelled via Henry’s law [174]. Here, the
solubility in both solvents is considered separately. The Henry coefficient Hgσ is hence used
to obtain the mole fraction xgσ of the gaseous species g within the solvent σ as follows :

xgσ =
pg

Hgσ

, ∀g ∈ ΩG\ΩSolv ∧ ∀σ ∈ ΩSolv. (3.23)

by rearranging Equations 3.19 and 3.23, the total maximal amount n
′,max
g of a gaseous species

g in both solvents can be calculated as:

n
′,max
g =

|ΩSolv|

∑
σ

n
′
σ ·p·ng

Hgσ ·∑
|ΩG|
γ nγ

1−(n′σ ·p·ng)

Hgσ ·∑
|ΩG|
γ nγ

, ∀g ∈ ΩG\ΩSolv (3.24)

Since the gases are produced due to degradation reactions and are not present within the system
from the start, we assume that they will stay dissolved until their respective solubility limit,
expressed by the Henry coefficient, is reached. Thus, the calculation of the molar amount of
each species in the liquid and gas phases needs to be divided into two cases, as shown below:

n
′
g , n

′′
g =

{
n
′
g = ng , n

′′
g = 0 forng ≤ n

′,max
g

n
′
g = n

′,max
g , n

′′
g = ng −n

′,max
g forng > n

′,max
g

, ∀g ∈ ΩG\ΩSolv (3.25)

3.2.5 Changes in cell volume and pressure

In general, no pressure increase is assumed in the model due to the use of an inflatable pouch
cell. However, a pressure increase is expected as there is a limit in the maximal pouch volume
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above this value. The total gas volume is analysed to monitor if and where this threshold is
reached. For this and further analysis regarding the rise in pressure due to evolving reaction
gases, two phases need to be considered. First is the isobaric period, during which the pouch
cell volume increases due to the decomposition of gases. Second is the isochoric phase, in
which the pouch cell reaches its maximum volume, and the gases contribute to a rise in pres-
sure. For this, the cell volume is calculated as

VCell =

VCell,0 +∑g∈ΩG\ΩSolv

n
′′
g ·Mg
ρg

forVCell <VCell,0 ·10,

VCell,0 ·10 forVCell ≥VCell,0 ·10.
(3.26)

Where VCell,0 is the volume of the cell at the beginning of the experiment/simulation, ρg refers
to the density of gaseous species g, which is either calculated with Helmholtz models imple-
mented in the CoolProp library or a version of the Peng-Robinson equation of state, see A.3.3
for more information. The maximum cell volume is assumed to be ten times the initial cell
volume. This approximation is based on the measurement of Lee et al., who reported a six-
fold increase of the pouch cell volume for cathode-only NMC pouch cells stored at 90 ◦C for
4 h [175]. The tenfold increase in volume is chosen to prevent a too-conservative assumption
leading to a mistakenly high-pressure rise, thus resulting in a shift in the boiling temperature
of the mixture. Therefore, the calculation of the pressure follows:

p =

101325Pa = const. forVCell <Vcell,0 ·10,

101325Pa+ ∑
|ΩG\{EC,EMC}|
g n

′′
g ·R·T

10·VCell,0
forVCell ≥VCell,0 ·10.

(3.27)

The gas volume of the vaporised solvent compounds is not considered. This is done to isolate
the influence of emerging degradation gases on the pressure and, thus, the possibility of vapor-
isation. These calculations are, in combination with the binary phase equilibrium of EC and
EMC, used to analyse if, due to the rise in pressure caused by evolving reaction gases, a phase
transition would occur in such a system. Note that these considerations are not implemented
in the model and are only analytical calculations performed on the gained results.

3.3 Detailed pressure model

After introducing the thermal runaway model as the basis for the studies in Chapters 4 and 5,
this section will cover the SAFT-γ Mie model as an advanced method to study the pressure
evolution in Li-ion electrolyte systems. The first part covers the underlying principles of the
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3.3 Detailed pressure model

SAFT-γ Mie EoS. The second part summarises methods used to estimate, unlike interaction
parameters, from like interaction parameters without suitable experimental data. This is fol-
lowed by a brief description of variables needed for phase equilibrium calculations and how
they can be obtained from SAFT-γ Mie. The section closes by introducing a model extension to
SAFT-γ Mie that allows to solve systems with low Dielectric constants, where ion association
is prevalent.

3.3.1 SAFT-γ Mie12

As noted in Section 2.3, there is still a severe lack of research in representing vapour-liquid
equilibria of conventional liquid electrolytes for Li-ion batteries. Therefore, this dissertation
will address this open challenge. To do so, the SAFT-γ Mie EoS will be utilised, and the miss-
ing group interactions will be developed. This allows for an unprecedented in-depth analysis
of various factors, such as electrolyte composition, gas solubility and conductive salt concen-
tration, on the pressure evolution during thermal abuse in Li-ion batteries. Since the original
model’s development was not part of this thesis and is described elsewhere [137], only a brief
analysis of the model’s key aspects will be given.

This particular form of the SAFT EoS uses the segmental structure of the underlying theory.
A given molecule is divided into constitutive groups such as the methyl group, CH3, or the
carboxyl group, COOH, in an acetic acid molecule, see Figure 3.1 a).

Figure 3.1: Schematic of the underlying principles of SAFT-γ-Mie with a) the group structure of acetic acid and b)
the impact of varying repulsive exponent λ r

kl and the depth of potential well εkl on the Mie potential.

12 The following model description has mostly been adapted from Haslam et al. [137].
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Describing the interaction between two distinct groups using a radial potential is roughly ac-
curate for mostly spherical groups such as the abovementioned ones. However, this is not true
for non-spherical groups, like the aromatic aCCOOH group, e.g. in benzoic acid. To account
for this deviation, the groups are subdivided into several spherical segments with equal diamet-
ers. ν∗

k describes the number of segments for group k and Sk refers to its sphericity. Since every
group consists of at least one segment, all interactions are described in segment interactions.
The interaction between segments k and l is then calculated based on a Mie potential, which is
a generalised Lennard-Jones potential:

Φ
Mie
kl (rkl) =Ckl · εkl

((
σkl

rkl

)λ r
kl

−
(

σkl

rkl

)λ a
kl
)
, (3.28)

where λ a
kl and λ r

kl describe the variable attractive and repulsive exponents between the seg-
ments k and l, respectively. εkl is the depth of the potential well, rkl represents the centre-
centre distance of two given segments k and l, and σkl is a size parameter which for a like-like
interaction, i.e. k = l, is the segment diameter. Also,

Ckl =

(
λ r

kl
λ r

kl −λ a
kl

)(
λ r

kl
λ a

kl

) λa
kl

λ r
kl−λa

kl
, (3.29)

is a prefactor that ensures that the minimum of the potential well is always εkl , independent of
the chosen λ a

kl and λ r
kl .

Figure 3.1 b) shows the form of the Mie potential over increasing distance between two seg-
ments of equal diameter, where a distance of 1 refers to the radius of a given group, i.e. rep-
resenting direct contact, this yields a potential of 0. Also, a variation of the repulsive exponent
λ r and the depth of the potential well ε is shown. Increasing the repulsive part will shorten
the interaction distance while the depth of the potential well stays constant. On the other hand,
increasing the depth of the potential well will increase the interaction distance.

To account for association-type interactions present in polar substances, a square-well potential
interaction is implemented such that an association site13 of type a on segment k interacts with
another site of type b on segment l like:

Φ
HB
kl,ab(rkl,ab) =

{
−εHB

kl,ab if rkl,ab ≤ rc
kl,ab,

0 if rkl,ab > rc
kl,ab.

(3.30)

13 The types of the site refer to Lewis-base Lewis-acid interactions. This can be explained as partial electron-proton
interactions and will be denoted e and H, respectively.

32
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Where rkl,ab is the distance between the centres of sites a and b, εHB
kl,ab

14 is the association
energy, and rc

kl,ab is the cutoff range of the interaction between the two sites.

The SAFT-γ Mie EoS is based on the Helmholtz free energy A. A is obtained from the addition
of individual contributions as:

A =Aideal +Amonomer(Sk,ν
∗
k ,σkl ,εkl ,λ

a
kl ,λ

r
kl)

+Achain(Sk,ν
∗
k ,σkl ,εkl ,λ

a
kl ,λ

r
kl)

+Aassociation(Sk,ν
∗
k ,σkl ,εkl ,λ

a
kl ,λ

r
kl ,K

HB
kl,ab,ε

HB
kl,ab)

+ABorn(σBorn
kk )+Aion(σkk),

(3.31)

where Aideal denotes the free energy of an ideal gas, Amonomer represents the interaction of
monomeric segments via Mie potentials, Achain is the free energy contribution resulting from
the formation of molecular chains from the combined Mie segments, and Aassociation signi-
fies the molecular association through short-range directional interactions. These initial four
terms encapsulate the non-ionic contributions [176–178]. The influence of charged species is
considered in the final two terms [179–181], which are formulated within a primitive-model
framework which implicitly accounts for the electrostatic character of the solvent depicted
within a uniform dielectric medium. The Aion term embodies the Coulombic ion-ion interac-
tions, derived using the unrestricted Mean Spherical Approximation (MSA) model [182, 183],
while the ABorn term accounts for the ion-solvent electrostatic interactions in accordance with
the Born model [184]. The adjustable model parameters are shown in brackets for each contri-
bution. In the case of ionic contributions, the adjustable model parameters are extended by the
Born diameter of a given ion indicated by σBorn

kk .

The Van der Waals equation of state and each subsequently developed EoS describe the phase
behaviour based on two features. The SAFT-γ Mie EoS is no exception. The first feature is the
volume occupied by a molecule or segment structure, which in the SAFT-γ Mie EoS is mainly
influenced by the segment (or molecule) diameter, σkl . The second is the attractive forces,
primarily influenced by the form of the Mie potential and, for some groups, the association
interactions. Both are described by the attractive and repulsive exponents, λ a

kl and λ r
kl , as well

as the depth of the potential wells, εkl and εHB
kl,ab. What does this mean for physical properties

such as the density or the vapour pressure? The density is, to a high degree, influenced by
the shape of the molecules and, thus, the volume they occupy. The more volume a given

14 The superscript of HB stands for hydrogen bond as this is the primary example of the described association
interactions. This superscript has developed historically to describe the association interactions.
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molecule takes, the fewer molecules fit in a container volume. On the other hand, the vapour
pressure is highly influenced by attractive forces. Vapour pressure is the force molecules in the
vapour phase exhibit on the walls of a closed container normalised to the area of the container
walls. Fewer molecules will have enough kinetic energy to escape the liquid phase if the
molecules are more attracted or bound to each other. Thus, fewer molecules will be present
in the vapour phase, meaning less impact and force on the container walls. It should be noted
that cross interactions exist, i.e., the density is also influenced by the potential form as well as
the vapour pressure by the occupied volume. However, this short explanation is given to aid in
understanding the underlying principles.

A more detailed description of the model equations would hinder the reading flow and does
not contribute to the basic understanding of dependencies necessary in this thesis. Thus, the
individual contributions are in the Appendix A.4.

3.3.2 Combining rules

Due to the scarcity of data, it is often impracticable to obtain all necessary, unlike interaction
parameters from experiments. An established approach is the use of so-called combining rules.
Here, the parameters of identical group interactions, e.g. εCH3−CH3 are obtained from pure
substance data. These parameters are typically referred to as like interaction parameters. To
obtain parameters of non-identical group interactions, e.g. εCH3−COOH, referred to as unlike
interaction parameters, two possibilities exist. The first choice is always to estimate these
parameters from experimental data. However, if no suitable experimental data exists, the go-
to strategy is to use averages of the like interaction parameters, in this case, εCH3−CH3 and
εCOOH−COOH. The set of equations to obtain these are called combining rules. Since combining
rules are an estimate, they are only used when the corresponding unlike interaction parameters
can not be estimated from experimental data. The following paragraph will summarise the
combining rules used in this thesis.

To obtain the unlike segment diameter, the Lorentz rule [185] is used:

σkl =
σkk +σll

2
, (3.32)

while the unlike depth of the potential well is calculated based on an augmented geometric-
mean rule accounting for the different segment sizes [176]:

εkl =
σ3

kkσ3
ll

σ3
kl

√
εkkεll . (3.33)
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Further, the geometric-mean criterion is applied to estimate the unlike attractive and repulsive
exponents [176, 186]:

λ
y
kl = 3+

√(
λ

y
kk −3

)(
λ

y
ll −3

)
, y = a, r. (3.34)

The unlike association energy εHB
kl,ab for interactions involving uncharged associating groups is

calculated with a geometric mean as [177]:

ε
HB
kl,ab =

√
εHB

kk,aaεHB
ll,bb, (3.35)

while the unlike bonding volume KHB
kl,ab is calculated as [177]:

KHB
kl,ab =


(

3
√

KHB
kk,ab +

3
√

KHB
ll,ab

)
2

3

. (3.36)

In case of charged group interactions, combing rules based on the work of Hudson and Mc-
Coubrey [187] are used to estimate the dispersion energy between like or unlike ions:

εkl = (λ r
kl −3)(λ a

kl −3)2 Ckl

(
λ r

kl −λ a
kl

)
α0

k α0
l

(4πε0)2σ6
kl

IkIl

Ik + Il
, (39)

where α0 and I are the ion’s electronic polarisability and ionisation potential, respectively.
These can be found in Table D.1 in the Appendix for the Li+ and PF6

– ions utilised in the
current work.

3.3.3 Ion association

In general, the SAFT-γ Mie model is capable of representing solvent-ion mixtures. As stated
in Section 3.3.1, aside from the ions’ charge and Born diameter, the Dielectric constant D has
to be known for involved solvents. The parameters needed for the calculation of D are listed in
Appendix A.4.1. The original publication that extended the SAFT-γ Mie model to electrolyte
solutions [180] states that a complete dissociation of the chosen salt is assumed. This assump-
tion renders invalid for solvents with low Dielectric constants; see Figure 3.2. Here, a good
example is DMC with a Dielectric constant of 3.13 at room temperature [188], compared to
73.4 for water [189]. Even mixtures of salt with EC and PC, both having Dielectric constants
above 90 and 60, respectively, do not exhibit complete dissociation of the salt. The mixture of
EC/DEC has a measured dissociation degree of around 60%, and even for PC, with a Dielectric
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constant of above 60 [190], the dissociation degree of LiPF6 is measured around 80% [191].
The formation of neutral ion pairs can explain the phenomenon of not fully dissociated salt
[192]: some dissolved ions remain bonded due to electrostatic forces. In this state, they do not
contribute to the conductivity of the electrolyte [193].

Ion association or ion-pairing is a phenomenon that puzzled physicists already more than
100 years ago [192]. Its effect on transport properties, such as the ion diffusivity in conven-
tional Li-ion electrolyte mixtures, has been discussed widely [194–198]. Further examination
has revealed that a high level of ion association results in the rapid deterioration of the con-
ductive salt when exposed to water [147]. In thermodynamic modelling, ion association has
also been a matter of broad discussion. Within the last decades, several models accounted for
it [181, 199–201]. All approaches lead to a sufficiently good representation of the specific
system under study. Yet, only Olsen et al. [201] investigated non-aqueous systems. In the
current work, an association model will be implemented that is based on the same fundamental
assumptions as the electrolyte expansion used in the commercially available SAFT framework
[179, 180], namely a mean sphere approximation combined with a so-called primitive model
for asymmetric ion sizes. The model has been adapted from Krienke et al. [202] and is imple-
mented in MATLAB [203]. In the following, the model will be summarised.

The dissociation degree α can be calculated as a function of the association constant KA, the
mean ionic activity coefficient γ±

′ and the activity coefficient of the formed ion-pair γ0
′ as in:

1−α

α2 =
CKA(γ±

′)2

γ0′
. (3.37)

The association constant KA is given with:

KA = 8πNA

Nion

∑
k

Nion

∑
l

x̃kx̃lr3
klB(bkl), (3.38)

where NA = 6.022 ·1023 denotes the Avogadro constant and Nion the total number of ions. x̃k

and x̃l are the molar fractions of both ions. rkl is the arithmetic mean of interacting ion radii,
where the radius is calculated from the ion diameter as rk = σk/2. B(bkl) is a solution to the
ion-ion correlation function and bkl is the so called Bjerrum length qkl divided by rkl . The
Bjerrum length denotes the length at which the electrostatic forces of two elementary charges

e2

4πε0D , is equal to the thermal energy given with kBT [204]. The mathematical expressions to
describe these and some further definitions are listed below:
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B(bkl) = ∑
m≥4

bm−3

m!(m−3)!
, bkl =

qkl

rkl
=

zkzle2

4πε0DkBTrkl
, x̃k =

ρk

ρ
, (3.39)

ρi =CkNA, Ck =Cα. (3.40)

Here, zk and zl are the charges, e = 1.602176634 ·10−19 C is the elemental charge of an elec-
tron, ε0 = 8.8541878128 · 10−12 Fm−1 is the permittivity of the vacuum, D is the dielectric
constant, kB = 1.380649 · 10−23JK−1 the Boltzmann constant, T is the temperature, ρ is the
number density, and C is the salt concentration.

The mean ionic activity coefficient can be calculated as follows:

ln(γ ′±) =
Γe2

4πε0DkBT ρ

Nion

∑
k

(
z2

kρk

1+Γr3
k

)
+

πΩP2
n

2∆
, (3.41)

with ∆, Ω and Pn being described as:

∆ = 1− πρ

6

Nion

∑
k=1

xkr3
k , Ω =

πρ∆

2

Nion

∑
k=1

xkr3
k

1+Γrk
, Pn =

ρ

Ω

Nion

∑
k=1

xkr3
k zk

1+Γrk
. (3.42)

Here, ∆ refers to the ion packing fraction, whereas Ω and Pn are coupling parameters. Ω relates
to the ion packing fraction and Pn to the ionic charge. Both are functions of the screening length
Γ15, which is computed as:

4Γ
2 = κ

2
Nion

∑
k

ρk

(1+Γrk)2

(
zk −

πPnrk

2∆

)2 1

∑
Nion
k ρkz2

k

. (3.43)

where, κ =
√

16πqNAαC is the Debye shielding factor. As Γ has to be computed iteratively,
a first initial guess has to be introduced as Γ0. This is computed from the restricted primitive
model, which further states that both ions must have the same radius.

15 Electrostatic screening describes the dampening of an electric field of a given elementary charge in a medium with
mobile charges. Consider a positive charge in a vacuum. The electric field will spread out evenly. If now mobile
electrons are introduced, they will cluster around the charge, which will ”shield” or dampen the electric field of the
positive charge to someone or something in the range of the electrons. This range is called the screening length.
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Γ0 =
1
r′

(√
1+κr′−1

)
, r′ =

∑
Nion
k ρkrk

ρ
. (3.44)

The activity coefficient of the ion-pair is calculated as:

ln(γ ′0) =
2bx2

6ζ (1+ x+
√

1+2x)+3(1+
√

1+2x)(2+ζ 2x)+ x2ζ 3
(3.45)

with ζ and x defined as:

ζ = 21/3, x = r+−κ. (3.46)

For known ionic radii, this gives a parameter-free model for ion association. Inserting r−−
with the ionic radius of PF6

– as 2.54 Å and r++ with the ionic radius of Li+ as 0.9 Å, see
Table D.1, allows to calculate the following relationship between the degree of dissociation α ,
the salt concentration CLiPF6 and the dielectric constant D shown in Figure 3.2.

It is readily apparent that a dissociation degree of 100% only exists for CLiPF6 → 0, even for
high dielectric constants of 90, which would relate to pure EC as a solvent. This highlights the
necessity to include ion association in the context of Li-ion batteries, where typical salt con-
centrations range from 1 to 2 mol dm−3 and depending on the used solvent mixture, Dielectric
constants can vary from below 20 to around 40 [196, 197]. The applied numerical procedures
to solve for the screening length Γ and the dissociation degree α are the Direct Substitution
and Euler-Tschebyschow procedures, respectively. These procedures are briefly described in
the Appendix A.5.

3.3.4 Phase-equilibrium calculations

The Helmholtz free energy of a fluid mixture is given as a function of temperature T , volume
V , and the vector of moles n of i components. Knowledge of the pressure p, a chemical
potential µi and fugacity coefficient φi of a given component i allows for calculating fluid-
phase behaviour and solution properties. These can be obtained from the Helmholtz free energy
following standard thermodynamic relations [205].

The pressure is obtained as:
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Figure 3.2: Dependency of dissociation degree on Dielectric constant D and salt concentration CLiPF6 according to
the implemented mean sphere approximation primitive model for salt dissociation.

p =−
(

∂A(T,V,n)
∂V

)
T,n

, (3.47)

the residual chemical potential as:

µ
Res
i (T, p,n) =

(
∂ARes(T,V,n)

∂ni

)
T,V,n j ̸=i

−RT lnZ(T, p,n), (3.48)

and the fugacity coefficient via:

lnφi(T, p,n) =
µRes

i (T, p,n)
RT

. (3.49)

Here, µRes
i is the residual chemical potential of component i, ARes = A−AIdeal is the residual

free energy, Z =
pvp
RT is the compressibility factor, with vp =

Vp
Ntot

as the molar volume at the
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specified pressure, Ntot is the total number of moles. For a given T, p, and n, fluid-phase-
equilibria calculations are performed using Tp-flash or TV-flash16 algorithms implemented in
gPROMS® [206]. Hereafter, the phase equilibrium calculations will be referred to by the
respective names of the algorithms used, i.e. Tp-flash and TV-flash. Alternative open-source
software packages to reproduce these results are SGTPy [207] and Claperoyn.jl [208].

3.3.4.1 Solving systems with ion association

By solving Equation 3.37 for α , the free ion and ion-pair concentrations can be computed as
C±

LiPF6
= CLiPF6α and C0

LiPF6
= CLiPF6(1−α), respectively. The ion concentration is effect-

ively reduced compared to the assumption of fully dissociated ions currently incorporated in
the SAFT-γ Mie framework [180]. The ion pair has to be introduced as an additional group
within the SAFT-γ Mie framework. Also, two more phenomena must be considered to get
a sound representation of the studied system. First, the ion pairs act as a dielectric medium,
increasing the mixture’s dielectric constant [209, 210]. This will lead to a higher degree of
dissociation, effectively reducing the dielectric constant and, thus, the dissociation again. The
second phenomenon is that free ions will fix solvent molecules, rendering them inactive as a
dielectric medium [198]. This effect will reduce the dielectric constant and, thus, the degree
of dissociation. The reduced dielectric constant will lead to more ion pairs, increasing the
dielectric constant. Therefore, both effects have to be solved iteratively, which is done using
an Euler-Tschebyschow procedure. This initial approach assumes that every ion will bind to
three polar molecules, e.g. EC, PC or LiPF6. This aligns with the range of solvation numbers
reported for EC and PC [54, 195, 211, 212], and yields the following total number of fixed
molecules:

nfix
tot = 3nions, (3.50)

with nions = nLi+ +nPF6
− . The amount of fixed molecules is calculated as follows:

nfix
i = nfix

totx
polar
i ∀ i ∈ {EC,PC,LiPF6}, (3.51)

16 Flash algorithms are used to calculate how a global mixture z = n
Ntot

distributes among the liquid x and vapour
phase y. Different variations exist, where Tp refers to constant temperature and pressure and TV refers to constant
temperature and volume. In order to solve for a full phase diagram, these algorithms have to be calculated in the
whole composition, temperature and pressure/volume domain.
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with xpolar
i =

npolar
i

∑i=1 npolar
i

. To obtain the same effect within the SAFT framework, each polar

species has a twin with the same physical properties, except for a temperature-independent
dielectric constant of 1. To estimate the parameters for the newly introduced groups of PF6

–

and LiPF6 as well as the cross-interactions of the salts groups with carbonate groups and CO2,
the combined model is compared to experimental data.

3.4 Error quantification

To evaluate the accuracy of the developed interaction parameters of the SAFT-γ Mie model,
simulated data is compared to experimental data or simulated data against other simulated data.
The metrics used to compare the deviations will be introduced here to give a common ground
for quantification.

If only singular experimental or reference points X and simulated points Y are considered, the
absolute deviation AD is calculated as:

AD = |X −Y |=
√

(X −Y )2. (3.52)

The percentage absolute deviation %AD, also commonly referred to as relative deviation, is
calculated as:

%AD =
AD
X

·100. (3.53)

When contemplating a whole experiment or a range of data points, the average absolute devi-
ation AAD and percentage average absolute deviation %AAD are given with:

AAD =
∑

NX
i=1 ADi

NX
, (3.54)

%AAD =
∑

NX
i=1 %ADi

NX
, (3.55)

where NX refers to the number of data points.
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4 Interaction of reactions and phase
transition during thermal abuse1

The scope of this thesis is derived from the literature review presented in Chapter 2. It aims to
tackle the unresolved challenge of examining the interaction between vapour-liquid equilibria
and occurring reactions during thermal events of Li-ion batteries. This will be achieved by
meticulously integrating chemical species and their physical properties. This chapter will deal
with this demanding task by performing the simulation of thermal abuse in Li-ion batteries
utilising the component-based modelling approach introduced in Chapter 3 emulating an ARC
measurement.

As mentioned in the previous chapters, the thermal runaway, like most reaction-related phe-
nomena in batteries, e.g. SEI formation [213] or LiS chemistry [214], consists of a complex
reaction network including degradation of all battery components, see Figure 2.2. Additionally,
phase transitions of the liquid electrolyte components are induced due to the rapid temperature
increase caused by the thermal runaway. Phase transition has, up until now, mainly been stud-
ied in connection to the venting of cells [65, 103, 105]. However, boiling is an endothermic
process, and its interaction with exothermic degradation reactions as well as their influence on
the self-heating behaviour during thermal abuse, have not yet been studied. Thus the following
open questions are identified:

• How do occurring reactions during the thermal runaway interact, and how would boiling
of the electrolytes’ solvent components influence this interaction?

• To what extent does the pressure build-up through the evolution of gaseous degradation
products influence the phase transition behaviour?

To address these questions, the developed model is put into practice to analyse the complex
course of events during an ARC measurement of a Li-ion battery. Particular focus is laid on
studying the primary stages during the self-heating phase, between 90 ◦C and 130 ◦C, where a

1 Parts of this chapter have been published as own contributions in Baakes, F., Lüthe M., Gerasimov, M., Laue, V.,
Röder, F., Balbuena, P., Krewer, U., ”Unveiling the interaction of reactions and phase transition during thermal
abuse of Li-ion batteries”, Journal of Power Sources, DOI:10.1016/j.jpowsour.2021.230881, CC BY 4.0 [60].

43

https://www.sciencedirect.com/science/article/pii/S0378775321013616?via%3Dihub
https://creativecommons.org/licenses/by/4.0/


4 Interaction of reactions and phase transition during thermal abuse

fragile equilibrium between exothermic events such as degradation reactions and endothermic
processes such as boiling is present. Ultimately, the influence of evolving reaction gases on the
phase transition behaviour is illuminated.

4.1 Procedure

The following section summarises the procedure employed in this first approach to simulate
the thermal abuse in Li-ion batteries. First, the modelled system is presented in the form
of mathematical sets. This is followed by a brief description of the underlying experimental
work of Maleki et al. [69]. Subsequently, the initial conditions are provided, accompanied by
some explanatory remarks. The section finishes with a description of the parameter estimation
procedure.

4.1.1 Modelled system

The model incorporates energy and species balances, including phase equilibria as described
in Section 3.2. Phase changes are considered because the model is isobaric. The set notation
below contains the complete sets of species and reactions used to model the system in the
present chapter are given.

The first set ΩSP contains the chemical species included in the selected system:

ΩSP = {LEDC, Li2CO3, LiF, LiPF6, LiC6, C6, LixCoO2, Co3O4,

C2H4, CO2, O2, HF, PF5, POF3, H2O, EC, EMC}.

The subsets ΩSolv and ΩSEI describe the components of the solvent and the SEI, respectively.

ΩSolv = {EC, EMC} ⊆ ΩSP,

ΩSEI = {LEDC, Li2CO3, LiF} ⊆ ΩSP.

Moreover, the set ΩRE lists all considered reactions, with abbreviations added in brackets:
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4.1 Procedure

ΩRE = {LiPF6 decomposition(CSD), PF5 decomposition(PFD),

LEDC decomposition (OSD), Li2CO3 decomposition(ISD),

LEDC production (OSP), Li2CO3 production(ISP),

LiCoO2 decomposition(CD), EC decomposition (ECD),EMC decomposition (EMCD)}.

The reaction equations are summarised in Tab. 3.1. The subset of SEI-forming reactions is
then given with the following:

ΩSEIform = {OSP, ISP} ⊆ ΩRE.

4.1.2 Underlying experimental work

Experimental data from Maleki et al. [69] was chosen because the chemistry is close to the
ones used today. In addition, since the experiments were carried out with a commercial cell in
1999, it is safe to assume that no SEI-forming additives like vinylene carbonate (VC) have been
added. This is due to the fact that the first patent covering the usage of VC as an additive for Li-
ion batteries has only been filed in 1998, and first research articles investigating the effects of
VC have not been published before 2002 [49, 50]. Malekis experiments are thus also assumed
not to contain any formation and degradation of polymeric SEI components resulting from VC
degradation. The cell used for the experiments had a capacity of 550 mAh. The chemistry was
reported to be a carbon-based anode, an LiCoO2 cathode, polyvinylidene fluoride as a binder
in both electrodes and an EC/EMC mixture with LiPF6 as the conductive salt. Yet, since the
original publication lacks additional data, some assumptions have to be made to achieve a
proper set of initial and boundary conditions for the simulation, see Section 3.2.1.

4.1.3 Initial conditions

Table 4.1 lists the initial values of all modelled species and their respective reference volumes
for calculating their concentrations. Underlying assumptions are marked with asterisks and
added as footnotes. The initial temperature is given with Tt=0 = 40 ◦C and the pressure is hold
constant at p = 101325Pa.

The initial composition of the SEI is defined based on the knowledge that a pristine SEI mostly
consists of organic species like LEDC and will change its composition during ageing to a
more inorganic one. However, it is also known that a layer of LiF builds up very close to the
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4 Interaction of reactions and phase transition during thermal abuse

Table 4.1: All species listed with their possible states, their respective initial amount and definition of the reference
volume

Species States ni(t = 0) Reference Volume
in mmol

(CH2OCO2Li)2 (LEDC) solid 0.723∗∗ VSEI +VAM,An

Li2CO3 solid 1.178∗∗ VSEI +VAM,An

LiF solid 3.356∗∗ VSEI +VAM,An

LiPF6 liquid 2.655∗∗∗ VEl

LiC6 solid 24.605∗∗∗ VAM,An

LixCoO2 solid 21.670∗∗∗ VAM,Cat

Co3O4 solid 0∗ VAM,Cat

C2H4 liquid, gas 0∗ VEl

CO2 liquid, gas 0∗ VEl

O2 liquid, gas 0∗ VEl

H2O liquid, gas 0.0061∗∗ VEl

HF liquid, gas 0∗ VEl

PF5 liquid, gas 0∗ VEl

POF3 liquid, gas 0∗ VEl

C3H4O3 (EC) liquid, gas 16.581∗∗∗∗ VEl

C4H8O3 (EMC) liquid, gas 10.095∗∗∗∗ VEl

∗ Assumed
∗∗ Calculated based on assumptions given in the text below.
∗∗∗ Calculated from structural data given in Table B.1.
∗∗∗∗ Calculated based on assumption of EMC/EC 50/50 v/v mixture.

surface of the anode. Thus it also takes up a certain volume of the pristine SEI. From this
the following composition of the SEI given in volume fraction is assumed for the simulation,
ε(CH2OCO2Li)2 = 55 vol-%, εLi2CO3 = 25 vol-% and εLiF = 20 vol-%. Furthermore, the SEI
thickness is assumed to be 50 nm, which is in the range of measured SEI thicknesses formed
without VC as an additive. [55, 215, 216]

No data on the amount of water in whole battery cells, neither for freshly assembled nor for
aged ones, could be found in literature. It is known that electrolyte solutions contain a small
amount of usually nowadays 20 ppm water. For our simulations, this value is further increased
because of possible diffusion of water through the casing and the hygroscopic properties of
the cathode material2. 50 ppm H2O are chosen under the assumption of a slightly aged cell
[150, 217].

2 Chapter 5 will analyse the initial water content and SEI composition in more detail.
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4.2 Results and discussion

The complete set of calculations used to obtain the initial conditions can be found in A.2 along
with structural in Table B.1 as well as component-specific physical parameters in Table B.2.

4.1.4 Parameter estimation

Based on the assumptions listed in this section and the considerations regarding the general
progression of all reactions discussed in Section 3.1, the kinetic parameters, k0 and EA, have
been adjusted such that two constraints are met: The first one is that the reactions take place
within the reported temperature interval for each given reaction. The second constraint is that
the simulation can reproduce the experimental data from Maleki et al. [69] as best as possible.
Note that data points after the cell opening, marked as grey stars in Figure 4.1, are excluded
from the parameterisation since the model, for now, can not reproduce this phenomenon. Due
to the difference in reported start temperatures for all reactions, a step-wise parameterisation
had to be performed. This has, for reasons of complexity, been performed by hand. Since two
cases have been considered, one which assumed a battery case design which is highly inflat-
able (isobaric) and one that limits the inflation at ten times the initial volume (isochoric), the
parameterisation has been performed twice. The kinetic parameters derived by parameterising
both cases against the available data can be found in Table B.3.

All presented model equations, parameters, and submodels are implemented in MATLAB, and
the simulation was performed using the ode15s solver for stiff systems. All calculations have
been performed with MATLAB Version 2020b, or higher [203], i7-9750H processor, 16 GB
RAM. The average simulation time was between one to fifteen minutes.

4.2 Results and discussion

The upcoming section first compares temperature abuse simulations with experiments and
analyses the predicted progression of reactions, their interplay and their contribution to tem-
perature evolution during the abuse test. Here particular focus is given to the transition from
the HWS to exotherm mode. Thereafter, the pressure evolution and its impact on solvent boil-
ing is analysed.
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4 Interaction of reactions and phase transition during thermal abuse

4.2.1 Process interplay and temperature evolution during
thermal abuse

Figure 4.1 shows the experimental and simulated temperature change during the ARC test. The
filled green and empty circles illustrate the experimental data points before and after the cell
opening, respectively.

Figure 4.1: Accelerated Rate Calorimetry measurement taken from Maleki et al. [69] and the parameterised model
with (solid black line) and without (dashed grey line) boiling of electrolyte. Here, I) marks the first trans-
ition from HWS to exotherm mode, II) the deviation between simulation and experiment, III) accelerated
temperature increase IV) the thermal runaway, respectively.

The analysis starts at T0 = 40 ◦C, directly followed by a 10 ◦C heating step which in turn is
followed by a 15-minute wait period, and a 35 minute seek period. This HWS pattern proceeds
in the experiments until at 108 ◦C, marked by I) in Figure 4.1, an exothermic event leads to
exothermic mode where the ARC follows the battery cell temperature. Due to insufficient heat
production, the HWS modus starts again and at 110 ◦C, an additional heating step is performed.
After that, other exothermic events lead to a steady but slow temperature increase from 119 ◦C
until the experimental cell opening is marked by a change in markers from filled green to empty
circles at 148 ◦C. Cell opening leads to venting of the electrolyte and thus cooling of the battery
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[65, 157, 218]. This is assumed to occur here also, even though the temperature decrease and
its correlation to cell opening were not discussed in the original publication. At this point, the
experiment shows a temperature decrease to 145 ◦C. This is followed by a further temperature
increase leading to thermal runaway around 177 ◦C, marked with a IV).

The isobaric simulation, i.e. represented by the solid black line, is in excellent agreement with
the experiments until around 119 ◦C, marked by a II). Here, the simulation has a higher tem-
perature gradient, and thus temperature, than the experiment. In the following, the simulation’s
gradient decreases while the experiment’s gradient increases again. Therefore, the simulative
curve is again in very good agreement with the experiment until the drop caused by cell open-
ing. Since the here presented model is isobaric and can, thus, not reproduce cell opening,
temperature deviation between experiment and simulation after cell opening is expected.

Evolution of the heat sources and sinks from individual processes that lead to the observed
temperature progression. Here, the transition from HWS to exotherm mode gives crucial in-
sight into why cells run into thermal runaway and how this can be prevented. In Figure 4.2 a),
the endothermic (blue colours) and exothermic heats (red colours) and their sums are shown
with respect to temperature, and the self-heating threshold that needs to be surpassed such that
the ARC switches to exothermic mode. For better illustration, reactions and solvent boiling
have been clustered, respectively. Individual contributions are given in the Appendix B.1. The
temperature horizon represents the temperature span where the transition to the exothermic
region occurs. Non-monotonous progression of heat evolution with local maxima and minima
is observable throughout the simulation. These can be attributed to unsteady heating: The
heating steps increase the system’s temperature and, thus, the reaction rate of all reactions. In
the following Wait and Seek period, the occurring reactions consume the reactants, leading to
a reduction in reaction rates and, with it, the produced heat. The corresponding reactants for
each reaction are shown in Figure 4.2 b).

The first endothermic reaction taking place is the salt decomposition of LiPF6 to PF5 and
LiF. The reaction rate exhibited in our simulation at 70 ◦C is comparable to one reported in
experiments by Sloop et al. [145]. However, in our simulation, this reaction is, to a small
extent, already present at around 40 ◦C. Thus, our results differ slightly from the reported
temperature interval for the onset of this reaction between 60 ◦C–80 ◦C. Considering additional
side reactions, such as the produced PF5 with linear solvent components, could help reduce this
observed difference between experiments and simulation. The first exothermic reaction is the
organic SEI decomposition, where LEDC decomposes to Li2CO3 and gases at temperatures
above 80 ◦C. In the beginning, the heat consumption due to salt decomposition prevails, and
the sum of heat sinks and sources is endothermic. At around 105 ◦C, LEDC decomposition
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increases drastically, leading to an exothermic sum of heats. LEDC decomposition is thus
identified as the reason for the first change from HWS to exothermic mode that was observed in
experiments and simulation, confirming the theory of Richard et al. [94, 100]. The subsequent
steep decline in produced heat is due to slowed LEDC decomposition due to the depletion of
LEDC within the system, represented as a solid black line in Figure 4.2 b) at I). This causes the
sum of heats to approach the self-heating threshold around 110 ◦C, triggering a further heating
step that can be observed in the experiment and simulation.

Figure 4.2: a) Isobaric simulation: produced endothermic and exothermic heats during the experiment leading to
thermal runaway. Endothermic heats are presented in different shades of blue. Exothermic heats are
shown in different shades of red. The sum of heat sinks and heat sources is shown in a solid line of
blue and red, respectively. The sum of both together is represented by the dotted line. The dashed line
visualises the self-heating threshold of the ARC. Inorganic and organic SEI formation and boiling of both
solvents are lumped into SEI formation and boiling, respectively. b) Evolution of molar amount of all
reactants participating in reactions illustrated in a).

In the temperature region after the heating step around 120 ◦C, PF5 and H2O react to POF3 and
HF, and HF triggers inorganic SEI decomposition with Li2CO3 and HF reacting to LiF and
H2O. These reactions form an auto-catalytic cycle where PF5 decomposition is endothermic,
and Li2CO3 decomposition is exothermic. The sum of both, however, is exothermic. This
leads, in combination with fast kinetics in both reactions, to a peak in the sum of heats, caus-
ing the observable deviation of isobaric simulation (i.e. with boiling) and experiment at II)
in Figure 4.1 (see also discussion in next section). At 123 ◦C, the endothermic boiling of EC
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and EMC sets in. The immediate jump in endothermic heat leads to a drop of released heats
without passing the self-heating threshold. Therefore, no further heating step is performed.
The exothermic formation of inorganic and organic SEI that sets in due to the primary decom-
position of SEI leads to an increase in the sum of exothermic heats. Li2CO3 decomposition
and HF production, then both exhibit first a rapid decline and a slow rise in produced heat until
at 142 ◦C both heats vanish. The underlying complex processes can be explained as follows.
The reason for the sharp decline in inorganic SEI decomposition and PF5 decomposition at
128 ◦C is that the concentration of Li2CO3 almost reached zero, see the dashed black line in
Figure 4.2 b) at II). Note that PF5 decomposition depends on water production, which in turn is
produced from Li2CO3. Further, both are limited by the production of Li2CO3. Until at 142 ◦C
the amount of PF5, represented as a dotted black line in Figure 4.2 b), in the system is used
up and the auto-catalytic cycle stops. This leads to a small dip in the sum of exothermic and
endothermic heats. From then on, the steady formation of both the inorganic as well as organic
SEI and the subsequent re-decomposition of the organic SEI leads to a continuous increase
in produced exothermic heat. The boiling solvent partly counterweights this. However, the
sum of both heats also increases steadily, leading to the temperature increase observed in the
measurement.

Kupper et al. [111] already revealed that two reactions, primary formation and decomposition
of the SEI, do not release sufficient heat to sustain the thermal runaway. They suggested that
further side reactions must be considered to simulate an ARC measurement. With the addition
of conductive salt decomposition and subsequent side reactions such as PF5 decomposition
and Li2CO3 decomposition, we achieved this goal for the first time.

For better illustration, the solvent decomposition and cathode decomposition are not shown in
Figure 4.2. However, they are, also in this study, responsible for the thermal runaway occurring
around 177 ◦C as already reported in literature [69, 70, 84] (see Appendix B.1 for individual
reaction rates over the whole simulated temperature). Therefore, the general behaviour of all
considered reactions, introduced and discussed in Section 3.1, could successfully be repro-
duced. This makes this model the first to reproduce an ARC measurement solely based on
chemical reactions, it’s participating species and their physical and chemical properties, such
as the heat of formation or heat capacity. Enabling us to in-depth analyse the interaction among
them and draw the following conclusions.

The above description of occurring effects allows to reveal two competing phenomena. On the
one hand, the rising temperature accelerates the dominating exothermic reactions. On the other
hand, the acceleration of their underlying reactions leads to a decline in reactants concentration.
Hence, it becomes evident how the concentration of the primary reactants, such as LEDC, can
drastically influence the progression of thermal runaway in actual accidents. This adds to the
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list of effects, such as gas venting and localisation of internal short circuits, that make the
thermal runaway and its propagation such an unpredictable phenomenon [62, 219].

Additionally, the processes occurring in the analysed region can be classified into two groups,
one which may be limited by reactant availability and the other where sufficient reactant is
available. The first group contains the organic and inorganic SEI decomposition, conductive
salt decomposition, and the PF5 decomposition. This first group includes all reactions with
a relatively low amount of reactants within the system and can therefore deplete early, lead-
ing to the fluctuating behaviour of the temperature gradient. Additionally, the reactants of
these reactions can vary among different systems as well as between different cells of the same
chemistry. For example, LEDC, as the main SEI component, or H2O as a contaminant can vary
from cell to cell depending on different production environments and procedures or the age of
the cell. They make the thermal runaway particularly unpredictable. Owing to this intriguing
correlation, the upcoming chapter will delve deeper into the analysis of SEI properties, such
as composition and thickness, as well as H2O contamination. The second group contains the
organic and inorganic formation of the SEI. Here, the reservoir of reactants is up to two orders
of magnitudes higher, see Figure 4.2 b), which means that these will not be used up during the
early stages of thermal abuse and will, in turn, lead to a monotonously increasing temperature
gradient. Therefore, once these reactions are the main contributors to released heat, at temper-
atures 130 ◦C, and above, only rapid cooling can prevent the thermal runaway of the battery.
The reactants, LiC6 and EC, are among the components that differ the least among conven-
tional Li-ion chemistries. Thus they do not, percentage-wise, vary as significantly between
systems or even from cell to cell as the reactants of the first group. Therefore, if activated by
high temperatures, these reactions will occur to more or less the same extent in all systems.

Eventually, the electrolyte boiling at 123 ◦C uses up such a significant amount of heat that
the temperature gradient changes noticeably. Thus, the occurring reactions are slowed down,
and the thermal runaway is delayed. On the other hand, the reactions and their released gases
might, in return, also influence the solvent boiling. This aspect is analysed in more detail in
the upcoming section.

4.2.2 Pressure build-up and solvent boiling

While the model, for now, has been isobaric due to the assumption of an infinitely inflatable
pouch cell, evolving reaction gases in the real cell may have influenced the pressure and, thus,
the boiling point of the solvent mixture EC/EMC and the resulting contribution on the heat
balance. To shed light on the impact of pressure, we here analyse in-depth a possible pressure
increase and its effect on phase equilibrium and evaporative cooling during the heat abuse test.
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The model used for this assessment is described in Section 3.2.5 and the used equilibrium
model in the Appendix A.3.4.

Figure 4.3 a) shows the progression of the relative volume increase and pressure during the
temperature abuse test. Following our assumptions of a ten times inflatable pouch cell, the
evolving gases will first lead to a volume increase of the pouch cell up to a maximum of 10
times its initial volume (region I). From then on, the system is assumed to be isochoric, and
the following evolving gases increase the system pressure (region II). It can be observed that
until 1.25 h, neither the volume ratio nor the pressure is increasing since no significant amount
of gases is produced. Then, the volume rises continuously until it reaches the threshold of 10
times inflation at 7.3 h. The main contributing reactions are the decomposition of LiPF6 and
LEDC since, as discussed above, they mainly occur at this time. The system pressure starts to
rise with a steep gradient until 13.2 h. This is the timespan where most gas-producing reactions
are happening simultaneously, namely the conductive salt decomposition, PF5 decomposition
and the organic as well as inorganic SEI decomposition and production. The depletion of
PF5 and the subsequent decline of gas-producing reactions such as PF5 decomposition and the
inorganic SEI decomposition leads to a more flat gradient until shortly before the end at 23 h,
an almost vertical increase in pressure can be observed. This is correlated to the release of O2

due to cathode decomposition and the subsequent decomposition of the solvent species EC and
EMC to CO2 and H2O.

The pressure evolution is taken as input for the binary phase equilibrium model to calculate the
solvent’s boiling point. The evolution of the battery temperature relative to the boiling point of
the solvent is shown in Figure 4.3 b). The solvent composition of EC/EMC 50/50 (v/v), which
was assumed in the experiment and used in the simulation, is indicated by a black line. The
threshold in relative temperature above which boiling occurs, i.e. T

Tb
> 1, is visualised with a

dashed line.

The step-wise temperature rise caused by the HWS mode of the ARC increases the relative
temperature significantly from 0.3 to its first maximum of 0.85 at 7.3 h. This first maximum
corresponds to the moment at which the maximum volume of the pouch cell is reached. Sub-
sequently, the curve first declines to 0.8 due to the pressure increase, followed by a slight
increase to 0.82 at 9 h. Which is caused by the last heating step that occurs after the first
minor exothermic event, see Figure 4.1 I). The pressure increase then leads to a continuous
decline to 0.75 at 17 h. At around 13 h, the point where due to depletion of PF5, PF5 decom-
position, as well as the inorganic SEI decomposition, fade, the direction of the slope changes.
Reactions such as PF5 decomposition here take a special role: they are endothermic and thus
slow down the temperature rise. At the same time, they produce a significant amount of gases
that contribute to the suppression of solvent boiling by a pressure increase. Thus, due to their
decline and, in general, the reduction of simultaneously occurring reactions, the temperature
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Figure 4.3: a) Evolution of the cell volume vs. its initial volume (solid line) and cell pressure with EC/EMC 30/70
(v/v)b) Corresponding evolution of temperature relative to boiling temperature for various solvent com-
positions c) Heat evolution over temperature for the re-parameterized case without solvent boiling with
EC/EMC 30/70 (v/v)

rise dominates over the increase in boiling point. Hereafter, the relative temperature increases
sharply, corresponding to the thermal runaway, where the boiling point of the binary mixture
is reached.

From this analysis, it can be concluded that the investigated solvent mixture would not reach
its boiling point before the thermal runaway. Thus, assuming a maximum inflatability of 10
times the initial pouch cell volume, phase transition does not occur and thus does not influence
the processes occurring during the HWS and self-heating phase of the thermal abuse test.

Solvent boiling is unlikely to occur before the final thermal runaway, even if the pouch cell
can inflate. The absence of boiling in the experimental system could explain the deviations
to the simulated temperature evolution in Fig 4.1. The simulation shows a clear change in
the gradient of the temperature evolution caused by the onset of boiling. To evaluate how
the reactant and reaction evolution would be in the case without boiling and if a simulation
without boiling can reproduce the experimental temperature evolution better, the presented
model has been re-parameterised to the experimental data without solvent boiling. All kinetic
parameters of both scenarios can be found in Table B.3. The results can be seen in Figure 4.1
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represented by the grey dashed line. In contrast to the model with boiling, the model without
boiling almost perfectly reproduces the experimental data points. Compared to the scenario
with boiling, the reaction kinetics of PF5 decomposition, inorganic SEI decomposition and
SEI formation are significantly slower, see Figure 4.3. Here, the inorganic SEI decomposition
and PF5 decomposition even reach up to temperatures around 180 ◦C and higher. This results
from the missing endothermic heat of solvent boiling, which in the first scenario outweighed
the faster kinetics. Note that even though it seems that more heat is released by those two
reactions without solvent boiling, this is not the case. The time it takes to change from 120 ◦C
to 140 ◦C is around 8.7 h but to reach from 140 ◦C to 180 ◦C only 3.7 h.

Other solvent ratios of EC/EMC are also commonly used for batteries [220]. The boiling point
evolution has also been performed for EC/EMC 30/70 (v/v) and EC/EMC 70/30 (v/v) to check
whether boiling would be expected for these compositions. As EC is still in excess in those
cases, not many changes in the gas evolution were assumed, and the same gas evolution was
used for the calculations. Since EMC is the lower boiling component of the mixture, the system
with EC/EMC 30/70 (v/v) experiences an upwards shift, and the EC/EMC 70/30 (v/v) shows a
lower relative temperature. For both solvent compositions, the boiling point is also not reached
before the thermal runaway. Therefore, it can be concluded that it is improbable that a mixture
of these two solvents would start to boil before the rapid thermal runaway sets in if pressure is
allowed to build up.

Besides the investigated solvent mixture, other types of linear carbonates, such as DMC are
frequently used as co-solvents [220] instead of EMC. DMC has a lower boiling point than
EMC. The same calculation has been performed with a binary equilibrium model of EC/DMC
30/70 (v/v) to evaluate whether boiling is expected for such systems. The result is shown in
Figure 4.3 b) as a dotted line. It can be observed that due to the lower boiling point of DMC,
the boiling point of EC/DMC 30/70 (v/v) is reached before the maximum cell volume and,
thus, before the pressure starts to rise. What this would mean for the further progression of
temperature evolution is complex. Boiling would, due to its endothermic nature, on the one
hand, have a cooling effect which would delay thermal runaway. On the other hand, the com-
parably high amounts of gases released from solvent boiling would increase the pressure to
an extent that would most probably suppress further boiling. All of the above shows that the
electrolyte system used in this study, EC/EMC, is improbable to reach the boiling point before
the thermal runaway.

Concluding, a pressure build-up during thermal abuse may prevent phase transition. As the
cooling effect of boiling is missing, this may accelerate the transition to thermal runaway.
Whether boiling occurs depends strongly on battery composition, especially the solvent, and
particular reactants such as LEDC. The quantitative prediction will require further research
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to assess the salts’ impact on the boiling point. Thus, the SAFT-γ Mie approach is utilised
to address this open challenge. An in-depth analysis of pressure progression during a thermal
event in Li-ion batteries is presented in Chapter 6.

4.3 Concluding remarks

This chapter revealed the impact and interplay of exothermic reactions and solvent boiling dur-
ing the thermal abuse of Li-ion batteries. The first successful model approach to reproduce an
ARC measurement rigorously based on the chemical components of a battery and their thermo-
dynamic properties is presented. Here, especially in the early stages of self-heating, a fragile
equilibrium between simultaneously occurring endothermic reactions, exothermic reactions
and phenomena, such as solvent boiling, could be identified.

Occurring reactions could further be divided into two groups. Those whose reactants are only
present in small amounts. Prominent members of this group are reactions involving the SEI
component LEDC and the contaminant H2O. Due to the variance in their initial quantity, for
example, caused by fluctuations during production and formation, these reactants are among
the causes that make the thermal runaway unpredictable. The other group contains the form-
ation of SEI after its primary decay and repeated decomposition. From the comparably high
amount of the involved reactants, it follows that only active cooling will prevent thermal run-
away once higher temperatures activate these reactions. Further, we shed light upon the prob-
ability of a possible phase transition and its impact on temperature evolution during the self-
heating phase. For the isobaric case, the phase transition influences the course of the thermal
runaway of a Li-ion battery, as its endothermic nature slows down self-heating.

Gases released by degradation reactions may lead to rising pressure in the system and thus
influence the phase transition behaviour. Assuming a ten times inflatable pouch cell, the rising
pressure completely suppressed solvent boiling until the final rapid thermal runaway phase for
all EC/EMC solvent compositions of 30/70 to 70/30 volume ratio. However, for a lower boil-
ing EC/DMC 30/70 (v/v) mixture, boiling of the electrolyte could be shown to occur shortly
before surpassing the self-heating threshold of the ARC. Therefore, we suggest to evaluate the
behaviour of each electrolyte system individually. It could be shown that the complex interac-
tion between gassing reactions, phase transition and eventually their impact on battery safety
is an intricate phenomenon.

Based on the findings of this chapter, two new research questions are identified, which will be
addressed in the upcoming chapters:
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1. How do highly fluctuating properties such as SEI composition, SEI thickness and H2O
impurities affect a thermal event in Li-ion batteries? — Chapter 5

2. What are the impacts of differing solvents, gas solubilities, reactions and conductive salt
on the pressure evolution during a thermal event? — Chapter 6
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5 Sensitivity to SEI properties and
impurities1

The simulation performed in the previous chapter showed that the initial stages of thermal ab-
use are dominated by reactions dependent on highly fluctuating properties such as the SEI
thickness, composition and H2O impurities. Thus, this chapter investigates those critical
factors in a thermal event in Li-ion batteries. This is of special importance because the initial
period of self-heating poses an opportunity to apply counteracting measures to prevent thermal
runaway. Yet, this demands a thorough understanding of the processes triggering and occur-
ring during this critical initial period. Not much is known about the effects of SEI properties
and highly reactive impurities like water on the self-heating behaviour of Li-ion batteries.

As mentioned, it was already 20 years ago when the first experiments by Richard et al. con-
nected the self-heating behaviour of Li-ion cells to SEI decomposition [94, 100]. Other exper-
imental studies of cells aged at elevated temperatures revealed an increase in the self-heating
temperature of about 15–20 ◦C with increased ageing temperature [76, 79–81]. This has been
connected to a thicker and more inorganic SEI. However, neither detailed experimental nor
simulation-based studies have been performed on the influence of the SEI composition or
thickness on battery safety. Thus, this chapter aims to tackle this open challenge.

H2O is a known impurity during battery manufacturing[221]. Hygroscopy of electrodes is the
most often referenced origin of water in cells [150, 222]. Several studies showed the detri-
mental effect of water on battery performance [39, 223]. However, also positive impacts of
H2O addition for Li-metal batteries have been reported [224]: LiF is formed from the reaction
of H2O with LiPF6, and it is a stable and highly conducting SEI component leading to better
performance. In contrast, worse performance is usually connected to formation of the phos-
phorous decomposition products PF5 and POF3. These reactions are known to occur at room
temperature and are inherently linked to battery ageing. Weber et al.[225] investigated the
ageing of an electrolyte mixture stored at 95 ◦C and identified 12 different organo-phosphoric

1 Parts of this chapter have been published as own contributions in Baakes, F., Witt, D., Krewer, U., ”Impact of
electrolyte impurities and SEI composition on battery safety”, Chemical Science, DOI:10.1039/D3SC04186G,
CC BY 3.0 [143].
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5 Sensitivity to SEI properties and impurities

decomposition products. They suggested that a detailed analysis of the formation of these
products during ageing could be used to identify “ageing stages” for LiPF6-based electrolyte
composition. Stich et al. [144] investigated the kinetics of these decomposition reactions by
purposely contaminating an electrolyte solution with 1000 ppm water and measuring the con-
centrations of H2O, HF and HPO2F2. They found that hydrolysis is not following a simple
rate law and thus developed a kinetic model to describe their experiments. Huttner et al. [226]
studied the influence of different drying strategies for water removal on battery performance.
They found that extensive drying can decrease performance. This is due to the extreme con-
ditions the battery materials are subjected to during drying. In general, H2O contamination
and follow-up reactions might not immediately influence battery performance, as Zheng et al.
showed [223]. They found that after 100 cycles, the capacity retention for batteries contamin-
ated with H2O and without contamination was in the same range, with around 95% remaining
capacity for water-free and 90% remaining capacity for water-containing batteries. However,
after 300 cycles, increased H2O content drastically reduced capacity retention. The results
show 90% remaining capacity for water-free batteries and 55% for water-contaminated ones.
The water-containing battery had 14 mg water added to a 18650 battery. Despite these efforts
to qualitatively and quantitatively correlate H2O contamination and battery performance, no
reports in literature on tests to investigate the effect of water on battery safety, especially dur-
ing the crucial self-heating phase have been found. Therefore, this chapter will contribute to
shed light on the extent of H2O contamination influences on battery safety.

The component-based Li-ion battery degradation model from Chapter 4 is slightly extended
to address the sensitivity of water impurities and SEI composition on thermal self-heating and
thermal runaway. The complete model encompasses 12 decomposition reactions and 20 par-
ticipating species, which will be parameterised through two separate experiments. First, the
experiments conducted by Stich et al. [144] will be used for the conductive salt decomposi-
tion. Thereafter, the complete set of reactions is parameterised against the ARC measurement
Maleki et al. [69]. In-depth case studies will be conducted on the impact of LEDC content,
the SEI thickness, and the H2O contamination on Li-ion battery safety. Eventually, a broader
parameter study that combines all three effects will be presented, examining potential interde-
pendencies between them and illuminating dominating processes and properties.

5.1 Procedure

The following section summarises the procedure employed to perform the sensitivity analysis
for the thermal abuse in Li-ion batteries in the context of SEI thickness and composition as
well as H2O impurities. First, the modelled system is presented in the form of mathematical
sets. This is followed by a brief description of the underlying experimental work of Stich et al.

60



5.1 Procedure

[144], which is used to parameterise the reactions among the conductive salt decomposition.
Subsequently, the reference case conditions are outlined with an extensive discussion on the
initial conditions of SEI composition, thickness and H2O content. Thereafter, the variation
in each of those properties is presented. The section finishes with a brief description of the
parameter estimation procedure and compares the model against the experimental data for
model validation.

5.1.1 Modelled system

To better account the impact of H2O content, the preliminary reaction network of Chapter 4 has
been extended. As presented in Chapter 3, a set notation is used to unambiguously illustrate
the occurring processes concisely. Thus, in the following, the complete sets of species and
reactions used to model the system in the present chapter are given. For better illustration,
species and processes added in comparison to Chapter 4 are expressed in bold font.

The first set ΩSP contains all modelled chemical species:

ΩSP = {(CH2OCO2Li)2 (LEDC), Li2CO3, LiOH, Li2O, LiF, LiPF6, LiC6, C6, LixCoO2, Co3O4,

C2H4, CO2, O2, HF, PF5, POF3, HPO2F2, H2O, C3H4O3 (EC), C4H8O3 (EMC)}.

Thus the ΩSEI adjusts to:

ΩSolv = {C3H4O3, C4H8O3} ⊆ ΩSP,

ΩSEI = {(CH2OCO2Li)2, Li2CO3, LiOH, Li2O, LiF} ⊆ ΩSP.

The set ΩRE is extended to:
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ΩRE = {LiPF6 decomposition(CSD), PF5 decomposition(PFD),

POF3 decomposition(PFD), LEDC decomposition (OSD),

Li2CO3 decomposition(ISD), LiOH decomposition (LSD)

LEDC production (OSP), Li2CO3 production(ISP),

LiOH production (LSP), LiCoO2 decomposition(CD)

EC decomposition (ECD),EMC decomposition (EMCD)}.

The subset of SEI-forming reactions is then given with the following:

ΩSEIform = {OSP, ISP, LSP} ⊆ ΩRE.

5.1.2 Underlying experimental work

This part of the thesis aims to extensively probe the influence of H2O impurities and SEI
composition on high-temperature battery safety. Two distinct experiments from literature are
referenced to obtain kinetic parameters, k0 and EA. One experiment will again be the ARC
measurement conducted by Maleki et al. [69]. For a more detailed description, see Section
4.1.2. This will be extended by the experiment by Stich et al. [144], who focused on the
decomposition of LiPF6 with H2O as an impurity. The latter provides an isolated study of
LiPF6, PF5 and POF3 decomposition allowing for better identification of the kinetic parameters
connected to these reactions. In their study, Stich et al. [144] used a EC/DEC 50/50 v/v
1 M LiPF6 electrolyte with an initial concentration of <= 15 ppm H2O and <= 50 ppm HF.
They then added 1000 ppm of water. The concentrations of H2O, HF, and HPO2F2 have been
monitored for 15 days at room temperature by Coulometric Karl Fischer titration, acid-base
titration, and ion chromatography.

5.1.3 Reference case conditions

With their intricate internal decomposition mechanisms during formation, operation and thermal
abuse, Li-ion batteries present a complexity that hinders the precise determination of amount
of species present at the beginning of a thermal decomposition study. Due to these restrictions,
educated estimates for some components are necessary, a challenge addressed in the following
section. First, the procedure to estimate values for conductive salt decomposition products,
namely PF5, POF3, HPO2F2, HF, and H2O, is explained. Afterwards, the assumptions for
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estimating the initial amount of the SEI components, Li2O, LEDC, LiOH, LiF, and Li2CO3,
as well as the initial SEI thickness, are discussed.

Using the reactions connected to conductive salt decomposition, namely CSD, PFD and POFD,
allows to estimate the initial values for their reactants. Here, the initial mixing of the electrolyte
is emulated by a simulation of the reaction of electrolyte species with 40 ppm H2O impurities.
At equilibrium, most of the water has been converted, and the electrolyte contains eight ppm
H2O and 50 ppm HF, which is in excellent agreement with the recorded < 10 ppm H2O and
< 50 ppm HF by electrolyte suppliers [227]. Further, H2O is introduced into the system during
cell assembly, originating from the separator and cathode. Values for water contamination for
the anode, cathode, and separator are based on the medium drying procedure reported in the
publication by Huttner et al. [226]. This is estimated to result in an additional 334 ppm of
water in the electrolyte for the reference case. The water contained in the anode is assumed
to react to LiOH fully. After cell assembly, the formation procedure is conducted. Li2CO3, in
turn, reacts swiftly already at room temperature with HF to form H2O (ISD). The H2O is then
used up by the reactions of PF5 (PFD) and POF3 (POFD), which occur steadily but slowly at
room temperature. Therefore, the last step to get realistic initial conditions for the simulation
of the ARC measurement is estimating the time between cell formation and testing. This study
assumes direct testing, and the initial values after a formation period of three days with C/10
are considered. The whole procedure and intermediate results are described in Appendix C.1.
From this procedure, the initial values for PF5, POF3, HPO2F2, HF, and H2O are calculated as
992 ppm, 46 ppm, 1306 ppm, 0 ppm, and 260 ppm, respectively.

Initial values for the SEI composition are challenging to obtain as most literature does not
report quantitative values. Thus, the assumptions here are based on the study of Liu et al.
[53]. Using a electrochemical quartz crystal microbalance,hey measured the mass increase on
a graphite anode during formation. In combination with electrochemical data, OEMS meas-
urements, and XPS, they were able to provide a reasonable estimate of the corresponding mass
attributed to individual SEI species. As the introduced Li2CO3 reacts with the present HF
to form LiF, as described above, the composition changes slightly during the applied ageing
procedure. From this, the volumetric SEI composition is deducted as follows (details see Ap-
pendix C.1):

Li2O: Liu et al. found that the anode lost weight within the first discharge after formation.
Based on the measured weight loss, they assume the following oxidation to occur:
(CH2OCOLi)2) −−→ Li2O + 2CO2 + C2H4 + O2. Following this, the Li2O content is
estimated as 10 vol-%.

LEDC: The content is estimated to be 45 vol-%
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LiOH : It is assumed that all residual water in the anode reacts to form LiOH during cell
formation. This accounts for 0.6 vol-% for the reference case.

LiF : Since Liu et al. could not distinguish between LiOH and LiF, we assume that both
substances add up to 10 vol-% of the SEI. Combined with the additional production
of LiF by decomposition of Li2CO3 (ISD) during the applied ageing procedure, this
accounts for 10.4 vol-% for LiF.

Li2CO3: The last 34 vol-% of the SEI is assumed to be composed of Li2CO3.

The SEI is assumed to be 50 nm thick. This is in the range of reported thicknesses [53–55].
The initial and maximum temperatures are 25 ◦C and 220 ◦C, respectively. The pressure is
constant at p = 101325 Pa. All modelled species and their physical parameters and data on the
electrode structure can be found in Table B.1 and B.2. From this, the complete set of initial
conditions for the reference case can be deducted and presented as molar quantities in Table
C.1.

5.1.4 Variation in water content and SEI properties

H2O impurities, SEI compositions and SEI thickness can be influenced during manufacturing
processes such as electrode drying or formation current adjustments, as well as through battery
ageing. At present, it is unfeasible to model and incorporate all these processes. Nevertheless,
to implicitly investigate their effects during thermal abuse, a case study is designed that uses
varied initial values for these three properties, see Table 5.1.

Table 5.1: Changes in initial parameters for water content and SEI to study the effect of different manufacturing and
ageing conditions: reference scenario, organic or inorganic SEI, thick or thin SEI, wet or dry electrode.

Parameter Reference Thick SEI Thin SEI Organic SEI Inorganic SEI Wet Electrode Dry Electrode

dSEI / nm 50 75 25 50 50 50 50
εLEDC / vol-% 45 45 45 90 0 46 45
εLi2CO3 / vol-% 34 34 33 8.4 39 30 34
εLiF / vol-% 10.4 10.4 11.4 1 30.4 9 10.6
εLi2O / vol-% 10 10 10 0 30 10 10
εLiOH / vol-% 0.6 0.6 0.6 0.6 0.6 5 0.4
CH2O / ppm 260 260 260 260 260 505 168
CHF / ppm 0 0 0 0 0 0 0
CPF5 / ppm 992 992 992 992 992 880 1017
CPOF3 / ppm 46 46 46 46 46 95 31
CHPO2F2 / ppm 1306 1306 1306 1306 1306 5332 536

64



5.1 Procedure

The variation in H2O content is based on a study of different drying procedures from Huttner
et al. The H2O content will change due to different water contents in the electrodes follow-
ing Huttner’s results for the undried “wet”, the medium dried, and the highly dried electrodes.
The different values in the anode of 2422 ppm, 286 ppm, and 214 ppm translate into 5 vol-%,
0.6 vol-% and 0.4 vol-% of LiOH content within the SEI. The reported values of 2644 ppm,
500 ppm and 464 ppm in the separator and 313 ppm, 156 ppm, and 63 ppm for the cathode
translate to an H2O increment in the electrolyte of 930 ppm, 334 ppm, and 172 ppm, respect-
ively. In the early 2000’s it was revealed that LEDC is the primary decomposition product of
EC [48]. A recent study by Wang et al.[46], however, questions the stability of LEDC and
proposed that lithium ethylene mono-carbonate (LEMC) is the stable alternative. Following
this, Xie et al. [47] investigated the formation pathways of LEMC, including the decomposi-
tion of LEDC and found that all kinetically favourable pathways need water as a reactant. It
is apparent that there is still a lively discussion on the exact composition of the SEI. Thus, a
wide range of differing compositions is considered and LEDC as the major organic compound
is assumed: Here, 90 vol-%, 45 vol-% and 0 vol-% LEDC are investigated. The pure LEDC
content is not chosen since LiOH has to be part of the SEI to account for water impurities.
Further, the complete lack of Li2CO3 would lead to an accumulation of HF according to the
above-described behaviour, which is deemed very improbable. Thus, the remaining volume
percentages are Li2CO3. The SEI thickness has been varied as 25 nm, 50 nm, and 75 nm,
which are within reported values for SEI thicknesses [53–55]. All variations undergo the same
formation and conditioning procedure described in the previous section. From this, the ini-
tial values listed in Table 5.1 are calculated. An extensive parameter variation, including all
possible 27 variations (3x3x3), has been simulated to investigate the interdependence. The
additional 18 initial values, apart from the 9 already listed in Table 5.1, can be found in Table
C.2.

5.1.5 Parameter estimation

The kinetic parameters for the decomposition of LiPF6 and subsequent reactions of PF5 and
POF3, namely CSD, PFD, and POFD, have been parameterised such that two constraints are
met. The first is that the experimental data of Stich et al. [144] on room-temperature electro-
lyte changes could be reproduced. The second is that the reactions notably accelerate within
the reported temperature interval, see Table 3.1. For the decomposition of Li2CO3, the kinetic
constants are set such that this reaction is not limiting. For the other reactions, the kinetic
parameters have been adjusted to meet two constraints: The first one is that the reactions occur
within the reported temperature interval for each given reaction. The second constraint is that
the simulation can reproduce the experimental data from Maleki et al. [69]. Exceptions to
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this are the SEI forming reactions, OSP, ISP, and LSP. Given that they are, in nature, electro-
chemical reactions, they should notably occur even at room temperature with an unprotected
electrode. Reported energy barriers for these reactions are very low, if not 0 [44, 228, 229].
The term introduced to account for the inhibition effect of the SEI, see Equation 3.3, does not
prevent notable reactions even at low temperatures with these low barriers. Therefore, the en-
ergy barriers are adjusted such that these reactions occur in a temperature range concurrently
with the decomposition of the existing SEI.

Model equations and parameters were implemented in MATLAB, and the simulation was per-
formed using the ode15s solver. All calculations have been performed with MATLAB Version
2022a, or higher [203], using an i7-9750H processor with 16 GB RAM. The average simula-
tion time was six minutes.

5.1.6 Model accuracy

Figure 5.1 compares the model with the experiments of a) Stich et al. [144] and b) Maleki et
al. [69]. The agreement between simulation and experiment is excellent in both cases. Please
note that in the case of the experiment by Maleki et al. the data points after cell opening
have not been considered for the parameterisation. Due to the adjustments to the model, the
simulated curve extends slightly farther in the direction of these points when compared to the
first parameterisation performed in Chapter 4. The outstanding agreement of simulated and
experimental data now allows for further investigation. Thus, the coming section will present
the results of the performed sensitivity analysis.

Figure 5.1: Comparison of the model against experimental data for a) the conductive salt decomposition against the
data of Stich et al. [144] and b) the whole model against the ARC measurement of Maleki et al. [69].
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5.2 Results and discussion

The upcoming section evaluates the propagation and characteristics of the thermal runaway
during thermal abuse of the given Li-ion battery for the various manufacturing and ageing
scenarios. First a high level discussion of sensitivities of ARC measurements to water con-
tent, SEI composition and SEI thickness are identified and quantified. This is followed by
an in-depth analysis of this behaviour and the underlying causes based on the progression of
reactions, their interplay, and their contribution to the temperature evolution during the ab-
use test. Particular focus is given to the transition from the heat-wait-seek to the exothermal
self-heating mode, as this is the crucial point determining a battery’s safety range. Then the
effects of different water content and initial SEI properties on the state of the battery and their
consequences in an ARC measurement are elucidated.

5.2.1 Impact of SEI state and H2O on temperature evolution

In Figure 5.2, the simulated temperature evolution is displayed for a variation in a) SEI com-
position, b) SEI thickness, and c) H2O content. The preheating procedure (1 ◦C/min) can be
observed up to 40 ◦C. From then on, the ARC switches to the Heat-Wait-Seek phase and per-
forms 10 ◦C heating steps, including wait-and-seek periods. This is repeated until the first
self-heating is detected. This happens for the reference scenario (black line) at 108 ◦C and 7.8
h, marked by SH-II). Then, the ARC switches to the self-heating mode and starts to follow
the cell temperature. For the reference scenario, self-heating at this stage is not sustained, and
after a period of 1 h at 110 ◦C, an additional heating step is performed. At 119 ◦C and 10.1 h,
marked by SH-III), another self-heating of the cell leads to switching to the exothermic mode
of the ARC again. The temperature monotonically increases throughout the subsequent 13 h
until the thermal runaway is triggered at 174 ◦C and 23 h marked by TR).

Figure 5.2 a) shows the effect of variation of SEI composition to 90 vol-% LEDC (dashed
line) and 0 vol-% (dash-dotted line). No significant difference between the scenarios can be
observed during the preheating phase and in the first six heating steps. At 98 ◦C and 6.9 h,
marked by SH-I), significant self-heating is observed for the 90 vol-% LEDCcase, which is
11 ◦C earlier compared to the reference case. Temperature increases monotonically without
a further heating step, and the cell reaches the thermal runaway at 173 ◦C and 24.5 For the
inorganic SEI without LEDC, one additional heating step compared to the reference case is
needed, with self-heating starting only at 127 ◦C and 10 h. This makes a difference of +9 ◦C
compared to the reference case. Yet, the cell goes faster into the thermal runaway. It can be
concluded that SEI composition has a notable effect on thermal safety of a battery, with cells
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Figure 5.2: ARC simulations with variations of a) SEI composition, b) SEI thickness, and c) water content origin-
ating from the electrodes. The solid black line refers to the reference case in all subfigures. The lighter
dashed line refers to the scenario featuring the lower self-heating temperature. The dash-dotted darker
line indicates the scenario with the higher self-heating temperature TSH. Characteristic self- heating
temperatures, self-heating times, tSH, and runaway times, tTR, are indicated in the graphs.

with more LEDC, e.g. due to less ageing, being more likely to enter a thermal event, leading
finally to thermal runaway.

In Figure 5.2 b), the effect of SEI thickness on thermal runaway is presented. The behaviour
during the preheating and first heating steps shows no deviation from that of the reference
case. The thin SEI enters one heating step earlier into the self-heating phase than the reference
case. Self-heating progresses and causes a rapid thermal runaway at 174 ◦C and 23.3 h. In
contrast, the thick SEI case reaches the self-heating only after a further heating step, at around
127 ◦C and 10 h, and enters the final runaway phase earlier, at 74 ◦C and 20.6 h. According to
this analysis, SEI thickness also significantly impacts battery safety, with thicker SEI leading
less quickly to self-heating. It should be noted that the results presented here are specific
for the investigated system of a graphite anode combined with EC/EMC 1.2 M LiPF6 liquid
electrolyte. For example, in case of Li metal and all solid state batteries, a decrease in safety
with increasing SEI thickness was found [230, 231].
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Finally Figure 5.2 c) shows the impact of H2O impurities. As in the variations before, no
difference is observed until 108 ◦C and 7.8 h. Then, the cell with high H2O amounts enters
one heating-step earlier into the sustained self-heating phase. The thermal runaway is reached
at 174 ◦C and 27 h. In contrast, the curves for low and medium water amounts are identical.
Thus, high amounts of H2O seem to be detrimental to thermal safety of Li-ion batteries.

Figure 5.3: Comparison of self-heating temperature TSH and time until the thermal runaway is reached after the first
exothermic phase ∆tTR as key indicators for all cases.

From the above-described results, it can be concluded that all three parameters significantly
impact thermal safety. The most apparent difference between all cases is the change in self-
heating temperature and the time until the thermal runaway is reached. For a better comparison,
these key parameters are summarised in Figure 5.3. Here, a clear trend can be observed. A
lower self-heating temperature corresponds to a longer time until the cell reaches the thermal
runaway eventually. These opposing trends of earlier self-heating but later thermal runaway
pose a fundamental question as to how to produce inherently safer batteries: While higher
self-heating temperatures can be interpreted as safer, a shorter time until reaching the thermal
runaway, and with this, a virtually unstoppable thermal event could be considered unsafe.
Manufacturers must perform a risk analysis to make a good trade-off for these safety-critical
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parameters. While discussing the case study, including 27 variations, in Section 5.2.3 an al-
ternative metric is offered to include both characteristics in the safety assessment of Li-ion
batteries. Note that the temperature for the start of the thermal runaway is identical for all
cases. Similarly, as reported in literature, this is almost exclusively caused by the onset of
the cathode active material decomposition. In this study, the cathode material was not varied.
Thus, this behaviour was expected. In the following section, a deeper analysis of processes
during the thermal abuse tests is performed to reveal the origin of the manufacturing- and
ageing-specific differences in safety behaviour.

5.2.2 Analysis of produced heats and concentration
progression

To understand the main reactions impacting the self-heating and their sensitivity to SEI state
and water impurities, here the progression of reactions, related species concentrations and pro-
duced or consumed heat during the thermal misuse are analysed. For better readability, the
figures display only those reactions that are substantially influenced by SEI composition or
water content. For the same reason, all SEI-forming reactions, namely OSP, ISP, and LSP,
are summed up. For individual contributions, see the Appendix Figure C.4. Analysis starts at
40 ◦C, where the first degradation reactions are observed (Figure 5.4): The initial decomposi-
tion of the conductive salt is triggered by a shift of the equilibrium towards the decomposition
product with increasing temperature. Further, the decomposition of PF5 (PFD) and POF3

(POFD) start at 60 ◦C, peak around 75 ◦C, and end for the first time around 110 ◦C (SH-II).
The HF released from these reactions initiates the decomposition of Li2CO3 (ISD), which,
thus, happens simultaneously to PFD and POFD. Note that the concentration of Li2CO3 is
only slightly declining due to the only small amounts of H2O, and thus reactant HF, whereas it
is produced in significant rates also from LEDC decomposition. Decomposition of PF5, POF3

and Li2CO3 happen simultaneously, and the ratio of produced heat by Li2CO3 decomposition
vs. the consumed heat by PF5 and POF3 decomposition is always below 1 and decreases with
temperature. Thus, the reactions caused by salt decomposition products, i.e. PFD, POFD, and
ISD, act as heat sinks. The cause for the extinction of these reactions is the depletion of the ne-
cessary reactant H2O. As the reaction rates and, therefore, their interplay is strongly dependent
on water availability, we continue the discussion when analysing the wet and dry case scenario.
Reactions connected to salt decomposition are complemented by the exothermic decomposi-
tion of LEDC with notable reaction rates occurring above 80 ◦C. Eventually, by increased
decomposition of LEDC and already decreasing endothermic heats due to H2O depletion, the
first self-heating starts at 108 ◦C (SH-II). This phase is, however, not self-sustaining because
the exothermic LEDC decomposition slows down when much of the available LEDC has been
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consumed, so that a further heating step is required to trigger a thermal event. The transition
to continuous self-heating of the battery at 118 ◦C (SH-III) is caused by the almost complete
decomposition of LiPF6, which reduces the endothermic heats to nearly 0. The self-heating
phase until the rapid thermal runaway is dominated by the re-formation of organic SEI, i.e.
LEDC, and inorganic SEI, i.e. Li2CO3, and further decomposition of LEDC. The declining
concentration of LiOH denotes its decomposition to Li2O (LSD) around 120 ◦C. The amount
of LiOH introduced into the system by H2O in the anode after drying is too small to produce
notable amounts of exothermic heats. The thermal runaway is eventually set in motion by the
decomposition of the cathode active material (CSD) starting around 150 ◦C. The thus produced
O2 triggers the subsequent solvent combustion, first of EC (ECD), then of EMC (EMCD); see
Apendix Figure C.4. The combustion product H2O, in turn, triggers an exponential increase of
PF5 (PFD) and POF3 (POFD) decomposition reactions; despite being endothermic, they cannot
compensate for the strongly exothermic reactions. Simultaneously, the exothermic decompos-
ition of Li2CO3 is also re-initiated by HF produced from the PF5 and POF3 decomposition.
Finally, it should be noted that above 130 ◦C, LEDC concentration is kept at around zero, as
any generated LEDC is directly consumed. In contrast, LiF concentration rises until all LiPF6

is decomposed and then stays constant. The SEI is therefore completely inorganic at higher
temperatures. Concentrations of HF, LiPF6 and Li2O are either 0 (HF) or can be deduced
from LiF (LiPF6) or LiOH (Li2O) progressions. For the sake of clarity, they are shown in the
Appendix Figure C.4.

The combustion product H2O, in turn, triggers an exponential increase of PF5 (PFD) and POF3

(POFD) decomposition reactions; despite being endothermic, they cannot compensate for the
strongly exothermic reactions. Simultaneously, the exothermic decomposition of Li2CO3 is
also re-initiated by HF produced from the PF5 and POF3 decomposition. Finally, it should be
noted that above 130 ◦C, LEDC concentration is kept at around zero, as any generated LEDC
is directly consumed. In contrast, LiF concentration rises until all LiPF6 is decomposed and
then stays constant. Concentrations of HF, LiPF6 and Li2O are either 0 (HF) or can be deduced
from LiF (LiPF6) or LiOH (Li2O) progressions.

Having understood the process interplay for the reference case, it is further evaluated how their
dependence on SEI composition and water content can explain the observed change in thermal
self-heating and runaway behaviour.
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Figure 5.4: Reference case: evolution of heat sinks (blue) and heat sources (red) and related concentrations, as well
as the total heat (black) and the self-heating threshold (horizontal dashed line). Vertical dashed lines
indicate events marked in Figure 5.2. The y-axis break is at 0.12 mol/m3.

72



5.2 Results and discussion

Deviations in underlying system

The following box discusses the deviations between the results obtained in Chapter 4
and this chapter. As discussed in the box on page 22, the model and reaction network
have been extended when moving from the basic simulation in Chapter 4 to this
more detailed analysis. The major differences are the addition of the decomposition
of POF3 with H2O to form HPO2F2 and HF as well as the formation of LiOH and
its decomposition at higher temperatures. In this study, the decomposition of LiPF6

and PF5 are also modelled as reversible reactions. Further, based on the works of
Solchenbach et al. [85], the decomposition of Li2CO3 with HF is now assumed not to
be rate limiting.

These differences show a slight deviation in the progression of evolving heats and,
thus, reactions. This majorly affects the cycle of Li2CO3 decomposition with HF
producing H2O and the reaction of PF5 with this water to form HF again. In Chapter
4, this decomposition only set in above 100 ◦C and was kept up until around 170 ◦C,
see Figure 4.3. From the above assumption of a not rate-limiting reaction of Li2CO3

with HF and the joint parameterisation of reaction CSD, PFD and POFD along with
the experiment of Stich et al. [144] it follows that the decomposition of Li2CO3

happens at lower temperatures as previously assumed. Another major difference
between both modelled networks is the temperature range in which the decomposition
of Li2CO3 can happen. These are 100 ◦C to 170 ◦C for Chapter 4 and 60 ◦C to 100 ◦C
in this study. The reason for this phenomenon is the newly considered subsequent
reaction of POF3 with H2O to form HF and HPO2F2. Compared to the decomposition
of PF5, only one HF is formed for each molecule of H2O involved. Since no other
reaction generates H2O in this temperature range, the progress of these reactions leads
to water depletion, affecting all reactions directly or indirectly dependent on it.

What does this imply for the validity of conclusions from the last chapter? Even though
the exact progression of events is different, general statements remain true. The on-set
of self-heating is still governed by highly fluctuating properties such as SEI thickness,
composition and H2O as is the content of this chapter. Also, is the amount of released
gases not substantially different from the previous chapter’s results. Thus, it is still
highly likely that no solvent boiling occurs during the initial phase of self-heating.
This will also be addressed in Chapter 6.
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As SEI composition impacts mainly the SEI formation and SEI decomposition reactions, their
corresponding heats are presented in Figure 5.5 a). Li2CO3 decomposition is only marginally
affected by changes in the SEI composition and is thus displayed together with other reactions
in the Appendix C.4. A higher LEDC volume fraction leads to notably earlier on-set of LEDC
decomposition. This leads to the earlier self-heating on-set at 98 ◦C (SH-I) for the 90 vol-%
LEDC case compared to the reference case (45 vol-% LEDC). For 90 vol-% LEDC, heat pro-
duction from this reaction decreases much slower after reaching the self-heating because there
is still a significant amount of LEDC in the SEI (see Appendix Figure C.5). Together with the
higher SEI formation reaction, this can explain that the 90 vol-% LEDC case needs no further
heating step to proceed to thermal runaway. The large fraction of LEDC in the initial SEI and
its rapid but not complete consumption leads to a significant drop of SEI thickness to 60% be-
fore SEI formation sets in and rebuilds the SEI. The decline is much more significant than for
the reference case, where ca. 80% of the SEI, mostly inorganic, remains and is subsequently
rebuilt. For the inorganic case, i.e. 0 vol-% LEDC in the initial SEI, the missing exothermic
heat from the decomposition of the initial LEDC and the slow exothermic SEI formation lead
to additional heating steps. At around 128 ◦C, marked by SH-IV), eventually, self-heating of
the battery sets in due to higher exothermic SEI formation rates at this temperature. As no
LEDC is present in the initial SEI in this case, and as Li2CO3 decomposition is negligible and
compensated by its production, SEI thickness increases monotonously. In all three cases, dur-
ing proceeding self-heating >120 ◦C, the heat from LEDC decomposition is smaller than from
SEI formation. It can be concluded that LEDC content in the SEI is strongly impacting thermal
safety, as the self-heating onset is strongly impacted by LEDC decomposition and formation
rates, and thus by LEDC availability.

Figure 5.5: Effect of SEI composition on behaviour during ARC test: a) Produced heats from LEDC decomposition
and SEI formation. b) Corresponding changes in SEI thickness. Conditions: 260 ppm water, 50 nm thick
SEI.
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Following, the impact of initial SEI thickness on heat evolution from LEDC decomposition
and reformation (Figure 5.6 a) and on the resulting changes in SEI thickness (Figure 5.6 b) are
discussed. From Figure 5.2 b), we know that a thicker initial SEI leads to a higher self-heating
temperature. This is counterintuitive as more SEI, i.e., more LEDC, means more reactants
for low-temperature decomposition. Indeed, more SEI leads to more LEDC decomposition
(Figure 5.6 a); yet, during the seek period, LEDC decomposition heats decrease to similar
values for all SEI thicknesses, whereas, for the thin SEI, exothermic SEI formation is almost
double that of the thicker SEIs. The thickness-dependent SEI formation rate, Equation 3.3, is
the key to explain why thin SEI still leads to lower self-heating temperatures. The thinner the
SEI is, the higher the formation rate and thus produced heat from SEI formation reactions. SEI
thickness can therefore be seen as a beneficial property of the SEI to prevent further formation
and early thermal runaway.

Figure 5.6: Effect of SEI thickness on behaviour during ARC test: a) Produced heats from LEDC decomposition
and SEI formation. b) Corresponding changes in SEI thickness. Conditions: 45 vol-% LEDC, 260 ppm
water.

These findings are also in good agreement with ARC tests of cycling-aged cells in the temper-
ature range of 35–45 ◦C from literature by Feng et al. [81], Feinauer et al. [79], Börner et al.
[76], and Waldmann et al. [80]. All studies independently found that these ageing procedures
lead to an increase of the on-set temperature of self-heating by 15–20 ◦C when compared to
their fresh reference. The here presented study now delivers an explanation for this increase:
when cells age, SEI becomes thicker and more inorganic; both effects have been shown here
to lead to a delayed self-heating temperature. Röder et al. [232] in contrast, found a lowered
self-heating temperature for calendaric-aged cells at 60 ◦C. The model developed in this thesis
may explain this behaviour also: either the SEI had much more total amount of LEDC, prob-
ably dissolved also in the electrolyte, or the LEDC had reacted at 60 ◦C and left a thin, less
inhibiting SEI.
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Figure 5.7: Effect of H2O impurities on behaviour during ARC test: a) endothermic heats PF5 + POF3 +Li2CO3
and exothermic heats of LEDC and LiOH decomposition. b) concentrations of H2O, POF3, Li2CO3, and
LiOH. Conditions: 45 vol-% LEDC, 50 nm SEI.

Finally, the processes during the ARC tests with different H2O content are analysed to un-
derstand why low and medium water impurities lead to the same temperature evolution while
high water content leads to earlier self-heating. PF5, POF3 and Li2CO3 decomposition reac-
tions (PFD, POFD, ISD) happen almost simultaneously. Their added values are endothermic
and increase with water content (Figure 5.7 a). It can also be observed that the higher the water
content, the earlier the on-set of these reactions. In the case of dry and reference H2O concen-
tration, the released heats are almost identical and very small. From ca. 80 ◦C onwards, in the
wet electrode case, most of the endothermic heat is still small and released in a temperature
range where no exothermic counterpart exists. With increasing impurity concentration, the
temperature gradient after sustained self-heating changes from 4.4 ◦C/h (dry case) to 4.65 ◦C/h
(medium dried case) to 4.1 ◦C/h (wet case). These changes are connected to the increased
concentration of LiOH, which decomposes exothermically, and the corresponding decrease in
self-heating temperature (wet case). First, when moving from the dry case to the medium dry
case, the temperature gradient only increases slightly which can be explained by an also only
small increase of LiOH content from 0.4 vol-% to 0.6 vol-%. However, for the wet case the
temperature gradient decreases, which is counterintuitive at first but is also connected to the
higher LiOH content of 5 vol-%. The significantly higher concentration of LiOH in the wet
electrode case leads to notable LiOH decomposition rates and exothermic heats in the self-
heating critical temperature range of 100—130 ◦C. This leads to a transition into self-heating
one temperature step earlier. The lower temperature in turn leads to a slower progression of all
occurring reactions and, thus, a lower temperature gradient. This points to an important char-
acteristic of an ARC measurement. As discrete temperature steps are used, more produced heat
can either increase the temperature gradient (dry → medium dry), when self-heating starts dur-
ing the same time step. Or it leads to a lower self-heating temperature, with subsequent lower
temperature gradient. Thus, it is important to discuss both characteristics together. In order to
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illustrate these impacts, the water variation case was simulated using a 2.5 ◦C temperature step
instead of the 10 ◦C used before (see Appendix Figure C.8). Even though, the wet case also
transitions into self-heating one step earlier, the gradients, 2.5210 ◦C/h (dry), 2.5459 ◦C/h (me-
dium) and 2.6975 ◦C/h (wet), now better correspond to the produced heats as the temperatures
are closer together.

In conclusion, H2O impurities only play a significant role in battery safety when the electrodes
have not been dried properly. The impact is negligible as soon as even a medium-intense drying
procedure (260 ppm residual H2O) is applied. Also, further drying (168 ppm residual H2O)
does not bring any noticeable benefit, because already at medium rates, LiOH decomposition
rates are too low to give a significant heat contribution to tilt the balance towards sustained
heating. As such, at least under the analysed circumstances and battery chemistry, extensive
drying is unnecessary for a safer performance. This result aligns with the experimental findings
of Huttner et al. [226], who found a negative impact on performance metrics for intense drying
procedures. Two more points should be accounted for in a holistic analysis of battery safety,
which may be followed in further studies: The acids produced from H2O, such as HPO2F2, are
present in higher concentrations, i.e., 0.175 mol/m3 in the wet case compared to 0.078 mol/m3

in the reference case. The acids were reported to lead to increased dissolution of transition
metals from the cathode, which will then promote SEI decomposition [233]. Eventually, even
though the energetic impact of these reactions is small, all are gassing reactions and will impact
cell pressure. Here, the following chapter poses as a starting point to include this essential part
of gassing degradation reactions into the herein developed battery safety model.

5.2.3 Impact of joint variation of SEI state and H2O content

So far, we have analysed how the thermal safety behaviour changes when varying a single
variable, SEI thickness, composition or water content. In reality, multiple factors change due
to ageing or different manufacturing processes. In the following, the impact of the cross-
influence of the three variables is analysed, and trends and generalisations are deduced.

Figure 5.8 a) shows the average temperature gradient in the region between self-heating on-set
and thermal runaway, TTR−TSH

tTR−tSH
, over the inverse self-heating temperature, 1000

TSH
, for all 27 vari-

ations. Here, a high temperature gradient refers to a fast heating rate and, thus, lesser time to
intervene. A low self-heating temperature indicates a lower resistance of the battery against
thermal abuse. Thus, both characteristics can be considered indicators for battery safety and
have therefore been chosen for this comparison. Cases that are located in the lower left corner
of the figure can be considered rather safe, because it represents high self-heating temperatures
and a low self-heating rate. Whereas, the cases closer to the upper right show the opposite
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Figure 5.8: Impact of changes in water content and SEI properties on: a) temperature gradient over the inverse self-
heating temperature scaled by 1000, b) the percentage of SEI thickness reduction over the temperature
gradient, and c) the percentage of SEI thickness reduction over the inverse self-heating temperature
scaled by 1000.

characteristics and, thus, can be considered rather critical. There are cases in all four quad-
rants of the figure, so no general correlation of the cases with fast self-heating and self-heating
temperature can be found. The graph shows that the highly critical variations almost exclus-
ively include high LEDC contents and a thin to medium thick SEI. The safe region on the
other hand embodies almost exclusively all thick SEI variations with a big proportion of the
inorganic cases. We can also observe that the thin SEI cases tend to have high temperature
gradients probably due to the faster reformation at higher temperature. Higher LEDC content
correlates with lower self-heating temperatures, as LEDC decomposition already occurs at low
temperatures, whereas Li2CO3 decomposition is less strong at these temperatures. Variations
of H2O are scattered over the whole figure, which indicates that its influence is not as signific-
ant and straight-forward as the SEI properties even for high contaminations. This confirms the
lower sensitivity to H2O content than to SEI thickness and LEDC content.
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The complex water effects warrant further analysis. For cells with thick inorganic SEI (large
stars, Figure 5.8 a) the wet case (violet) has a lower self-heating temperature and a lower
gradient compared to the dry and medium dry case. That means it enters the self-heating phase
earlier but then heats up slower, i.e. one metric gets worse and the other better. In contrast,
for the high LEDC contents (+) the higher water contamination value does not lead to lower
self-heating temperature, and the temperature gradient shows the opposite behaviour to the
inorganic case: it increases. The root causes lies in the onset of LiOH decomposition. Only in
cases with high water contamination is the LiOH amount high enough to significantly impact
the temperature progression, which we showed in Figure 5.7 a). The onset of this exothermic
decomposition is around >115 ◦C, which is higher than the self-heating temperature of all high
LEDC cases. That means the LEDC cases are already in sustained self-heating when the LiOH
decomposes; thus, water content does not impact the self-heating temperature for high LEDC
content cases. Whereas, for all cases that have not transitioned to sustained self-heating before
LiOH decomposes, the heat from LiOH decomposition impacts the self-heating temperature:
the higher the water content and thus LiOH concentration, the more LiOH decomposition heat,
thus the lower the self-heating temperature. The observed lower temperature gradient for the
wet, inorganic and reference LEDC concentration cases is directly correlated with the lower
temperature itself. The lower the temperature the slower all reactions progress, thus, the less
heat is produced.

A low SEI thickness has been shown to accelerate the exothermic SEI reformation; thus, we
analyse for the different cases how much the SEI is reduced, and how does this correlate to
the temperature gradient (Figure 5.8 b) and the self-heating temperature (Figure 5.8 c). The
high LEDC content cases (+) exhibit the highest decline in SEI thickness compared to the me-
dium and inorganic cases. The low thicknesses for high LEDC contents in turn accelerate the
reformation and, thus, contribute to higher temperature gradients. The high concentration of
LEDC also leads to a low self-heating temperature. The pure inorganic cases, represented by
stars, and most of the thin SEI cases, represented by small symbols, do not show any thickness
reduction. Inorganic SEI cases do not show a decrease in SEI thickness because the decom-
position of Li2CO3 is not substantial enough to compensate the SEI formation rates even for
the thick SEI cases. Therefore, no decrease in SEI thickness can be observed. For the thin
SEI cases, the thickness does not decrease substantially because the thin SEI accelerates SEI
reformation, which counteracts SEI decomposition reactions. Most of the thin SEI and the in-
organic SEI cases show a correlation of the temperature gradient, the self-heating temperature
and the SEI thickness: the thinner the SEI the higher the temperature gradient and the lower
the self-heating temperature. For the high LEDC content, thin SEI cases, the high amount of
LEDC decomposes before substantial reformation starts. Thus, they show a slight SEI thick-
ness reduction. Due to their anyway thin SEI thickness they also show the highest temperature
gradient among all organic cases. Comparing the thin SEI cases with the medium thick SEI
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cases it shows that the medium thick SEI cases exhibit lower temperature gradients and higher
self-heating temperatures. This is explained by the accelerated reformation rates for the thin
SEI cases. Whereas, the comparison of the medium thick SEI and thick SEI cases reveals that
the thick SEI cases have a higher temperature gradient. This is explained by the higher self-
heating temperature of the thick SEI cases. Since they transition at higher temperatures into
self-heating phase, the reactions occur faster and more heat is produced.

From these extensive variations and their impact on thermal safety behaviour, it can be con-
cluded that the SEI thickness and LEDC content are the dominating effects in terms of battery
safety. A safer battery has an inorganic, thick SEI. Safety decreases with increasing LEDC
content and reducing SEI thickness. Besides these two, H2O impurities only play a role when
severe contamination is present and generally contribute less than the SEI properties. The
effect of water is also more challenging to address. High contamination does effect the self-
heating temperature and the temperature gradient differently depending on the composition of
the SEI.

5.3 Concluding remarks

This chapter has elucidated the impact of initial SEI state and water impurities on the thermal
safety behaviour of Li-ion batteries with EC/EMC 1.2 M LiPF6 and a graphite anode, includ-
ing when and why self-heating occurs and the subsequent progression to the rapid thermal
runaway. Initial concentrations of SEI components, impurities and conductive salt decompos-
ition products were rigorously derived from assessing manufacturing, production and ageing
effects.

Dominating detrimental effects are high LEDC concentrations and thin SEI, such as those
found in rather fresh cells. Here, a high LEDC content could be connected to an earlier onset
of self-heating. In contrast, a thinner SEI relates to faster SEI reformation and thus to a higher
temperature gradient. The experimentally observed increase in self-heating temperature for
aged cells [76, 79–81] is thus attributed to an ageing-induced change from foremost organic
SEI to inorganic SEI and a thicker SEI, which delays exothermic SEI reformation processes.
The impact of H2O impurities on battery safety is found to be marginal as long as a moderate
drying procedure is applied to the electrodes during manufacturing. Thus, it could be shown
that extreme electrode drying does not benefit battery safety. However, high H2O contam-
inations during production should be avoided as this will have a substantial negative impact.
Here, the effect of high contamination was found to be depending on the SEI composition. For
inorganic and mixed SEI, the contamination will reduce the self-heating temperature due to
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decomposition of LiOH. High LEDC content cases, on the other hand, exhibit a higher tem-
perature gradient, because here the self-heating already starts before LiOH decomposition sets
in.

The here gained insights contribute significantly to understanding and controlling Li-ion bat-
tery behaviour during thermal abuse. The trends for impact of water as an electrolyte impurity,
the complexities of SEI properties, and their combined battery safety have been shown, and that
they cross influence each other. The presented degradation reactions and kinetics are suitable
for integration into full cell models to evaluate the impact of local hotspots and heat removal,
and thus to reveal battery runaway and propagation on cell and pack level. The studies may be
further extended to include the effect of different active materials and electrolytes, as reactions,
reactivity and mechanical stability may change. Different experimental behaviour was reported
here, especially for the highly reactive Li metal, and solid state electrolytes. Also, of special
importance is the interaction of the cathode with water impurities and of metal dissolution on
the reaction network and the thermal safety behaviour.

Thus, the first set of questions raised at the end of the last chapter could be answered. The next
chapter will delve into a detailed analysis of pressure evolution during the thermal abuse of
Li-ion cells and how it is affected by different factors such as solvent composition, reactions
and the conductive salt.
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After having assessed the general relationship between reactions and phase transitions in
Chapter 4 and the impact of impurities and SEI properties in Chapter 5, this chapter will
delve into a detailed exploration of the pressure dynamics resulting from thermal abuse in
Li-ion batteries.

Despite the significant amount of published research in the field of Li-ion battery safety, the
pressure increase is outside the focus of most published articles. Even though, pressure in-
crease exceeding a specific value, can result in venting of the battery, ejecting toxic reaction
gases, such as HF, and flammable solvent molecules, or in the worst case explosion of the
battery [12]. Therefore, quantifying pressure evolution and how it is affected by battery com-
ponents such as the active materials and the electrolyte is crucial to design mitigation strategies.

The following gives a brief literature review of existing studies about the impact of battery
materials on pressure evolution. Golubkov et al. [234] measured the pressure during thermal
runaway within the ARC testing chamber and utilised the ideal gas law to convert the pres-
sure into the amount of ejected gases. In their study, 18650 cells with three different cathode
active materials, namely LiFePO4 (LFP), LiNi0.45Mn0.45Co0.10O2 (NMC-type) and a blend
of LiCoO2 (LCO) and LiNi0.50Mn0.25Co0.25O2 (NMC) have been investigated. They found
that, with 265 mmol, the LiCoO2/LiNi0.50Mn0.25Co0.25O2-blend released the highest amount
of gases. The pure NMC-type batteries came second with 149 mmol, and the LFP produced
the least amount of gases with 50 mmol. They also found that for the investigated batteries,
the amount of gases, i.e. the pressure increase and the highest temperature reached during
the ARC test are directly correlated. Subsequently, they studied the impact of the state of
charge and overcharge on commercial 18650 LFP and Nickel Cobalt Aluminum (NCA) bat-
teries [235]. For both battery types, the self-heating temperature decreases with an increasing
state of charge, whereas the temperature maximum increases. The LFP-type batteries produced
less gas and reached lower maximum temperatures than their NCA counterparts over the in-
vestigated charges. Interestingly, the observed correlation of produced gases and temperature
maxima could only be reproduced for the NCA-type batteries, not the LFP ones. Lei et al. [73]
used a similar technique to investigate Li-ion cells with LiMnO2 active material and found that
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the amount of released gas, and thus the pressure increase, is with 76.5 mmol substantially
lower than the reported values for NMC and LCO/NMC blends from [234]. Jhu et al. [236]
used a vent sizing package 2 calorimeter to study four commercially available LCO cells at
different states of charge. In this type of measurement, the overpressure in the cell is com-
pensated by the testing chamber so that the Li-ion battery remains intact. They also found that
charged batteries are thermally more hazardous, with a pressure maximum of up to 5.5 times
higher than that of an uncharged cell. They further reported significant differences in pressure
increase between the various commercial cells, indicating that other components, apart from
the active material, also play a major role in the pressure evolution during thermal abuse of
Li-ion batteries. In a subsequent study, Jhu et al. [78] compared Li-ion batteries with LCO
and NMC active materials. They found that LCO-type batteries are generally more reactive,
leading to an earlier thermal runaway and a higher pressure.

Even though the reported pressure of the testing chamber gives some hindsight of the reactivity
of active materials, no direct correlation to the internal pressure evolution before cell venting
can be drawn. Therefore, some studies tried to implement a pressure sensor directly into the Li-
ion cell [65, 73]. However, as summarised by Vendra et al. [77], such sensors are challenging to
construct, and no two identical experiments are reported to yield comparable pressure curves.

It becomes evident that obtaining a pressure evolution from inside a Li-ion cell during thermal
abuse is challenging. Thus, mathematical models are employed to aid in this matter. Coman
et al. [65] used a combination of a representative gassing reaction and the vapour pressure
curve of DMC as solvent to simulate the venting behaviour of a cylindrical 18650 cell. They
could successfully reproduce the measured venting behaviour. Kim et al. [106] used a three-
dimensional CFD simulation to investigate the venting behaviour of 18650 cells. They found
that most gases measured in the vent gases are produced during the rapid heating phase of
the thermal runaway. Vendra et al. [77] measured the pressure in the ARC testing chamber
and used this reported pressure with an analytical equation to set initial conditions for their
computational fluid dynamics simulation of fire dynamics.

The presented studies focused on the total pressure and gases produced or the venting be-
haviour of a Li-ion cell. Also, the cathode active material is the most studied subject. To
the author’s best knowledge, a systematic analysis of the impact of solvent components, at-
mospheric or degradation gases, and the conductive salt on the pressure evolution before cell
venting has not been performed.

To close this gap, this chapter employs the SAFT-γ Mie EoS, introduced in Chapter 3.3.1,
to perform a structured analysis of the electrolytes’ effects on the pressure evolution in Li-
ion batteries. A graphical overview of the study performed within this chapter is given in
Figure 6.1. First, the necessary model parameters are estimated. Next, the study of pressure
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Figure 6.1: Graphical summary of the pressure evolution study performed in this chapter.

evolution within Li-ion batteries is addressed by investigating the influence of different solvent
compositions in a specified temperature range. This part is followed by an in-depth analysis of
the effects of saturation of the electrolyte with argon and CO2. Further, the influence exerted by
different concentrations of the conductive salt LiPF6 on the pressure evolution is investigated.
Eventually, a pseudo-reaction producing CO2 is introduced, and its impact is examined. By
understanding the impact of solvent, salt, and gases on pressure evolution, this endeavour offers
a unique and comprehensive insight into the pressure evolution in Li-ion batteries before cell
venting occurs. The insights and model will aid in exploring mitigation strategies.
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6.1 Procedure

The following section summarises the methodology employed in this chapter. First, the mod-
elled liquid electrolyte system is described, and the given species are divided into their respect-
ive SAFT groups. Subsequently, the parameter estimation procedure is described to identify
unknown group interaction parameters from experimental data. The section closes by compar-
ing the parameterised model against experimental data to evaluate the model’s accuracy.

6.1.1 Modelled electrolyte system

As introduced in Chapter 2.1, liquid electrolyte systems for conventional Li-ion batteries con-
sist of a mixture of linear and cyclic carbonates and a conductive salt, most commonly LiPF6.
Unfortunately, the range of mixtures used in academia and industry is vast. Even though all
consist of almost identical base molecules, their exact composition varies widely and often
seems to be arbitrarily chosen. As the pressure evolution in a closed system depends on the
liquid phase, this poses some hurdles in setting up an appropriate model for estimating the
pressure as a function of temperature, volume and global composition. Fortunately, the group
contribution Helmholtz free energy EoS SAFT-γ Mie, introduced in Section 3.3.1, entails the
capability to tackle this problem. Figure 6.2 summarises the modelled electrolyte species and
presents the groups in which they are divided by differently coloured spheres.

The linear carbonates, namely DMC, EMC, DEC and dipropyl carbonate (DPC), all consist
of the groups CH3 and the newly introduced linear carbonate group OCOO. Additional CH2

groups are added depending on the chain length. In the case of the cyclic carbonates, EC, PC
and butylene carbonate (BC), all molecules include the cyCH2 and the new cyclic carbonate
group cyOCOO. For PC and BC, which also contain a side-chain, the groups cyCH, CH2 and
CH3 need to be considered. Since LiPF6 is the most commonly used conductive salt for state-
of-the-art Li-ion batteries, it is also included in this study. The ions Li+, PF6

– and the ion-pair
LiPF6 are analysed. In terms of gases, CO2, one of the major degradation gases measured in
thermal abuse of Li-ion batteries, and argon, the most frequently used inert gas in glove boxes
of academia, are assessed.

The group interaction parameters marked with a blue colour (A) in Table 6.1 are taken from
literature Haslam et al. [137] and Dufal et al. [237]. The interaction parameters marked with
red (N) and grey (CR) have been developed in this study or are calculated based on combining
rules, respectively. Even though they are not used as liquid battery electrolytes, DPC and BC
were integrated into the parameter estimation and model comparison to investigate possible
trends and enhance the parameters’ generality and applicability.
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Figure 6.2: Molecular presentation of the modelled electrolyte species including separation in their SAFT-γ Mie
groups (coloured circles). Shown are the linear carbonates, dimethyl carbonate (DMC), diethyl carbonate
(DEC), dipropyl carbonate (DPC), ethyl methyl carbonate (EMC), the cyclic carbonates, ethylene carbon-
ate (EC), propylene carbonate (PC), butylene carbonate (BC), the ions, Li+ and PF6

– and the ion pair
LiPF6 as well as the gases argon and CO2.

6.1.2 Parameter estimation

The following explains the parameter estimation of the group interactions highlighted in red in
Table 6.1. This is the precondition to using the SAFT-γ Mie approach to calculate the vapour-
liquid equilibrium for the electrolyte mixture. Subsequently, the necessary parameters within
the SAFT-γ Mie approach are shortly discussed. This is followed by comparing the model with
chosen suitable experiments to obtain these parameters. An exception to the standard group
interactions, the modelling of LiPF6’s influence necessitates expanding the existing model,
which was introduced in Section 3.3.3.
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Table 6.1: Matrix representation of the modelled SAFT-γ-Mie group interaction parameters. A blue (A) background
corresponds to group interaction parameters available from previous works [137, 237], backgrounds shaded
red (N) are developed in this work and grey (CR) backgrounds correspond to interaction parameters calcu-
lated with combining rules.

To recapitulate: The model parameters can be derived from the description of the SAFT-γ Mie
model. They can be divided into a set that deals with the geometrical representation of the
modelled groups and a set that contemplates the interaction potentials. The geometrical set in-
cludes S, the form factor, quantifying the group’s sphericity, ν∗, the number of group segments
and σ , the segment diameter. The interaction set consists of λ r and λ a as the attractive and
repulsive exponents of the Mie potential. ε represents the interaction energy or the depth of
the potential well. Moreover, the interaction set also encompasses nH and ne which represent
the number of association sites, along with εHB and K, symbolising the association energy and
bonding volume, respectively. The complete set of parameters employed for the simulation of
the electrolyte system using the SAFT-γ Mie model is detailed in the Appendix in Tables D.1,
D.2, and D.3. The parameters developed in this thesis by the subsequently described parameter
estimation procedure are highlighted within these tables.

The liquid density [238–240], vapour pressure [241–246] and enthalpy of vaporisation [241,
245, 246] in pure compound data are suitable experimental values to extract good like and
unlike interaction parameters for those groups and group interactions, where the parameters
are not available. The like-interaction parameters of the linear and cyclic carbonate groups are
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determined from the experiments, and the unlike-interaction parameters for the interactions of
groups in the pure compounds. Binary mixture data such as vapour-liquid curves [247, 247]
and mixture densities [248] are utilised to obtain further unknown unlike-interaction paramet-
ers. Interaction parameters for the gaseous and solvent groups are extracted from solubility
data [249–251]. Additionally, mixture data including the conductive salt LiPF6 [210, 252–
254] is utilised to obtain like-interaction parameters for the ion-pair group, the PF6

– group as
well as unlike-interaction parameters where experimental data was available.

Apart from the salt interactions, all other parameters have been obtained numerically. The es-
timation procedure uses the numerical solvers of the commercial software package gPROMS®
[206]. The objective function employed is based on the maximum likelihood formulation:

Φ =
Np

2
ln(2π)+

1
2

min
v

[
NE

∑
u=1

NVu

∑
v=1

NMuv

∑
w=1

(
ln
(
σ

2
uvw
)
+

(Xuvw −Yuvw(v))2

σ2
uvw

)]
. (6.1)

Here, v denotes the parameters to be identified. Xuvw and Yuvw are the experimental and calcu-
lated property values, respectively. NP, NE , NVu and NMuv describe the total number of points,
the number of performed experiments, the number of variables in experiment u and the number
of measurements of variable v in experiment u, respectively. To reflect the uncertainty in exper-
imental measurements, the constant relative variance is always included with σuvw = 0.01Xuvw

[255].

6.1.3 Model accuracy

This section compares the deviation between experimental data and data obtained from the
SAFT-γ Mie model. The obtained percentage average absolute deviations (% AADs) of each
property used for parameter estimation are briefly discussed for brevity. A more thorough
analysis, including accompanying figures and tables, can be found in the Appendix D.

Pure-compound properties for all carbonate species, i.e. EC, PC, BC, DMC, EMC, DEC and
DPC, are reproduced with an outstanding accuracy of an %AAD of 0.3% for liquid density,
7.36% for vapour pressure, and 0.8% for enthalpy of vaporisation. Outliers are the vapour
pressures of DEC and DPC, with a deviation of around 15%. Given that the vapour pressures
of these solvents have comparably low values, minor absolute errors result in high relative
errors. Thus, the high numbers for %AAD are expected.

Binary mixture data in the form of vapour-liquid equilibrium data for EMC/DMC, EC/DMC
and mixture liquid densities for EC/PC and EC/DMC could also be reproduced with an excel-
lent overall %AAD of 1.38%. In the case of gas solubility (CO2 and Ar) in single solvents and
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solvent mixtures, the overall %AAD is 16.03%. Even though this appears to be a high devi-
ation, the cause lies exclusively in the characteristics of how the %AAD is calculated. Using
the solute as the denominator inherently leads to high relative deviations. The visual agreement
between the data and model is still excellent, as can be seen in Appendix D Figure D.3.

The employed ion association model allows us to reproduce vapour pressure, liquid densities
and CO2 solubilities of a mixture of carbonates and LiPF6 with an overall of %AAD 2.23%.

In summary, 26 interaction parameters are obtained from 623 experimental points with an
%AAD 5.10%. Hence, a valid parameter set to study phase equilibria and the resulting pres-
sure for given temperature, volume and electrolyte compositions in Li-ion batteries due to
electrolyte heating has been successfully obtained.

6.1.4 Further assumptions and testing procedure

Before analysing the electrolyte system’s thermodynamic behaviour during thermal abuse, the
procedure to obtain a system close to actual Li-ion batteries is described. The following as-
sumptions are made:

• The system is perfectly closed.

• The cell casing is rigid, as in prismatic and round cells.

• Active material, current collector and separator are assumed to be incompressible solids.

• They are further assumed not to undergo thermal expansion and be non-reactive.

• Vapour-liquid equilibrium is always assured.

A system volume, subsequently referred to as cell volume, of Vcell = 1.55 mL is considered.
This corresponds to the electrolyte volume from the system used in the previous Chapters 4
and 5. Unlike in the earlier chapters, where the pore space in the electrodes and separator are
assumed to be fully liquid, a gas phase is introduced. The exact liquid vol-% in batteries is
uncertain. Thus, its effects will be analysed in a sensitivity study. Further, a pad gas that mim-
ics the atmospheric conditions during cell assembly and storage is included. The procedure
for reproducing the cell assembly and storage effect on the initial battery state is illustrated
in Figure 6.3: It starts with calculating the amount of liquid electrolyte based on the desired
liquid vol-%. This is followed by an initial calculation of the pad-gas amount from the cell and
liquid volume difference. After that, an initial phase equilibrium calculation at constant tem-
perature and pressure (Tp-flash) is performed for equilibration of the liquid and vapour phases
at room temperature. This leads to the dissolution of the pad gas and will effectively reduce the
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volume. The cell volume is then iteratively replenished with pad gas, performing a Tp-flash
calculation in each step and applying the Euler-Tschebyschow procedure (see Appendix A.5)
for numerical efficiency.

Figure 6.3: Sketch of modelling the cell’s filling procedure and the final state of the cell.

Using this initial system state at room temperature as a starting condition, the cell is then
exposed to heating. The pressure evolution is then calculated as a function of cell temperature
and global composition by evaluating a phase equilibrium at a constant volume of 1.55 ml
(TV-flash) across a temperature range of 25 ◦C to 250 ◦C. For 25 ◦C, the obtained pressure is
close to the atmospheric pressure of 101.1 kPa.

6.1.4.1 Constant volume vs. constant pressure

In Chapter 4, we investigated the effect of evolving gases on the vapour-liquid equilibrium in
Li-ion cells during thermal abuse. This resulted in gases increasing system pressure, which
suppressed phase change of the liquid electrolyte. The herein developed SAFT-γ Mie model
is utilised to study the difference between systems at constant volume vs. constant pressure to
obtain a more thorough picture. The constant volume case refers to battery cells with a closed
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rigid cell casing. The constant pressure case estimates open cells, and the vapour volume can
expand infinitely. The systems are studied regarding phase change and the resulting endo-
thermic heat of vaporisation. The latter is especially interesting as it would have a cooling
effect during the self-heating of the battery.

It is important to note that, following exact thermodynamic definitions, both systems are
closed, as only energy but no matter can be exchanged. In reality, an open battery cell would
also be an open system by thermodynamic definition and exchange both energy and matter.
Therefore, the presented calculations are a first estimate of how open systems would behave.

The following calculation will help to get a quantitative understanding of what effect the va-
porisation heat might have on the self-heating of a Li-ion battery. Assuming a constant heating
rate and employing the heat capacity of the cell, see Appendix Table B.1, the difference in heat
of vaporisation and heat introduced into the system to obtain the desired temperature rise can
be estimated as:

QVap =
|ΩSolv|

∑
σ

∆n
′′
σ

∆T
·∆HVap, σ , (6.2)

and

QHeating = ∆TCp,bat. (6.3)

∆n
′′
σ and ∆T are calculated as the differences of n

′′
σ and T of two equilibrium calculations.

The ratio of both heats QVap
QHeating

is utilised as a characteristic to rate the potential cooling effects
through the vaporisation of solvent species.

6.1.4.2 Reactive systems

In previous chapters, the central aspect was the impact of reactions on the safety aspects of Li-
ion batteries during thermal abuse. The analysis of a complete reaction model, as employed in
the previous chapters, is not yet possible due to missing interaction parameters of degradation
gases. Therefore, a pseudo-reaction that converts the reactive cyclic carbonate EC to a pseudo-
solid product, which does not affect the pressure, and CO2 in a one-step reaction EC −−→
Solid + CO2 will be considered as a starting point. As we know from previous chapters, the
occurring reactions involving several evolving degradation gases are more complex. Therefore,
this simplification should be seen as a first estimate of how reactions could impact the pressure
in a Li-ion battery during thermal abuse. To achieve the desired change in molar amounts of EC
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and CO2, a Gaussian distribution function is utilised as a substitute model because it mimics
a chemical reaction1. This way, the composition used as an input for the phase equilibrium
calculations is altered over the temperature. The change in molar amounts of EC and CO2 are
calculated as follows:

nEC(T ) = nEC,0 −
dn
dT

and (6.4)

nCO2(T ) = nCO2,0 +
dn
dT

, (6.5)

with

dn
dT

=

(
A
2

)
·
(

1+ erf
(

α · (T −µ)

σ ·
√

2

))
. (6.6)

A represents the total quantity of EC converted to CO2, α displays the skewness and is set as
α = 1 to obtain a symmetrical distribution. µ is the mean value of the distribution, which in
this case refers to the temperature where the reaction rate exhibits its peak. It is set to 140 ◦C.
This way, the reaction is simulated to occur in the early phases of self-heating. σ indicates the
standard deviation of the distribution shaping the pseudo-reaction to be more or less narrow
and has been set to 0.1µ .

6.2 Results and discussion

Now that the model is established and missing group interaction parameters have been obtained
from experimental data, the relationship between temperature and pressure at equilibrium in
Li-ion batteries will be studied. The first part will analyse non-reactive electrolyte systems,
including the influence of the conductive salt LiPF6. This is followed by investigating the
effects of a pseudo-reaction involving the evolution of the known reactive gas CO2.

1 This approach of emulating chemical reactions via a Gaussian distribution, was also used by Feng et al. [256] as
a substitute model that allows quick parameter estimation based on heat release curves from DSC measurements.
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6.2.1 Non-reactive systems

First, different aspects of non-reactive electrolyte systems such as liquid-to-void volume ratio,
solvent composition, gas solubilities, open and closed systems, as well as the influence of the
conductive salt LiPF6 are analysed.

6.2.1.1 Influence of liquid volume percentage

Given that the primary design goal for Li-ion batteries is to maximise gravimetric and volu-
metric energy density, one could anticipate that the gas phase within these batteries would be
minimised to reduce overall cell volume and boost energy density. However, the studies from
Kupper et al. [110] and Coman et al. [65] estimated the liquid volume percentage ( VLiquid

VVoid+VLiquid
)

as 70 and 50 vol-% from imaging data. Thus, commercial Li-ion cells contain such a consid-
erable safety buffer that there might still be space for optimisation. Therefore, the first part
of this study investigates the effects of different volumetric gas/liquid ratios on the pressure
evolution in Li-ion cells. In Figure 6.4 a), the dependence of pressure on cell temperature for
a cell with a DMC/EC 50/50 v/v mixture with argon as pad gas at initial liquid vol-% of 98,
95, 90 and 85 (at 25 ◦C) is presented. If not stated otherwise, Ar is used as the pad gas, and the
mixtures are always given in volume percentages. In this and all subsequent figures, dashed
and solid black lines indicate safety measures typically included in commercial batteries. The
first, typically activating at 10 bar (dashed black line) [257], is called a current-interruption
device (CID). When activated, it disrupts the connection between the pole and the current col-
lector, halting further current flow and, thus, effectively reducing electrochemical reactions.
The second, typically activating around 20 bar (solid black line) [257], is a safety valve that
opens to release gases so that the pressure is reduced to safe levels.

A cell that is optimised for volumetric energy density, with 98 vol-% of liquid phase (solid
green line in Figure 6.4 a)), would activate the safety valve at just 87 ◦C, even without account-
ing for any side reactions. This phenomenon can be traced back to the expansion of the liquid
volume. At lower temperatures, where Vcell > Vliq, the liquid volume expands into the gas
phase. This only has negligible effects. At the point where Vcell = Vliq (subsequently referred
to as volume parity), all gas molecules have to be submerged in the liquid phase. For each fur-
ther increase in temperature afterwards, the liquid tries to expand further but is hindered by the
cell wall. Thus, it is compressed. Since liquids are known to be more or less incompressible,
this results in the build-up of extreme pressures. The pressure massively increases from just
under 2 bar to around 100 bar within a 5 ◦C change.

For the lower liquid vol-%, this effect shifts towards higher temperatures. This is explained
by the additional gas volume into which the liquid phase can expand before reaching volume
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parity. It becomes nearly negligible at 85 vol-% liquid volume, where volume parity is reached
at 235 ◦C. These findings suggest that batteries should maintain a minimum free volume as
a safety buffer to avoid explosion at temperatures below 100 ◦C, which could be reached,
e.g. due to fast charging. However, compared to the 70 vol-% [110] and 50 vol-% [65] li-
quid volume obtained from imaging data, the here presented findings further suggest that the
liquid volume percentage could be increased to 85 vol-% without risk of early venting below
200 ◦C, caused by the liquid phase alone. Later in this chapter, this study is revisited and
extended to account for gases evolving from degradation reactions. However, to exclude this
effect from further analysis, the initial liquid vol-% is set to 70 vol-% for all other cases. This
translates to the void volume reported by Kupper et al. [110].

Figure 6.4: Pressure change for a cell heated to different TCell from room temperature depending on a) initial liquid
volume percentage, b) global solvent composition, c) used pad gas. For the studies in b) and c), the initial
liquid vol-% is set to 70 vol-%.
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6.2.1.2 Influence of solvent composition

In Figure 6.4 b), a comparison between commonly applied liquid electrolyte solvent com-
positions is performed. The investigated cases include DMC/EC with 70/30 and 50/50 vol-
% and EMC/EC governing the identical vol-% distributions. A ternary mixture of 33/33/33
DMC/EMC/EC is also investigated. The deviations between the different solvents in pressure
are not significant at temperatures below 50 ◦C. Then, the curves start to deviate: the 70/30
DMC/EC mixture (solid green line) has the most significant pressure increase and the 50/50
EMC/EC mixture (dashed grey line) the least. The other compositions lie in between both. The
70/30 DMC/EC mixture reaches the activation pressure of CID, 10 bar, at 190 ◦C compared to
the high boiling EMC/EC 50/50 mixture at 225 ◦C. The low boiling 70/30 DMC/EC mixture
is the only one that reaches the safety valve opening pressure of 20 bar within the investigated
temperature range, precisely at 240 ◦C. DMC/EC mixtures containing more EC, e.g. DMC/EC
50/50, show a lower pressure over the whole temperature range. The 33/33/33 DMC/EMC/EC
mixture shows an almost identical pressure evolution as the DMC/EC 50/50 mixture.

This behaviour can be explained by the different boiling points of DMC (108 ◦C), EMC
(115 ◦C), and EC (240 ◦C), values calculated using the developed SAFT-γ Mie model. The
mixtures, including the lower boiling DMC, have a higher pressure increase since the number
of molecules in the gas phase increases more rapidly than in the higher boiling EMC-containing
mixtures. The same logic applies to mixtures containing more EC: the higher boiling point
compared to the linear carbonates leads to fewer molecules in the gas phase at lower temper-
atures, thus a smaller pressure. For the investigated solvent compositions, the solvent choice
can make a difference of up to 50% in pressure evolution. The deviations between the pressure
evolutions of all cases are shown in Appendix D Figure D.5.

From this analysis, it is advisable to minimise linear carbonates in the electrolyte mixture. As
is covered shortly, this is not generally true when considering gassing degradation reactions.
However, higher boiling alternatives like EMC over DMC are always advisable when battery
performance and costs permit it.

6.2.1.3 Influence of pad gas

In the next step a comparison between two different pad gases CO2 and Ar, is performed
using a DMC/EC 50/50 mixture. Ar is chosen as a pad gas because it is a common gas used
to obtain an inert atmosphere for cell assembly in academia. CO2 is chosen because it is
reported, among CO and H2, for having the highest concentrations after a thermal runaway
[234, 258, 259]. Ar further has a 96% lower solubility in the given mixture (calculated using
the established SAFT-γ Mie model at 25 ◦C and 101.1 bar) than CO2. The comparison, thus,
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provides a good impression of how using different inert gases with differing solubilities during
assembly and storage impacts the safety behaviour of Li-ion cells.

The mixture containing CO2 as pad gas, Figure 6.4 c), has up to 20% higher pressure compared
to Ar, shown as a solid green line. This might seem surprising as CO2 has a higher solubility,
which should lead to fewer molecules in the gas phase and, thus, lower pressure. The culprit,
however, lies in the storage or assembly conditions mimicked using the above-described filling
procedure. In these procedures, gas is added to the mixture until the cell volume is reached.
That means that a gas with a higher solubility results in more gas molecules in the mixture.
When the mixture is heated up, the CO2 solubility will decline, and, thus, the number of
molecules in the gas phase increases more rapidly compared to argon since more molecules
are present.

Two optimal properties for pad or inert gases can be derived from this behaviour. First, it
should have a low solubility in the used solvent mixture to reduce the number of molecules in
the system. Second, it should have endothermic dissolution enthalpy such that the solubility
of the gas rises with increasing temperature. As a matter of fact, argon does exhibit both
properties. However, as it is a noble gas that must be produced significantly, it might not be
economically feasible as an inert gas during solvent storage or cell assembly, especially on an
industrial scale. Nitrogen is even 38 % less soluble in linear carbonates [260] than argon, at
room temperature. Therefore, it is more likely to be used on an industrial scale, as e.g. shown
by [261].

6.2.1.4 Constant volume vs. constant pressure

The following section will contemplate the difference between constant volume and constant
pressure electrolyte systems in terms of changes in the vapour phase amount and the resulting
vaporisation heat. In the previous Chapter 4, the results suggested that due to evolving gases
and, thus, increased pressure in a closed battery cell, the solvent boiling is suppressed until the
thermal runaway is reached. This section will utilise the advanced phase equilibrium model
and give a more specific answer to this question.

A mixture of Ar/DMC/EC with a liquid phase composition of DMC/EC v/v 70/30 is invest-
igated under constant volume, i.e. resembling a closed battery cell, vs. constant pressure,
estimating the behaviour of an open battery cell. Figure 6.5 a) shows the fraction of all mo-
lecules in the gas phase with respect to the total number of molecules over the temperature in
both systems.

The constant volume system, represented by the solid green line, shows almost no phase
change. The vapour phase fraction does not exceed 1%. It can be concluded that virtually
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Figure 6.5: Difference between closed vs. open electrolyte systems in a cell with an Ar/DMC/EC mixture with 70/30
v/v of DMC and EC in a) vapour phase fraction and b) heat of vaporisation. For both cases, the initial
liquid vol-% is set to 70 vol-%.

no solvent boiling occurs in the investigated temperature range for a closed battery cell. It also
follows that the energy of vaporisation in a closed cell will be almost negligible. Figure 6.5
b) shows the heat ratio of the energy of vaporisation and energy introduced into the system to
obtain a desired temperature, see Section 6.1.4. The ratio is close to 0 for the closed cell over
the whole temperature range. Therefore, no cooling effect due to solvent boiling during the
self-heating of a Li-ion battery can be expected for closed cells. In contrast to the results from
Chapter 4, the current analysis proves that no degradation reactions are needed to suppress
solvent boiling as none are considered in the presented study.

In contrast, the open cells, represented by the dashed green line, shows a first steep increase
from 80–100 ◦C and a second smaller steep increase from 150–200 ◦C before reaching 100%
vapour fraction at around 210 ◦C. These slopes are correlated to the boiling temperatures of the
linear carbonate around 100 ◦C and cyclic carbonate around 200 ◦C, respectively. Therefore,
in open cells, solvent boiling occurs as soon as the boiling point of the lower boiling linear car-
bonate is approached and continues until all solvents have changed phases. The ratio between
the energy of vaporisation and energy needed to heat the system with a constant temperature
gradient sharply increases around 90 ◦C. It reaches a maximum of 3.2 at 100 ◦C, see Figure 6.5.
It then decreases to reach a local minimum of 0.2 at 150 ◦C before rising again to reach a ratio
of 1 at temperature 210 ◦C. The ratio drops to 0 directly after this since a 100% vapour phase
fraction is reached, and no further boiling can occur. It follows that solvent boiling would
severely influence the temperature progression in an open cell. Especially since the ratio first
peaks around 100–120 ◦C, where this cooling effect is opposed with a relatively small amount
of produced heat from exothermic reactions, see Chapter 5.
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6.2.1.5 Impact of conductive salt

The following section investigates the influence of the conductive salt LiPF6 on the pressure
at vapour-liquid equilibrium. The chosen solvent system is a DMC/EC v/v 50/50 mixture with
CO2 as pad gas. In this case, CO2 is used as a pad gas instead of argon since, due to numerical
problems, the systems could not be solved using argon.

Figure 6.6: Influence of LiPF6 on the pressure in the investigated temperature range and studied system of DMC/EC
v/v 50/50 mixture with CO2 as pad gas and 70 vol% initial liquid volume. a) a variation in LiPF6 concen-
trations b) the effect on the dissociation degree and c) the difference between an open and closed system
on the liquid molar fraction of EC and dissociation degree of LiPF6.

In Figure 6.6 a), the pressure over the studied temperature range of the system with salt con-
centration ranging from 0 to 1.5 mol dm−3 is shown. The overall effect is relatively small, with
a maximum relative deviation of 4% to the 0 mol dm−3 case compared to the 1 mol dm−3 case.
The influence of LiPF6 as the conductive salt is, thus, much smaller than different solvent com-
positions, showing deviations up to 50%, or pad gases, up to 20%. However, minor differences
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between the studied cases exist. The pressure increases less strongly for the low and high salt
concentrations 0.5 and 1.5 mol dm−3 compared to the 1 mol dm−3 case.

The reason for the even small increase in pressure due to introducing salt into the system
warrants further exploration. Since both the influence of the salt on the present gases and the
solvent could lead to this increase, both contributions are analysed separately.

The solubility of CO2 decreases with increasing salt concentration, which is also known as
the salting-out effect, see Appendix D Figure D.4. This would in theory explain the observed
pressure increase for higher salt concentrations, see Figure 6.6 a), since more CO2 in the gas
phase leads to a higher pressure increase. However, this phenomenon already occurs during
electrolyte mixing and cell assembly. Thus, less CO2 will be in the system at the start com-
pared to the no-salt case. As we know from previous discussions, fewer gas molecules lead to
lower pressure increases. Therefore, this cannot be the reason for the increased pressure when
introducing salt.

Considering the impact of the salt on the solvent, literature values of a DMC/LiPF6 mixture,
also used in our parameter estimation procedure (see Appendix D Figure D.4), show that in-
troducing LiPF6 into pure DMC increases its vapour pressure [252]. Even though this explains
the observed pressure increase, it contradicts the generally recognised norm that introducing
salt into a liquid mixture will result in an elevated boiling temperature. The higher boiling
point for salt-containing mixtures is attributed to solvent molecules forming a solvation shell
around the ions. They interact more strongly with the ions than with each other. Therefore,
more energy must be introduced to break these interactions and transfer the solvent molecules
in the gas phase. Thus, adding salts should decrease the pressure. However, if this would be
true, the pressure should be lower for the investigated salt-containing mixtures. The influence
of the conductive salt on the pressure increase in standard battery electrolyte systems appears
to be a complex matter that needs more research.

Another intriguing effect that can be investigated with the employed model is the salt’s dis-
sociation degree during a thermal event. Figure 6.6 b) shows that the dissociation degree of
the salt decreases with increased temperature and salt concentration. Both effects are similar,
with around 10% change between concentrations or over the whole temperature range. This
can be explained by the fact that apart from the salt concentration, the dissociation degree is
mainly influenced by the dielectric constant of the solvent. As shown in Figure, A.4 does the
Dielectric constant of high dielectric solvent such as EC decrease rapidly with increasing tem-
perature. This explains the observed lower degree of dissociation. It should be noted that in a
real battery environment, the conductive salt would start to degrade around 80 ◦C, see chapters
4 and 5. Therefore, the salt concentration would change at higher temperatures.
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In the previous example, a closed battery, i.e. constant volume, is evaluated, and no phase
change would occur. Solvents will change phases in open cells, i.e. under constant pressure.
This will additionally impact the degree of dissociation as the phase change alters the solvent
composition. The low-boiling linear carbonates, like DMC, will evaporate in open cells first.
Hence, the composition will change to contain more cyclic carbonates with a higher dielectric
constant. This effect is shown in Figure 6.6 c), where the molar fraction of EC in the liquid
phase and dissociation degree are compared for an open and closed cell. Here, EC’s liquid
molar fraction increases steeply around 100 from 54% to 90% at 200. The mixture’s increased
dielectric constant leads to a 12% higher degree of dissociation. It is assumed that impurities
such as H2O react more readily with ion pairs than ions [147]. Therefore, the increased degree
of dissociation will reduce the occurring degradation reactions of the conductive salt. It follows
that even though open cells such as in-operando gas analysis allow for unprecedented insight
into occurring reactions, the deviation from a real battery environment must be considered.

It should noted that the current model still shows an artefact. A kink in the graph of the
1 mol dm−3, see solid yellow line, can be observed around 190 ◦C. This kink relates to a phase
separation where two liquid phases are formed. One liquid phase mainly consists of the ions
and the high dielectric ion pair. In contrast, the second phase mostly constitutes the solvents
and CO2. For the 1.5 mol dm−3 case, this phase separation is already present at the initial
temperature of 25 ◦C. As this phase behaviour has, to my knowledge, never been observed in
a laboratory, it appears to be an artefact of the model. Therefore, refining the model for future
studies is advised.

6.2.1.6 Influence of electrolyte additives

State-of-the-art electrolyte formulations for Li-ion batteries contain several functional addit-
ives [220]. Thus, we will briefly discuss how they might influence the phase equilibria. Given
the low concentrations in which additives are added to the electrolyte formulations, typically
below 6 wt-% [262], their effect on the phase equilibrium can be expected to be relatively low.
Film-forming additives, such as VC and FEC, should also not be present significantly after
the formation cycles. Overcharge and flame-retardent additives are more challenging to assess
as they are more different from the rest of the electrolyte formulation and should not react
during a battery’s regular operation. However, as they also should be added in relatively low
concentrations, their impact should be negligible.

We can look at the boiling points of the respective pure compounds for a quick assessment
of how any additive might impact the phase equilibrium. Boiling points higher than the low-
boiling linear carbonates, i.e. above 108 ◦C for DMC or 115 ◦C for EMC, will potentially
lower the pressure of the mixture. The film forming additives VC, Tb,VC = 162 ◦C [263],
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FEC, Tb,FEC = 212 ◦C [264], the flame retardent additive dimethyl phosphate, Tb,DMP = 171 ◦C
[265], all have higher boiling points. Thus, they should decrease the pressure. However, as
will be shown in the next section, the solubility of degradation gases such as CO2 is even
more important for the system pressure. No solubility data for these substances is reported.
Therefore, it can not be answered with certainty how they might influence the phase equilibria.

In summary, a quick assessment of the boiling points of common additives showed that they
could, in theory, even lower the pressure of Li-ion batteries during a thermal event. Yet, as no
solubility data is reported, this cannot be said with certainty. However, due to the low amount
of commonly added electrolyte additives, they should not have substantial effects on the phase
equilibria and, thus, the pressure.

6.2.2 Reactive systems

The following section will deal with the effect of gases stemming from degradation reactions
on the pressure evolution during a thermal event of a Li-ion battery. The exemplary gas used
is CO2. Alongside H2 and CO, CO2 is the most measured degradation gas produced in a
thermal event of a Li-ion battery [234, 258, 259]. From the previous chapters, we know that
CO2 producing reactions occur in the examined temperature range up to 250 ◦C. The CO2 gas
is supposed to be released in a Gaussian curve shape, i.e. with an increase and then decrease
with temperature (see Section 6.1.4). The total amount of released CO2 is chosen to reflect 10,
15 and 20 mol% of EC in the mixture, respectively. According to Chapter 5, these represent
anodes with thick SEI (10 mol% EC reacted) up to thin SEI (20 mol% EC reacted). Please note
that this analysis should only be considered as an initial impression. To get a holistic insight
into the complex interdependency of gassing reactions, phase equilibria and, thus, pressure
evolution, a comprehensive analysis including real reactions and a wider variety of evolving
gases with their respective solubilities needs to be considered.

In Figure 6.7 a), the results for CO2-releasing reactions with the three different CO2 amounts
are shown for a closed cell with a DMC/EC 50/50 mixture using argon as pad gas. They
are compared to the system without a reaction. The evolving gas from degradation reactions
tremendously amplifies the pressure evolution. The maximum deviation compared to the case
with no reaction is 200% for the low intense reaction (dashed green line) and further increases
to 500% in the severe reaction case (dotted green line). For all released CO2 amounts, the cell
reaches the CID activation in the range from 105 ◦C to 125 ◦C. Also, the safety valve will open
in all cases in the temperature range from 142 ◦C to 175 ◦C. This is in the reported temperature
range of venting in ARC experiments [73, 266].
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6.2 Results and discussion

Figure 6.7: Influence of a CO2 releasing reaction on pressure increase due to cell heating with: a) a variation in
reacting EC in mol-% for a DMC/EC 50/50 mixture using argon as pad gas, b) the influence of solvent
compositions with composition independent reactions (15-mol% of EC of the 50/50 v/v DMC/EC case)
and c) CO2 composition in gas and liquid phase for variations shown in b). The initial liquid vol-% is
set to 70 vol-% for all cases in a)-c). d) shows the influence of a composition independent reactions (15-
mol% of EC of the 50/50 v/v DMC/EC case) in a DMC/EC 50/50 v/v mixture with varying levels of liquid
volume fraction.

Figure 6.7 b) analyses the impact of different solvent compositions in combination with a gas-
releasing reaction. To do so, the amount of EC reacting to CO2 will be fixed to 15 mol-% of
EC in a DMC/EC 50/50 mixture. Then, three compositions, namely a DMC/EC 50/50 and
DMC/EC 70/30 and DMC/EC 30/70, are studied. This analysis aims to gain a qualitative
understanding of the impacts of different compositions on pressure evolution based on the
change in gas solubility.

The highest pressure can be observed for the 30/70 DMC/EC mixture (dashed grey line). It
reaches the safety valve pressure at 140 ◦C. The DMC/EC 50/50 mixture (dash-dotted yellow
line) shows a slightly lower pressure evolution, with a maximum deviation to the DMC/EC
30/70 case of up to 10%. The lowest pressure in the investigated temperature range can be
observed for the DMC/EC 70/30 mixture. Interestingly, higher amounts of low boiling linear
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carbonate DMC do not lead to a higher pressure. This contrasts our findings for non-reactive
systems, where increasing amounts of low-boiling linear carbonates led to increased pressure,
see Section 6.2.1.2.

In Figure 6.7 c), the corresponding CO2 fractions in the vapour phase and liquid phase are
shown. The vapour phase fraction of CO2 shows a steep increase around 50 ◦C for all cases.
It peaks between 140 ◦C and 150 ◦C dependent on the studied case and then declines again.
The first steep increase corresponds to the start of the modelled pseudo-reaction. The later
decline can be explained by a reduction in CO2 production and an increased amount of the
solvent components in the gas phase. Generally, the CO2 vapour phase fraction aligns with the
pressure increase, showing the highest value for DMC/EC 30/70, followed by DMC/EC 50/50
and the lowest for DMC/EC 70/30.

The liquid phase, on the other hand, does not follow this pattern. The highest liquid phase
fraction for CO2 can be observed for DMC/EC 70/30, followed by the DMC/EC 50/50 refer-
ence and eventually the DMC/EC 30/70. The reason is the higher solubility of CO2 in DMC
over EC. The more linear carbonates are present in the mixture, the more CO2 can dissolve
in the liquid phase, thus mitigating the pressure increase. This indicates that the amount of
reaction gases and their solubility in the solvent mixture define the pressure progression during
a thermal event in Li-ion batteries.

Consequently, considering gas-releasing reactions prompts a comprehensive re-evaluation of
our previous understanding; the safety of cyclic carbonates and the perceived risk of linear
carbonates are reversed. From these findings, a general rule can be deduced: if gas-releasing
reactions cannot be avoided, the solvents should be chosen or designed so that the evolving
gases have high solubility in them. In this case, CO2 is considered as a degradation gas with
higher solubility in linear carbonates than cyclic carbonates. Therefore, from a safety perspect-
ive, linear carbonates are more favourable. However, this might change if gases with higher
solubility in cyclic carbonates are added to this analysis.

Typical measured degradation gases, together with CO2 making up above 90%, are H2, CO,
C2H4 [234, 258, 259]. For all mentioned gases the solubility is higher in linear than in cyclic
carbonates [251, 267–270]. gases like PF5 and POF3, as degradation gases from LiPF6 de-
composition, are also measured to evolve in the early stages of a thermal event, alongside the
above-mentioned ones [85, 88]. As for them, no solubility data is available. Their influence
on the pressure increase during a thermal event can not be addressed in the presented work.
However, since most gases from degradation reactions are proven to be more soluble in lin-
ear carbonates and due to the higher reactivity of cyclic carbonates with the negative electrode
[271], it is doubtful that a higher concentration of cyclic carbonates will lead to lower pressures
and, therefore, safer batteries.
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Ultimately, we re-evaluate the liquid-to-void volume percentage and how a gas-releasing reac-
tion impacts it. In Figure 6.7 d), a variation in liquid vol-% of 70 vol-%, 80 vol-% and 90 vol-%
is shown for a 50/50 DMC/EC v/v mixture. A composition-independent reaction, based on 15
% of EC in a 50/50 DMC/EC v/v mixture with 70 vol-% liquid volume, is assumed. Compared
to previous cases, the latter assumption has to be added since an increased liquid volume also
raises the molar amount of EC. All cases follow a similar pressure increase over the shown
temperature and pressure range. Until 100 ◦C, the curves are almost identical, showing a max-
imum deviation of below 2%, see Appendix Figure D.5. At this point, all cases reached the
CID activation pressure of 10 bar. Above 100 ◦C, the cases with a higher vol-% show a slightly
higher pressure than the 70 vol-% reference. However, the deviation is below 5% even for the
90 vol-% case. Due to the minimal differences in pressure increase, all cases reach the venting
pressure of 20 bar in a temperature window of 142.5 ◦C–144.3 ◦C. This additional analysis re-
inforces our prior conclusions regarding the liquid-to-void volume ratio. It demonstrates that
the ratio can be safely raised from the previously reported figures of 50 vol-% [65] and 70
vol-% [110], to at least 85 vol-% without significantly increasing safety risks, such as venting
of the battery at lower temperatures.

6.3 Concluding remarks

Pressure evolution in Li-ion batteries is an essential factor when assessing battery safety. The
wide variety of solvent compositions prevented an in-depth analysis of the former until now.
The work presented in this chapter introduced an approach based on the group contribution
SAFT-γ Mie framework. This allowed to investigate the influence of varying solvent compos-
itions, gas solubilities, the conductive salt LiPF6 and CO2 releasing reactions on pressure at
phase equilibrium.

This study revealed that a battery perfectly optimised for volumetric energy density with none
or low gas volume left would have severe safety issues. The expanding liquid phase will lead
to a dramatic pressure rise already below 100 ◦C. However, in commercially available cells,
there is still room for optimisation. The presently employed liquid volume percentage of 70
to 50 vol-% could be increased to at least 85 vol-% without elevated safety risk below 200 ◦C.
This could also be shown for systems considering gassing reactions.

Further, it was found that choosing the low-boiling linear carbonate, such as DMC and EMC,
is crucial for non-reactive systems. It was found that selecting the higher-boiling EMC over
the lower-boiling DMC can decrease the pressure by 20%. When considering different pad
gases, a gas with high solubility increases pressure since more of the gas will be enclosed in
the battery system. From this observation, the general rule could be derived that an optimal pad
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gas should have a low solubility in the used solvent mixture and further increase its solubility
with increasing temperature. Argon or other noble gases are good examples exhibiting both
characteristics. However, as they must be produced with significant effort, nitrogen, which is
even less soluble than argon, is an equally good alternative already used on an industrial scale.

A comparison of open and closed battery cells showed that almost no solvent boiling would
occur in a closed cell. This supports the findings of Chapter 4 and extends to cells without
gas-releasing reaction.

To achieve a holistic analysis of the system, the influence of the conductive salt on the system
pressure was also investigated. The findings revealed that there was only a slight 4% devi-
ation compared to the solvent system without added salt, indicating that it is not a significant
factor. Analysing the difference between open and closed cells, including the conductive salt,
revealed that the salt’s dissociation degree can be up to 12% higher in open cells. Thus, it will
change how the system reacts and should be considered when open cells, such as in online
electrochemical mass spectrometry, are used to estimate reaction parameters.

Finally, the effects of reactions on pressure progression were explored. It was found that even
mild reactions can trigger the safety valve opening in the analysed temperature range from 25 to
250 ◦C. When investigating the influence of solvent composition in combination with gassing
reactions, results show that the higher solubility of CO2 in linear carbonates has a higher impact
on pressure evolution than their low boiling point. Thus, the general rule extends as follows:
the solvent system should always be chosen such that the solubility of possible gases stemming
from degradation reactions should be as high as possible. Comparing the solubilities of other
common degradation gases in linear and cyclic carbonates showed that all gases with available
solubility data are more soluble in linear carbonates than in cyclic carbonates. Therefore, from
the current state of knowledge, it is advisable to maximize linear carbonates in the electrolyte
mixture in order to mitigate pressure evolution during a thermal event in Li-ion batteries.

106



7 Summary and Outlook

With an ever-growing number of EVs and the co-currently deployed Li-ion batteries, the lat-
ter’s safety gets increasingly important. Thermal runaway in Li-ion batteries and the preceding
self-heating phase induced by thermal events pose the most crucial safety risk. The intricate
interplay of mechanical strain, internal or external short circuits, and thermal degradation reac-
tions drive catastrophic events. Aside from excessive experimental analysis ranging from ma-
terial to pack level, simulations based on mathematical modelling have proven significant help.
Most employed models use a semi-empirical approach when considering occurring reactions
and their released heats. Even though this simplification allowed to include more phenomena,
a correlation between occurring reactions and their respective components is impossible. This
effectively reduces the obtainable insights and also possible mitigation strategies. To aid in
the quest for a better understanding of the underlying processes during thermal abuse in Li-ion
batteries, a component-based modelling approach to assess the interplay between reactions and
phase transitions has been developed within this thesis.

In Chapter 4, the developed model constituting 10 reactions, 17 chemical species and the phase
transition of the solvent was first employed. It was the first component-based model that was
able to simulate a full ARC measurement successfully. Further analysis of the simulation
results showed that an intricate equilibrium between endo- and exothermic processes exists
at the beginning of the crucial first self-heating phase. Based on these findings, occurring
reactions could be partitioned into two groups. The first group embodies reactions whose
reactants are only present in small amounts. Prominent members of this group are reactions
involving the SEI component LEDC and the contaminant H2O. Due to the variance in their
initial quantity, for example, caused by fluctuations during production and formation, these
reactants are among the causes that make the thermal runaway unpredictable. The second
group contains the formation of SEI after its primary decay and repeated decomposition. From
the comparably high amount of the involved reactants, it follows that only active cooling will
prevent thermal runaway once higher temperatures activate these reactions. Eventually, it was
shown that the evolving gases stemming from degradation reactions would increase the cell
pressure and suppress solvent boiling until the cell opens or the thermal runaway is reached.

Based on the findings from the previous chapter, the following Chapter 5 dealt with the sens-
itivity of temperature progression during thermal abuse on impurities such as H2O and SEI
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properties. The modelling approach was extended to 12 reactions and 20 chemical species.
Also, equilibrium reactions of the conductive salt decomposition and follow-up reactions were
implemented. With this, an extensive analysis of the impact of the initial conditions for H2O
impurities and SEI compositions has been performed. The results showed that a safe battery
would feature a thick, inorganic SEI and a low H2O content. This aligns perfectly with lit-
erature results showing an increased self-heating temperature for cells aged 35–45 ◦C. These
ageing conditions are assumed to produce a thick inorganic SEI, also identified in the present
study as beneficial for battery safety. In the case of H2O contamination, a negative effect on
battery safety could only be observed at very high contamination degrees. From this, it can
be deduced that an extensive drying procedure will bring no benefit to Li-ion battery safety
while having a negative impact on the performance due to the harsh conditions the electrodes
are subjected to during this procedure.

The last Chapter 6 presented an in-depth analysis of pressure progression during a thermal
event. Here, the influence of solvent compositions, gassing reactions and the conductive salt
were investigated utilising the SAFT-γ Mie EoS. The model was extended to account for ion
association, a phenomenon readily observed in Li-ion electrolyte mixtures. Results showed
that compared to commercially available cells, the liquid volume percentage could be increased
from 50–70 vol-% to 85 vol-% without any additional safety risk. Also, the following general
rules could be derived for employed pad gases and solvent compositions: First, the pad gas
should optimally be chosen to have a low solubility in the given solvent mixture and increase
the solubility with increasing temperature. Argon and nitrogen are good examples as both
embody a low solubility and even meet both qualities in the case of argon. Further, the solvent
mixture should be chosen to maximise the solubility of any degradation gases. The mixture’s
boiling point only plays a secondary role as soon as gassing reactions are considered. Further,
it could be shown that the conductive salt only has a minor effect on the pressure progression
with a 4% deviation from the no-salt cases. Eventually, the results from Chapter 4 relating to
the suppression of solvent boiling could be proven and even extended. This advanced analysis
showed that no solvent boiling will occur in closed cells, even without any gassing reaction.
Open cells, on the other hand, showed a substantial change in liquid composition, leading to an
up to 12% higher dissociation degree of LiPF6. Thus, these effects must be considered when
using, e.g. online electrochemical mass spectrometry systems to obtain kinetic parameters.

This thesis is the starting point for a component-focused analysis of the thermal abuse of Li-ion
batteries. As such, it provides unprecedented insights into underlying phenomena. Thus, these
promising results allow for further development. Based on this, future work should extend
the considered reaction network. The increased number of reactions and species will exacer-
bate the difficulty of obtaining proper kinetic parameters and physical properties. Thus, ab
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initio methods, such as classical MD and QM-DFT, should aid this development. This ap-
proach has already been used to reveal possible reaction pathways and obtain reaction energies
for SEI formation [228, 229]. Another promising approach to acquire the needed paramet-
ers is the development of physics-informed neural networks in chemical engineering, which
already showed promising results in predicting thermodynamic consistent activity coefficients
[272, 273]. Further, more experiments should be utilised to increase the models’ accuracy and,
thus, its predictive power. Continuous gas analysis using an online electrochemical mass spec-
trometer would suit the task. The open character of such systems should, however, be carefully
evaluated. Another exciting way forward would be directly combining the SAFT-γ Mie EoS
with the whole reaction model to better understand the impact and interplay of gas solubilities
and pressure build-up in a closed battery cell. The implemented ion dissociation will play a
significant role, as the conductive salt’s degradation reactions directly depend on the degree of
dissociation. Thus, optimally, the SAFT-γ Mie approach would be extended to consider ion
dissociation directly as has already been done for other EoS [199, 201].
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A Additional model equations1

The following chapter entails additional model equations that have, due to space restrictions,
not been included in the main body of the manuscript. First, the reference volume calculations
are presented. This is followed by a description of how the initial conditions are calculated.
Thereafter, the thermodynamic models utilised within the scope of this thesis to obtain a proper
set of physical parameters are described. Ultimately, a detailed description of the SAFT-γ Mie
EoS is given.

A.1 Reference volumes

The calculation of the reference volumes of the electrolyte VEl, the active material in the anode
VAM,An, the active material in the cathode VAM,Cat and the SEI volume VSEI, respectively, is
necessary to calculate the concentrations needed for the reaction kinetics.

The electrolyte volume VEl is calculated by the density ρ and the molar mass M of both elec-
trolyte solvents:

VEl =
|ΩSolv|

∑
σ

n
′
σ ·Mσ

ρσ

(A.1)

The volume of both active materials, VAM,An and VAM,Cat, is determined by the coated areas
A, the number of sheets used in the battery nDCS/SCS, the given volume fraction of the active
materials ε and their thickness d. All needed parameters are listed in Table B.1.

VAM,An = (2 ·nDCS,An ·ACell) · εAM,An ·dAn, (A.2)

1 Parts of this chapter have been published as own contributions in Baakes, F., Lüthe M., Gerasimov, M., Laue, V.,
Röder, F., Balbuena, P., Krewer, U., ”Unveiling the interaction of reactions and phase transition during thermal
abuse of Li-ion batteries”, Journal of Power Sources, DOI:10.1016/j.jpowsour.2021.230881, CC BY 4.0 [60].
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A Additional model equations

VAM,Cat = ((2 ·nDCS,Cat ·ACell)+nSCS,Cat ·ACell)) · εAM,Cat ·dCat. (A.3)

The SEI volume VSEI is calculated analogously to the electrolyte volume based on the molar
amounts of each SEI component:

VSEI =
|ΩSEI|

∑
µ

nµ ·Mµ

ρµ

. (A.4)

A.2 Initial conditions

This section covers the calculation of initial molar amounts of the solvent components nEC and
nEMC as well as SEI components nLEDC, nLi2CO3 , nLiOH, nLi2O, and nLiF.

The following equation illustrates how to calculate the initial electrolyte volume based on the
structural data of the battery, which can be found in Table B.1:

VEl =

((
(2 ·nDCS,Cat ·ACell)+nSCS,Cat ·ACell)

)
· εEl,Cat ·dCat

)
(A.5)

+
(
(2 ·nDCS,An ·ACell) · εEl,An ·dAn

)
+
(
(2 ·nDCS,An ·ACell) · εEl,Sep ·dSep

)
Based on this volume, the initial amount of each component can be calculated based on the
assumed volume fractions and rearranging Equation A.1. Please note that this also assumes
that the solvent components are in the liquid state only and no gas volume is present.

For the calculation of the initial SEI volume, a planar surface on the anode particles is assumed,
such that it can be calculated from the anodes specific surface area as and the SEI thickness
dSEI as described in Equations A.6 & A.7:

as,An =
εAM,An ·3

rAn
, (A.6)

VSEI = as,An ·VAM,An ·dSEI. (A.7)
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A.3 Thermodynamic calculations

Analogously to the solvent species, the initial molar amounts of each SEI component can be
calculated based on assumed volume fractions by rearranging Equation A.4.

For the calculation of initial amounts of HF, H2O, PF5, POF3, and HPO2F2 parts per million
are utilised:

ppm =

n·M
ρ

·106

VEl
, (A.8)

where the mass M is the molar mass, and ρ the density. Again rearranging Equation A.8 for n
gives the needed initial values in molar quantity.

The initial concentration of lithium in each electrode is calculated as follows:

CLi,0,An/Cat =Cmax,An/Cat ·
(

z0,An/Cat +SOC · (z1,An/Cat − z0,An/Cat)
)
, (A.9)

here the maximum concentration of each active material has been calculated as:

Cmax,An/Cat =

VAn/Cat·ρAn/Cat
MAn/Cat

VAn/Cat
=

ρAn/Cat

MAn/Cat
. (A.10)

Additionally, SOC refers to a number between 0 and 1 corresponding to the battery’s state of
charge. Further, z1,An/Cat and z0,An/Cat refer to the degree of lithium intercalation or insertion
in the anode or cathode active material at SOC 1 or 0, respectively.

A.3 Thermodynamic calculations

For various species, different thermodynamic models have been employed to determine the
caloric properties (molar heat capacity, change of molar enthalpy and enthalpy of formation) as
well as liquid and vapour density. So, this section aims to present all used auxiliary equations
and is structured as follows. First, a short comment on general underlying assumptions is
given. This is followed by presenting the various models for caloric properties, such as heat
capacity and the temperature dependence of enthalpy. Next, the density calculations include
the Peng-Robinson EoS with some modifications. Thereafter, the vapour-liquid equilibrium
model used in Chapter 4 and the solubility model are displayed.
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A Additional model equations

A.3.1 General assumptions

If no pressure-dependent equations have been available, it has been generally assumed that all
equations by the different authors describe the isobaric molar or mass-specific heat capacity at
the chosen standard pressure p⊖ = 1 bar. This assumption has been made in Chapters 4 and 5
describing the corresponding species and their state of matter:

• ECs & ECl : [274],

• C : [275],

• LiPF6 :[276],

• LixCoO2 : [277] and [278],

• EMCl : [279],

• ECg& EMCg : [280],

• LiC6 : [281].

The influence of pressure on the isobaric molar heat capacity is generally considered negligible
regarding solids and liquids. For consistency reasons, data from the [282] have been preferred.
Molar mass values of LiCoO2, LiC6 and (CH2OCO2Li)2 are calculated by summing up the
molar mass of the atoms forming the species. The same reference states for all elements
to determine the standard enthalpy of formation as in the [283]. The standard enthalpy of
formation of LiC6 has been calculated by correcting the known enthalpy of formation at 455 K
using the implemented model for enthalpy change. Table B.2 shows all species properties at
standard conditions p⊖ = 100000Pa and T⊖ = 298.15K.
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A.3 Thermodynamic calculations

A.3.2 Heat capacity and change in molar enthalpy

The following subsection will exhibit the models used for heat capacity calculations. First,
the Shomate equation will be presented as it is used for most species. After this, the models
for species where the Shomate equation has not been available will be given. These range
from simple constant heat capacity models to some modifications of the Mayer-Kelley type
equation.

A.3.2.1 Shomate equation

The Shomate equation is the standard method to calculate the isobaric heat capacity and change
in molar enthalpy put forth by the NIST Chemistry Webbook [282]. The equation is given with:

Cp⊖, i = Ai +Bi ·
(

T
1000

)
+Ci ·

(
T

1000

)2

+Di ·
(

T
1000

)3

+
Ei( T

1000

)2 . (A.11)

Integration of Equation A.11 gives the temperature dependency of molar enthalpy as follows:

∆H⊖→T
i =

(
Ai ·
(

T
1000

)
+Bi ·

( T
1000

)2

2
+Ci ·

( T
1000

)3

3
+Di ·

( T
1000

)4

4
+

Ei( T
1000

) +Fi −Hi

)
.

(A.12)

Ai,Bi,Ci,Di,Ei,Fi,Hi Parameters of the Shomate equations

Parameters of all relevant Shomate Equations have been taken from NIST Chemistry Webbook
and have been modified in cases of suspected mismatches. Table A.1 presents all utilised values
and modifications.
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A.3 Thermodynamic calculations

A.3.2.2 Constant heat capacity — LiC6, LEDC, HPO2F2

For LiC6, LEDC, and HPO2F2, none of the more accurate mathematical descriptions for the
caloric properties have been available. Therefore constant molar heat capacities have been as-
sumed. Furthermore, the lack of any caloric data for LEDC has necessitated an approximation
by a modified Kopp’s rule by [284]. For HPO2F2, the constant heat is assumed to be similar
to its mono fluoro counterpart and is taken from Larson et al. [285]. The heat capacity is thus
given as:

Cp⊖, i = const, (A.13)

the temperature dependence for the molar enthalpy ∆H⊖→T
i is given with:

∆H⊖→T
i =Cp⊖, i ·

(
T −T⊖) . (A.14)

Cp⊖, i / J
molK Molar heat capacity at constant pressure of species i

∆H⊖→T
i / kJ

mol Molar enthalpy change of species i

A.3.2.3 Estimation of liquid and solid heat capacities — LEDC

The lack of data on the thermodynamic properties of LEDC has necessitated using the modified
(Neumann-)Kopp rule by [284] to estimate the molar heat capacity at standard conditions.
Equation A.15 shows the correlation for the estimation of liquid and solid heat capacities:

Cp⊖, i =

(
ni

∑
i=1

Ce ·Nei

)
+CMisc ·NMisc, i. (A.15)

Cp⊖, i / J
molK Estimated molar heat capacity at T⊖ = 298 K of the species i

Ce / J
molK Constant associated with each element e

Nei / - Number of occurrences of element e in the species i

CMisc / J
molK Constant associated with elements not having a specified constant

NMisc, i / - Number of elements e not having a specified constant in the species i

ni / - Number of different elements in species i for which there are specific constants.
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The corresponding coefficients are listed in Table A.2.

Table A.2: Coefficients for solid and liquid species used in correlation by [284]

Element H Li Be B C N O F Na Mg Al Si S Cl K Ca Misc

solid Ce 7.56 23.25 12.47 10.10 10.89 18.74 13.42 26.16 26.19 22.69 18.07 17.00 12.36 24.69 28.78 28.25 26.63

liquid Ce 9.20 ... ... ... 13.08 30.19 16.00 19.47 ... ... ... ... 32.05 31.91 ... ... 26.19

Element Ti V Mn Fe Co Ni Cu Br Sr Zr Mo I Ba W Hg Pb

solid Ce 27.24 29.36 28.06 29.08 25.71 25.46 26.92 25.36 28.41 26.82 29.44 25.29 32.37 30.87 27.87 31.60

liquid Ce ... ... ... ... ... ... ... 37.23 ... ... ... ... ... ... ... ...

To asses the accuracy of this approach, the %AD between the molar heat capacity at standard
conditions estimated with the correlation by [284] and available reference data from thermo-
dynamic databases and publications has been calculated.

The %AD is lower than 20 %, except for LiPF6. Especially the marginal deviation of 1.47 %
for Li2CO3 renders the chosen approach viable to estimate the molar heat capacity at standard
conditions of LEDC.

Table A.3: Estimated molar heat capacity at standard conditions (T⊖ = 298.15 K, p⊖ = 105 Pa) for LEDC and com-
parison of estimations by the mod. NKR by [284] to reference data for selected species

Cp⊖ , i at T⊖ Cp⊖ , i at T⊖ %AD

species estimated by mod. NKR[284] reference data
J

molK
J

molK %

C3H4O3 103.17 117.44 [286] 12.15

LiPF6 206.84 151.1 [276] 36.89

Li0.977CoO2 75.27 71.52 [278] 5.24

LiF 49.41 41.815 [283] 18.16

Li2O 59.92 54.087 [283] 10.80

Li2CO3 97.65 96.232 [283] 1.47

Co3O4 130.81 123.051 [283] 6.31

(CH2OCO2Li)2 (LEDC) 200.82

A.3.2.4 Maier-Kelley type equations — LiPF6 and LiCoO2

Another often employed model equation for the isobaric heat capacity is the Maier-Kelley type.
Here, two modifications of the equations, originally published by [287], were employed.
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A.3.2.4.1 LiPF6 The equations to describe the molar heat capacity and molar enthalpy
change of LiPF6 are based on the results of [276]:

Cp⊖,LiPF6
= a+b ·T − c ·

(
1

T 2

)
+d ·T 2 + e ·T 3 + f ·T 4 (A.16)

a,b,c,d,e, f Specific parameters of the modified Maier-Kelley type equation by [276]

Table A.4: Parameter sets for the Maier-Kelley equations to model LiPF6 as described by[276]

a b c d e f Temp. Range
J

molK
J

molK2
JK
mol

J
molK3

J
molK4

J
molK5 K

113.98 0.22 2122892 −5.35 ·10−4 2.60 ·106 −3.33 ·10−9 298–410

A.3.2.4.2 LixCoO2 In the publications by [277] and [278], the identical Maier-Kelley type
equation (Equation A.17) has been used to describe the molar heat capacity of lithium cobalt
oxide LixCoO2:

Cp⊖,LixCoO2
= a1 +a2 ·T +a3 ·T−2,

(A.17)

the change in molar enthalpy can again be calculated by integration as in:

∆H⊖→T
LixCoO2

= a1 ·
(
T −T⊖)+a2 ·

(
T 2 −T⊖2

2

)
−a2 ·

(
1

T⊖ − 1
T

)
(A.18)

a1,a2,a3 Specific parameters of the modified Maier-Kelley type equation

161



A Additional model equations

To consider the delithiation of the cathode caused by the simulated chemical reactions, the
thermodynamic properties have to be made dependent on the respective chemical composition
of the active cathode material (LixCoO2) at each timestep. This has been achieved by inserting
Li/Co-ratio (x) dependent parameters a1(x), a2(x), a3(x) into the Eqs. A.17 and A.18:

Cp⊖,LixCoO2
= a1(x)+a2(x) ·T +a3(x) ·T−2 (A.19)

∆H⊖→T
LixCoO2

= a1(x) ·
(
T −T⊖)+a2(x) ·

(
T 2 −T⊖2

2

)
−a2(x) ·

(
1

T⊖ − 1
T

)
(A.20)

The publication by [278] provides measurements of molar heat capacity of LixCoO2 for x =
0.977. A set of parameters (a1, a2, a3) has been fitted to the measurements in the temperature
range from 240 K to 603 K.
These parameters have been correlated with measurements of the molar heat capacity of
Li0.977CoO2. The publication by [277] provides two sets of parameters (a1,a2,a3) for x =
{0.5, 0.67}. These are correlated with the molar heat capacity of Li0.5/0.67CoO2 derived from
DFT calculations.
All of these correlated parameter sets and the corresponding coefficients of determination are
listed in Tab. A.5.

Table A.5: Parameter sets for the Maier-Kelley equations described by [278] and [277] with respective Li/Co-ratios.

x a1 a2 a3 Temp. Range Ref

- J
molK

J
molK2

JK
mol K

0.977 85.1 2.42587 ·10−2 −1.80728 ·106 240–603.2 [278]

0.67 84.7 0.98 ·10−2 −1.37 ·106 250–600 [277]

0.5 75.1 2.24 ·10−2 −1.37 ·106 250–600 [277]

Piece-wise linear interpolation between the above-listed parameters is used to obtain mathem-
atical expressions for a1(x), a2(x), a3(x). Figure A.1 compares the employed model against
available simulative and experimental data.

For Li/Co-ratios lower than 0.5, the parameters are extrapolated by the corresponding linear
interpolation.
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A.3 Thermodynamic calculations

Figure A.1: Comparison of the correlated second-degree polynomial for LixCoO2 utilised in Chapter 4 and 5 with the
results published by Dang et al. [277] and Gotcu-Freis et al. [278]
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A.3.2.5 Equation by Butland and Madison — Carbon (C)

The equations describing the molar heat capacity and the molar enthalpy change of carbon
in the simulation are derived from the results of [275]. Their publication focuses on the heat
capacity of graphite, which represents the reference state for Carbon. [275] describe a fitted
curve (Equation A.21) of the (mass) specific heat capacity at constant pressure cp⊖,C in cal

gK
valid from 250 K up to 3000 K:

cp⊖,C = A+B ·T +
C
T
+

D
T 2 +

E
T 3 +

F
T 4 (A.21)

molar heat capacity at constant pressure of Carbon Cp⊖,C in J
gK is described by:

Cp⊖,C = MC · fconv. ·
(

A+B ·T +
C
T
+

D
T 2 +

E
T 3 +

F
T 4

)
(A.22)

A,B,C,D,E,F Specific parameters for equations based on [275]

MC = 12.0107 g
mol molar mass of Carbon

fconv. = 4.184×104 Jg
calkg conversion factor as stated in [283]

Table A.6: Parameters of Butland and Madison equation[275]

A B C D E F valid Temp. Range
cal
gK

cal
gK2

cal
g

calK
g

calK2
g

calK3
g

0.538657 9.11129×10−6 −90.2725 −43449.3 1.59309×107 −1.43688×109 250–3000
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A.3.2.6 Equation by Pokorný et al. — Liquid and solid EC

The equation provided by Pokorný et al. [274], and terms derived from it are used to calculate
the relevant caloric properties of solid and liquid EC. The following Equation A.23 is given
by [274] to determine the molar heat capacity at constant pressure for multiple solid or liquid
substances.

Cp⊖,i = R ·
n

∑
j=0

Ai j+1,i ·
(

T
100

) j

(A.23)

A1,i,A2,i,A3,i,A4,i Specific parameters of the equation by [274]

Table A.7: Values of the parameters for solid and liquid EC in the equation described by [274]

A1,ECs/l
A2,ECs/l

A3,ECs/l
valid Temp. Range( J

molK

) (
J

molK2

) (
J

molK3

)
K

solid (s) 9.16145 −4.18175 2.04450 262–308

liquid (l) 8.52925 3.26969 −0.212330 293–466
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A.3.2.7 Equation by Ding et al. — Liquid EMC

The equation provided by [279], and terms derived from it are used to calculate the relevant
caloric properties of liquid EMC. By correcting the expression by [279] with the molar mass
of EMC Equation A.24 has been obtained to determine the molar heat capacity at constant
pressure:

Cp⊖,EMCl
= MEMC ·

(
a0 +a1 ·

(
T

1000

)
+a2 ·

(
T

1000

)2

+a3 ·
(

T
1000

)3
)

(A.24)

a0,a1,a2,a3 Parameters specific for liquid EMC given by [279] (see Tab. B.2)

MEMC = 104.1045 g
mol molar mass of EMC

Table A.8: Values of the parameters for liquid EMC in the equation described by [279]

a0,EMCl a1,EMCl a2,EMCl a3,EMCl valid Temp. Range( J
molK

) ( J
molK

) (
J

molK2

) (
J

molK3

)
(K)

1.0943 2.2044 0 0 280–400
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A.3.2.8 Equations by Yaws et al. — EC and EMC

Several Equations from [280] are utilised by the simulation to calculate thermophysical prop-
erties. The following Equation A.25 is given by [288] to determine the molar heat capacity at
constant pressure for gaseous substances:

Cp⊖, i = Ai +Bi ·T +Ci ·T 2 +Di ·T 3 +Ei ·T 4 +Fi ·T 5 +Gi ·T 6, (A.25)

the respective integration to obtain the change in molar enthalpy is then as follows:

∆H⊖→T
i =∆Hvap, i +∆H

⊖→Tb, i
is,l

+Ai ·
(
T −Tb,i

)
+

Bi ·
(

T 2 −Tb, i
2

2

)
+Ci ·

(
T 3 −Tb, i

3

3

)
+Di ·

(
T 4 −Tb, i

4

4

)
+

Ei ·
(

T 5 −Tb, i
5

5

)
+Fi ·

(
T 6 −Tb, i

6

6

)
+Gi ·

(
T 7 −Tb, i

7

7

) (A.26)

The given parameters are defined as:

Ai,Bi,Ci,Di,Ei,Fi,Gi Species i specific parameters provided by [280]

Tb, i(p⊖) / K : Boiling temperature of substance i at p⊖ = 1bar

∆Hvap, i(Tb) / J
mol : Molar enthalpy of vaporisation of substance i at boiling temperature Tb

∆H
⊖→Tb, i
il

/ J
mol : Molar enthalpy change of liquid substance i from T⊖ to Tb, i at p⊖ = 1bar

The parameters provided by [280] have been used for gaseous EC. For gaseous EMC, the
parameters (AEMC to GEMC) have been fitted to data of the molar heat capacity from [289].

A.3.2.9 Heat capacity calculations for inert materials

The heat capacity of the entire battery is the sum of the individual heat capacities of all com-
ponents (see Equation A.27). Furthermore, inert components like the current collector and the
pouch cell have been considered. Exemplary the heat capacity of the aluminium current is
determined by:

Cp,Al = cp,Al ·ρAl ·VAl, (A.27)
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Table A.9: Values of the parameters for gaseous EC and gaseous EMC in the equation described by [280]

EC EMC

Ai
J

molK 79.99101664 33.5333

Bi
J

molK2 -0.462426097 0.326515

Ci
J

molK3 0.002745562 -0.0000681751

Di
J

molK4 -5.21078·10−6 -3.74767·10−8

Ei
J

molK5 4.88306·10−9 -1.92466·10−12

Fi
J

molK6 -2.27373·10−12 1.451·10−15

Gi
J

molK7 4.18731·10−16 - 4.25976·10−19

valid Temp. Range K 298.15–600 301.49–600

VAl represents the total volume of aluminum inside the battery. The volumes need to be ap-
proximated:

VAl = ACell ·nDCS,Cat ·dDCS,Cat +ACell ·nSCS,Cat ·dSCS,Cat (A.28)

VCu = ACell ·nDCS,An ·dDCS,An (A.29)

VPouchfoil = 2 ·ACell ·dPouchfoil +2 · (dBat ·wBat) ·dPouchfoil (A.30)

VPVDF = εPVDF ·VAn + εPVDF ·VCat (A.31)

The thickness of the battery pouch foil is determined by the difference between the thickness
of the entire battery and the accumulated thickness of all internal components:

dPouchfoil = dCell − (nDCS,An ·dDCS,Cu +nDCS,An ·2 · (dAn +dSep) (A.32)

+nDCS,Cat ·dDCS,Al +nDCS,Cat ·2 ·dCat +nSCS,Cat ·dSCS,Al)

The entire battery mass is computed by adding up the mass of each component:

mCell =
|SP|

∑
i

ni ·Mi +VAl ·ρAl +VCu ·ρCu +VPouchfoil ·ρPouchfoil +VPVDF ·ρPVDF (A.33)
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Table A.10: Specific heat capacity and density of the relevant inert materials.

Parameter Aluminum Copper PE Pouch foil Separator PVDF

cp / Jkg−1 K−1 903 [290] 385[290] - 1273 ∗ 1978 [290] 1200 [291]
ρ / kgm−3 2702[290] 8933[290] 900 [292] 1494 [293] 1008 [290] 1770 [291]

∗ Calculated as the mixture of 33 % aluminum and 67 % PE as given in a 3 layer pouch foil [294]

A.3.2.10 Enthalpy of vaporisation — EC, EMC, DMC

The enthalpy of vaporisation has been calculated for all relevant species (EC, EMC, DMC)
based on the equation stated by Yaws’ Critical Property Data for Chemical Engineers and
Chemists:

∆Hvap, i = 1000 ·Ai ·
(

1− T
Tc,i

)ni

(A.34)

Ai,ni Parameter of the equation by [280] for species i

Tc,i /K Critical temperature of species i

The critical Temperatures Tc and the sources can be taken from the table A.16. The Parameters
A and n for each species have been derived by the authors individually.

EC: The published measurements of the enthalpies of vaporisation in the range from 310.3 K
to 369.5 K by [245] have been used to fit the equation parameters of EC.

EMC / DMC: Because of a severe lack of usable data regarding EMC, an established model
of the close chemical analogue DMC has been utilised. The Parameter n has been fitted to data
generated by the Helmholtz energy equation of the state of DMC in the range from 298.15 K
to 519 K implemented in the CoolProp Library. Then the parameter A has been fitted to the
known value of the enthalpy of EMC vaporisation.

A.3.2.11 Standard enthalpy of formation — LixCoO2

Compared to most other species, the standard enthalpy of formation for LixCoO2 depends on
the degree of intercalation. Thus, a second-degree polynomial expression, see Equation A.35,
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Table A.11: Parameter values to describe the enthalpy of vaporisation for EC, EMC and DMC.

Ai Tc,i ni valid Temp.
Range

J
mol K - K

EC 72.1349 786 [295] 0.359691 298.15–786

EMC 43.2451 560.75 [247] 0.250254 298.15–560.75

DMC 44.2645 557 [296] 0.250254 298.15–557

has been constructed by Gotcu-Freis et al. [297]. Figure A.2 show the comparison of the model
equation against simulated data by Abe et al. [298] and experimental data by Gotcu-Freis et
al. [297] as well as Wang et al. [299].

∆H⊖
f,LixCoO2

=−280445−479287 · x+81323.9 · x2 (A.35)

Table A.12: Deviation between data by [299] or [278] respectively of the fitted curve described by [298]

x AD
(

∆H⊖
f,LixCoO2

)
%AD

(
∆H⊖

f,LixCoO2

)
— kJK

mol %

1.00 1.202 0.18

0.977 1.978 0.29

0.93 1.635 0.25

0.88 4.060 0.64

0.80 6.297 1.04

0.75 11.446 1.96

0.47 18.035 3.84

∑/n 6.379 1.17
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Figure A.2: Comparison of the correlated second-degree polynomial, solid black line, utilised in this work with the
results published by [298], upward triangles, and measurements by [299], circles, and [297], diamonds.
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A.3.3 Densities

The employed models to calculate the densities for various species will be presented. Starting
with empirical equations for liquid density calculation and proceeding with the Peng-Robinson
equation and some modifications.

A.3.3.1 Density of liquids — Liquid EC

The density of pure liquid EC has been determined by the equation provided by [288]. This
approach has been preferred to utilising the Peng-Robinson equation of state because of the
known weakness in cubic equations of state related to the deviation between predicted liquid
density values and experimental ones [119].
The parameter for Equation A.36 has been fitted to density data from multiple sources. The
pressure dependent effect on liquid density is neglected2. Missing data, a similar approach for
EMC has not been possible.

ρi = 1000 ·Ai ·B
−
(

1− T
Tc,i

)ni

i ; (A.36)

Ai,Bi,ni Parameter of the density equation by [280] for species i

ρi / kg
m3 Density of the liquid state of pure species i

Table A.13: Values of the parameters for liquid EC in the equation described by [280]

AEC BEC Tc,EC nEC valid Temp.
Range

g
m3 − K − K

0.348012 0.207718 786 [295] 0.323643 309.55–790

2 Differences between measurements at 1 atm = 101325 Pa and at 1 bar = 100000 Pa are neglected
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Table A.14: Density data for liquid EC and %AD of the fitted function (Equation A.36)

Temperature T Density ρl,EC %AD(ρl,EC) Temperature T Density ρl,EC %AD(ρl,EC)

K kg
m3 % K kg

m3 %

298.15
1.321 [300] 1.296 313.2 1.321 [301] 0.072

1.338 [302] 0.009
318.15

1.311 [239] 0.235

1.35 [253] 0.880 1.316 [303] 0.146

312.15
1.322 [286] 0.052 318.2 1.316 [301] 0.150

1.33 [304] 0.653 323.15 1.305 [305] 0.233

313.15

1.316 [239] 0.313 323.2 1.31 [301] 0.155

1.32 [305] 0.009 328.15 1.3 [239] 0.152

1.321 [306] 0.067 333.15 1.294 [305] 0.146

1.322 [307] 0.143
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A.3.3.2 Density of gases and liquids: PR EoS — POF3,PF5, EMC, EC

The Peng-Robinson equation of state [118] has been used to determine the densities in the
liquid or gaseous state for certain pure substances:

p =
RT

V i −bi
− ai αi(T )

(V i · (V i +bi)+bi · (V i −bi)
(A.37)

ai = 0.45724 ·
(RTc, i)

2

pc, i
bi = 0.07780 ·

RTc, i

pc, i
(A.38)

In addition to the α function, improved by Peng and Robinson themselves in 1978 [119], the
α function specific to EC by Fang et al. [308] (developed from the expression of Liu et al.
[309]) has also been implemented. Rearranging Equation A.37 gives a polynomial expression

Table A.15: α functions utilised for the PR EoS.

Peng-Robinson (1978) [119] αi(T ) =
(
1+κi ·

(
1−
√

Tr, i
))2

Utilized for κi = 0.37464+1.54226 ·ωi −0.26992 ·ωi
2, ωi ≤ 0.491

EMC, POF3, PF5 κi = 0.379642+1.48503 ·ωi −0.164423 ·ωi
2 +0.016666 ·ω3 , ωi > 0.491

Liu-Feng-Hu (1987) [308, 309]
αi(T ) = 1+(1−Tr, i) ·

(
mk +

ni

Tr, i
2

)
Utilized for EC

Reduced temperature: Tr =
T
Tc

[116] (Equation A.39):

V 3
i +V 2

i ·
(

bi −
RT
p

)
+V i ·

(
−3b2

i +
ai αi(T )−2bi RT

p

)
+

(
−b3

i +
ai αi(T )−b2

i RT
p

)
= 0

(A.39)

For conditions below the critical point, the lowest and highest roots of Equation A.39 represent
the molar volumes of the liquid and the gas phase. The density of both phases can be calcu-
lated by Equation A.41. The assumed isobaric conditions (p⊖=105 Pa) entail that none of the
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species modelled by the Peng-Robinson equation of state reaches a supercritical state during
the simulation.

ρg, i =
Mi

V g, i
, V g, i: root with highest value of Equation A.39 (A.40)

ρl, i =
Mi

V l, i
, V l, i: root with lowest value of Equation A.39 (A.41)

Table A.16: Parameters for density calculation with PR EOS: Critical parameters (Tc & pc), acentric factors (ω),
boiling temperatures Tb ,1atm at 1 atm and parameters (n & m) for the EC specific α function

Species Tc pc ω Tb,1atm n m
K MPa - K - -

C3H4O3 (EC) 786 [295] 5.28 [295] - 521.5906 ∗∗ 0.1553 [308] 0.8101 [308]
C4H8O3 (EMC) 560.75 [247] 3.839 [247] 0.429321 ∗ 380.8529 ∗∗ - -
PF5 295.7 [280] 3.72 [280] 0.170694 [280] 188.3 [282] - -
POF3 346.45 [310] 4.235 [310] 0.426689 ∗ 233.35 [310] - -

∗ Estimated based on Poling [311]
∗∗ Calculated by solving: pvap(Tb) = 1 atm, see Equation A.55 for EC and Equation A.54 for EMC

A.3.3.2.1 Estimation of acentric factors — EMC and POF3 To estimate the acentric
factor of EMC and POF3, the procedure described in Properties of Gases and Liquids by [311]
is used:

Tbr,i =
Tvap, i

Tc, i
, τi = 1−Tbr, i (A.42)

f (0)i =
(−5.97616 · τi +1.29874 · τ1.5

i −0.60394 · τ2.5
i −1.06841 · tau5

i )

Tbr, i

f (1)i =

(
−5.03365 · τi +1.11505 · τ1.5

i −5.41217 · τ2.5
i −7.46628 · τ5

i
)

Tbr, i

(A.43)

ωi =−
ln
( pc, i

101325Pa

)
+ f (0)i

f (1)i

(A.44)

175



A Additional model equations

Tc, i,1atm / K Critical temperature of species i

pc, i / Pa Critical pressure of substance i

Tbr, i,τi, f (0)i , f (1)i Substance-specific parameters for the equations from [311]

ωi Estimated acentric factor of species i

Table A.17: Necessary data and estimated acentric factors ω given by approach in [311] for POF3 and EMC

Species Tb, i,1atm Tc, i pc, i ωi

EMC 381.05 K [247] 560.75 K [247] 3.839 MPa [247] 0.429321

POF3 233.35 K [310] 346.45 K [310] 4.235 MPa [310] 0.426689
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A.3.3.3 Density of gases: EoS by Łenka et al. — HF

The equation of state by Łenka et al. [312] has been employed to determine the density of
gaseous HF. The compressibility factor Z is decomposed into a physical (Zph) and a chemical
(Zch) contribution:

Z = Zph +Zch −1 =
pV
RT

(A.45)

Physical contribution, Peng-Robinson equation of state:

Zph =
V

V −b
− a(T )V

R ·T · [V (V +b)+b(V −b)]
, (A.46)

with

a(T ) = 106 ·

(
0.7187+0.2734 · exp

(
−0.6232

(
T

100
−4.02

)2
))

(A.47)

in barcm/mol2 and
b = 9.69cm3/mol (A.48)

Chemical contribution:

Zch
pure = F(q) =

1+∑
8
k=1 akqk

(1+q)8 , q =
RT K

V
(A.49)

lnK =
−∆H0 +∆C0

pT0

RT
+

1
R

(
∆S0 −∆C0

p −∆C0
p lnT0

)
+

∆C0
p

R
lnT, (A.50)

with ∆H0 =−35069Jmol−1, ∆S0 =−133.67Jmol−1 K−1 and ∆C0
p = 52.68Jmol−1 K−1.

Table A.18: Parameters for the chemical contribution of the equation of state by Łenka et al. [312]

a1 a2 a3 a4 a5 a6 a7 a8

7.8291 −27.5821 113.5793 −88.229 55.9557 −2.9443 1.6500 0.10927

Merging and rearranging Equation A.45 to Equation A.50 leads to a polynomial expression.
The highest root of this expression represents the molar volume of the gaseous HF:

ρg,HF =
MHF

V g,HF
, V g,HF (A.51)
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A.3.4 Simple vapour-liquid equilibria and solubility

This chapter summarises the needed definitions and all used equations and parameters for cal-
culating the phase equilibria, including their derivation and transition heat.

For the VLE calculation, the method of Privat et al. [313] was used. The gas phase is assumed
to be ideal:

φEC =
zEC · p
psat,EC

, (A.52)

φEMC =
(1− zEC) · p

psat,EMC
. (A.53)

Here, φ refers to the individual fugacity coefficient for each solvent within the gas phase. The
Antoine-Equation, see Equation A.54, and the Cox-Equation, see Equation A.55, have been
used to describe the relation between vapour pressure and temperature for pure substances EC,
EMC and DMC. They are given as follows:

log(pvap) = A− B
T +C

, (A.54)

ln
pvap

p0 =

(
1− T 0

T

)
exp

(
n

∑
i=0

Ai ·T i

)
. (A.55)

Where pvap represents the vapour pressure, A,B, and C represent equation-specific parameters
and p0 and T 0 represent a certain reference pressure and temperature, respectively. The para-
meters are provided by Zhang et. al. [247] and Prokorný et al. [244, 274], see Table A.19.
Models for the activity coefficient in liquid-phase have been taken from Ding [314]:

γEC, EC-DMC = exp
(

x2
DMC(a0 +2 ·a1xEC)

RT

)
, (A.56)

γDMC, EC-DMC = exp
(

x2
EC(a0 +2 ·a1xEC)

RT

)
, (A.57)

γEC, EC-EMC = exp
(

x2
EMC(a0 +2 ·a1xEC +3 ·a2x2

EC)

RT

)
, (A.58)

γEMC, EC-EMC = exp
(

x2
EC(a0 +2 · (a1 −a2)xEC +3 ·a2 · x2

EC)

RT

)
. (A.59)
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A.3 Thermodynamic calculations

Table A.19: Model parameters used for the calculation of the phase equilibria using Equations
A.54,A.55,A.56,A.57,A.58, and A.59

Species A1 A2 ·103 A3 ·106 T0 / K p0 / Pa

EC[274] 3.354356 -0.7637676 0.5033676 309.13 12.78
DMC[244] 3.164781 -1.606787 1.477391 278.16 2358

A B C

EMC[247] 6.4308 1466.437 -49.461 - -

Mixture a0 a1 a2

DMC-EC [314] 2126.0 -944.19 0 - -
EMC-EC [314] 2595.6 1053.7 -2121.2 - -

No reference data has been available to validate the EC-EMC phase diagram used for the cal-
culations in this work. Therefore the approach has been validated by calculating the phase
equilibrium of a mixture EC-DMC for which data has been available, see Fig. A.3.

Figure A.3: Simulation of the phase diagram of EC-DMC at 101.3 kPa including measurement data from Fang et al.
and Tarascon et al. [6, 308] for validation.
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A.3.4.1 Numerical validation

The fraction of gas and liquid phases can be calculated at any timestep using the equilib-
rium data. To determine the vaporisation heat, the time derivative needs to be approximated.
Therefore the artificial states, η

′′
EC, η

′′
EMC, are introduced in order to enable the numerical dif-

ferentiation:

|ΩSolv|

∑
σ

dη
′′
σ

dt
=

n′′σ −η
′′
σ

10−|n′′σ−η
′′
σ |·C

. (A.60)

Here C is an arbitrarily chosen constant, C = 50000 in this study. The percentage absolute
deviation %AD calculated in Equation 3.53: Besides a major %AD at the beginning of boiling
(91.4 % for both solvents), the %AAD over the entire simulated timespan is 0.3 % for EC and
0.01 % for EMC.

A.3.4.2 Solubility model

The solubility model is subdued to the following assumptions:

• All gas species stay completely dissolved until reaching their solubility limit in each
solvent

• Liquid-liquid interactions between the solvents or dissolved species, as well as the used
conductive salt, do not affect the solubility of gas species

As a source of temperature-dependent Henry coefficients, the results by Kolar et al. have been
taken [315]. They used a predictive Soave-Redlich-Kwong equation of state combined with
the Non-Random-Two-Liquid expression for activity coefficients for predicting solubilities of
several gases in organic carbonates between 283 K and 363 K and pressures below 1 MPa. The
prediction model correlates well with known gas solubility data over the entire temperature
range. Unfortunately, only for some gases were data available in literature. Thus further
assumptions have been unavoidable:

• All gas solubilities in EMC have been approximated by solubilities in DMC since it is
also a linear carbonate

• In cases the solubility of a gas in EC has not been modelled, PC has been used since it
is also a cyclic carbonate
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A.3 Thermodynamic calculations

• None of the renowned sources or thermodynamic databases could provide any informa-
tion about the solubility of the considered fluorine species (HF, PF5, POF3) in relevant
carbonates. Therefore, based on the simulations by Kolar et al. [315], CO has been
chosen for EC and N2 for EMC to represent the solubility characteristics of the fluorine
species. This has been done since the polarization of these substances is the closest to
each other, and no better approximation has been available. Here, future research on
the solubility of fluorinated species in common battery electrolyte solvents such as EC,
DMC and EMC could be of significant value.

• For water, a maximal solubility of 10 weight-% is assumed in both solvents based on
the publication of de la Torre et al. [316], under the assumption that water solubility in
linear and cyclic carbonates is roughly the same.

Temperature-dependent second-degree polynomials were correlated to the predictions by [315]
to determine the necessary Henry coefficients:

Hσ = 105 ·
(
Aσ i ·T 2 +Bσ i ·T +Cσ i

)
(A.61)

Avoiding extrapolation at temperatures exceeding 363 K, the maximum temperature examined
by [315], the Henry coefficients remain unaltered at the values at 363 K. The coefficients used
for the specific species are listed in Table A.20.

Table A.20: Parameters used for the calculation of the Henry coefficients calculated with Equation A.61

Species A B C
EC EMC EC EMC EC EMC

O2 -0.0545916 0.0006 42.6335 0.9818 -5148.51 -248.97
CO2 0.0142415 0.0049272 -5.85594 -2.11479 608.341 232.114
C2H4 0.00555133 0.00058081 -0.27055 0.981763 -202.571 -248.972
HF, POF3, PF5 -0.105488 -0.0858892 89.0442 60.6321 -13378.3 -8376.09
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A.4 SAFT model equations3

As described in Section 3.3.1 is the total Helmholtz free energy A simply the sum of all its
contributions. Following the individual contributions will be presented.

The first part Aideal depicts the contribution given by an ideal gas and is calculated as:

Aideal

NkBT
=

(
NC

∑
i=1

xi ln
(
ρiΛ

3
i
))

−1, (A.62)

here, xi is the mole fraction of given component i. ρi computes the number density as ρi =

Ni/V , where Ni is the number of molecules i and V is the total volume. Further is kB the
Boltzmann constant, N the total number of molecules and T the absolute temperature. Λi de-
scribes the thermal de Broglie wavelength with Λi =

h
2πmikBT with h being the Planck constant

and mi the mass of component i.

In the next step, the contribution of the segment interaction based on a Mie potential is com-
puted as:

Amonomer

NkBT
=

AHS

NkBT
+

A1

NkBT
+

A2

NkBT
+

A3

NkBT
(A.63)

here, the monomer contribution is further divided into the hard sphere contribution AHS, the
first order expansion term A1 describing the mean attractive energy, the second order expansion
term A2 constituting the energy fluctuations and the third order term A3. The latter has been
introduced for a better representation of the critical point [186]. The hard sphere contribution
is based on the free energy of a reference system with temperature-dependent diameter dkk. It
is computed as the sum of contributions of each segment as:

AHS

NkBT
=

(
NC

∑
i=1

xi

NG

∑
k=1

νk,iν
∗
k Sk

)
aHS, (A.64)

where NG is the total number of groups, νk,i counts the occurrences of group k in component
i, ν∗

k is the number of identical segments in group k, Sk is the shape factor accounting for
the proportion of segment k in a molecule, and aHS is the dimensionless contribution to the
hard-sphere free energy part of each segment. The latter is then computed as:

3 The following model description has been chiefly adapted from Haslam et al. [137]
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aHS =
6

πρs

[(
ζ 3

2

ζ 2
3
−ζ0

)
ln(1−ζ3)+3

(
ζ1ζ2

1−ζ3

)
+

ζ 3
2

ζ3(1−ζ 3)2

]
(A.65)

here, ρs is the segment density and ζm, with m = 1,2,3 the moment densities, see Table A.21.
The expansion contributions are calculated following the same procedure:

Aq

NkBT
=

(
1

kBT

)q
(

NC

∑
i=1

xi

NG

∑
k=1

νk,iν
∗
k Sk

)
aq,q = 1,2,3. (A.66)

Whereas the dimensionless segment contribution is then calculated as follows:

aq =
NG

∑
k=1

NG

∑
l=1

xs,kxs,laq,kl ,q = 1,2,3. (A.67)

The individual pair-wise aq,kl is calculated by Lafitte et al. [186].

The chain contribution Achain to the total free energy can be obtained as:

Achain

NkBT
=−

NC

∑
i=1

xi

(
NG

∑
k=1

νk,iν
∗
k Sk −1

)
lngii

Mie(σ̄ii;ζx), (A.68)

where gMie
ii (σ̄ii;ζx) is the value of the radial distribution function (RDF) of the hypothetical

one-fluid Mie system at a packing fraction ζx evaluated at the effective diameter σ̄ii, see Table
A.21. An accurate estimate of the contact value of the RDF for a Mie fluid can be obtained
employing a second-order expansion which is explained in detail in the original SAFT-γ Mie
publication by Papaioannou et al. [176].

The association contribution Aassociation, which makes the SAFT theory stand out from classical
cubic EoS, is computed as:

Aassociation

NkBT
=

NC

∑
i=1

xi

NG

∑
k=1

νk,i

NST,k

∑
a=1

nk,a

(
lnXi,k,a +

1−Xi,k,a

2

)
, (A.69)

here Xi,k,a refers to the fraction of non bonded sites of type a in segment k and component i
given with
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Xi,k,a =

[
1+ρ

NC

∑
j=1

x j

NG

∑
l=1

ν j,l

NST,l

∑
b=1

nl,bX j,l,b∆i j,kl,ab

]−1

. (A.70)

The strength of association is expressed as ∆i j,kl,ab = Fkl,abKkl,abIi j,kl,ab, where Fkl,ab equates
to the association energy as:

Fkl,ab = expε
HB
kl,ab/kBT −1, (A.71)

and Ii j,kl,ab gives the temperature density correlation with:

Ii j,kl,ab =
10

∑
p=0

10−p

∑
q=0

cpq(ρsσ
3
x )

p
(

kBT
ε̄i j

)
. (A.72)

The coefficients cpq can be extracted from Dufal et al. [178] and the corresponding Corri-
gendum [317]. Equations for σ3

x and ε̄i j can again be found in Table A.21.

The influence of electrically charged particles on the free energy can be summarised in two
terms. The first term ABorn contemplating the formation of a spherical cavity with diameter
σBorn,kk is given with:

ABorn =− e2

4πε0

(
1− 1

D

)Nion

∑
i=k

NkZ2
k σBorn,kk, (A.73)

also called Born term and can be calculated based on a Born cycle as demonstrated by Schreck-
enberg et al. [180]. Here, e is the elementary charge, ε0 the permittivity of the vacuum, D the
relative permittivity or Dielectric constant of the solvent and Ni and Zi are the number and
charge of ion i, respectively.

The second contribution Aion is equated as:

Aion =
UMSA

NkBT
+

Γ3

3πρ
, (A.74)

where UMSA is the potential energy calculated from the mean sphere approximation and is
given with:
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UMSA

NkBT
=− e2

(4πε0)ρkBT D
Γρ

Nion

∑
k=1

(
xkz2

k
1

1+Γσkk

)
+

π

2
∆ΩP2

n , (A.75)

here Pn, ∆ and Ω are intermediate functions already introduced in Section 3.3.3. The ion
screening length Γ has also been introduced in Section 3.3.3. However, compared to the MSA
PM approach for ion association here Γ0 as the starting point for its iterative computation is
given with half the Debye length κ [180]:

Γ0 =
κ

2
= 0.5

√√√√ e2

4Dε0V kBT

Nion

∑
k=1

nkz2
k . (A.76)

Table A.21: Constitutive equations within the SAFT-γ Mie framework.

Name Equation Number

Number density of segment s ρs = ρ

(
∑

NC
i=1 xi ∑

NG
k=1 νk,iν

∗
k Sk

)
(A.77)

Moment densities ζm = πρs
3 ∑

NG
k=1 xs,kdm

kk (A.78)

Fraction of a type k like group in the mixture xs,k =
∑

NC
i=1 xiνk,iν

∗
k Sk

∑
NC
j=1 x j ∑

NC
l=1 νl, jν

∗
l Sl

(A.79)

Effective segment diameter σ̄3
ii = ∑

NG
k=1 ∑

NG
l=1 zk,izl,iσ

3
kl (A.80)

Effective hard-sphere diameter d̄3
ii = ∑

NG
k=1 ∑

NG
l=1 zk,izl,id3

kl (A.81)

Fraction of group k in molecule i zk,i =
νk,iν

∗
k Sk

∑
NG
l=1 νl,iν

∗
l Sl

(A.82)

Average interaction energy ε̄ii = ∑
NG
k=1 ∑

NG
l=1 zk,izl,iεkl (A.83)

Average interaction length exponents λ̄ii = ∑
NG
k=1 ∑

NG
l=1 zk,izl,iλkl (A.84)

Packing fraction of a hypothetical fluid ζx =
π

6 ρs ∑
NG
k=1 ∑

NG
l=1 d3

kl (A.85)
Average interaction diameter σ3

x = ∑
NG
k=1 ∑

NG
l=1 xs,kxs,lσ

3
kl (A.86)

A.4.1 Dielectric constant of solvents

The SAFT-γ Mie model is capable of representing solvent ion mixtures. To do so, the dielectric
constant D has to be known for all non-ionic species. This is done using the simple expression:
D = 1+ρsolvd as adapted by Schreckenberg et al. [180]. Here, ρsolv refers to the liquid molar
density of the solvent or the solvent mixture, and d is a newly introduced variable covering the
temperature dependency as follows:
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d = dV

(
dT

T
−1
)
. (A.87)

The necessary parameters dV and dT have been obtained by regressing against experimental
data or, in the case of CO2, have been taken from the original publication [180]. The regres-
sion has been performed in MATLAB [203] using the particle swarm algorithm embedded in
MATLABs particle swarm solver. The swarm size has been chosen as 1000. The obtained
parameters are listed in Table A.22, and the corresponding graphical representation can be
found in Figure A.4. To get the dielectric constant of a given mixture, a linear mixing rule as:

ymix = ∑
i=1

∑
j=1

xix jyi j, (A.88)

is applied. Here, ymix stands for either the dielectric parameter d or the density of given
solvent mixtures ρ . yi j is computed as the arithmetic mean of the pure parameters as in
yi j... =

yii+y j j+...
ncomp

, where ncomp represents the total number of solvent components. The mixing
rule can be extended to multi-component mixtures by adding additional sums.

Table A.22: Parameters to simulate the dielectric constant D of each solvent.

Solvent dV / dm3 mol−1 dT / K

EC 3.1571 900
PC 2.052 1148
DMC -0.183 0
DEC -0.2262 0
EMC -0.2675 0
CO2 [180] -0.025 0
LiPF6 -16.0 0
Fixed molecules 0 0
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Figure A.4: Comparison of simple model expression with pure species experimental data for a) the dielectric
constant D over molar volume, b) its volume reduced form d over temperature, and c) the Dielectric
constant D over temperature for DMC [188], EMC [318], DEC [188], EC [190, 319] and PC [190].

A.5 Numerical methods

A.5.1 Euler-Tschebyschow Procedure

The Euler-Tschebyschow procedure is a modification of Newton’s method to find the roots of
a function efficiently [320]:

1. Initial setup: Start with a function f (x) and its derivative f ′(x). Pick an initial guess x0.

2. Newton’s step: Calculate the a Newton’s step as: s(x0) =
f (x0)
f ′(x0)

.

3. Tschebyschow (quadratic) correction: Calculate the quadractic correction term as:
t(x0) =

f ′(x0)s2

f ′′(x0)
.

4. Perform step: x1 = x0 + s(x0)+ t(x0)
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5. Iterate: Repeat steps 2 and 3 until the solution has converged to within the desired
tolerance.

A.5.2 Direct Substitution Method

The Direct Substitution Method is a simple and commonly applied iterative method for solving
equations [320]:

1. Setup: Rewrite the equation in the form x = g(x).

2. Initial guess: Choose an initial guess x0 for the root.

3. Perform step: Substitute x0 into the right-hand side of the equation to find a new ap-
proximation x1 = g(x0).

4. Iterate: Repeat the substitution process to find xn+1 = g(xn), for n = 0,1,2,3, . . . until
the solution has converged to within the desired tolerance.
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B Supporting details Chapter 41

The following chapter contains the additional results and parameters corresponding to the study
regarding the interaction of phase transition and reactions during thermal abuse of Li-ion bat-
teries presented in Chapter 4. First, additional results for the produced heats are shown. This
is followed by listing all necessary model parameters in table format.

B.1 Additional results

Figure B.1: Individual contribution to a) SEI formation, b) solvent decomposition, c) SEI decomposition and d)
solvent boiling for the case with boiling.

1 Parts of this chapter have been published as own contributions in Baakes, F., Lüthe M., Gerasimov, M., Laue, V.,
Röder, F., Balbuena, P., Krewer, U., ”Unveiling the interaction of reactions and phase transition during thermal
abuse of Li-ion batteries”, Journal of Power Sources, DOI:10.1016/j.jpowsour.2021.230881, CC BY 4.0 [60].

189

https://www.sciencedirect.com/science/article/pii/S0378775321013616?via%3Dihub
https://creativecommons.org/licenses/by/4.0/


B Supporting details Chapter 4

Figure B.2: Individual contribution to a) SEI formation, b) solvent decomposition, c) SEI decomposition and for the
case without boiling.
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B.2 Supporting tables

In Table B.3, the kinetic parameters (k0 and EA) obtained for both scenarios parameterised in
Chapter 4 are listed.
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Table B.1: Structural battery parameters.

Parameter Symbol Value

Battery thickness dCell 6.5 mm [162]
Battery length lCell 42.5 mm [162]
Battery width wCell 25.7 mm [162]
Cell area ACell 1097 mm2 ∗

Volume fraction AM anode εAM,An 0.62 - [164]
Volume fraction AM cathode εAM,Cat 0.61 - [164]
Volume fraction electrolyte anode εEl,An 0.32 - [164]
Volume fraction electrolyte separator εEl,Sep 0.5 - [164]
Volume fraction electrolyte cathode εEl,Cat 0.33 - [164]
Volume fraction PVDF εPVDF 0.06 - ∗

Particle radius anode rAn 1 µm [163]
Particle radius cathode rCat 1 µm [163]
Thickness anode dAn 77 µm [164]
Thickness separator dSep 25 µm [164]
Thickness cathode dCat 68 µm [164]
Volume cell VCell,0 7.1 mL ∗

Volume copper VCu 0.19 mL ∗

Volume aluminum VAl 0.37 mL ∗

Volume PVDF VPVDF 0.32 mL ∗

Volume pouch foil VPouchfoil 0.95 mL ∗

Volume AM anode VAM,An 1.77 mL ∗

Volume AM cathode VAM,Cat 1.54 mL ∗

Volume SEI VSEI,0 0.16 mL ∗

Volume electrolyte VEl.,0 1.54 mL ∗

Specific surface area anode as,An 1860000 m2 m−3 ∗

Specific surface area cathode as,Cat 1830000 m2 m−3 ∗

Number of double coated sheets anode nDCS,An 17 - [164]
Number of double coated sheets cathode nDCS,Cat 16 - [164]
Number of single coated sheets cathode nSCS,Cat 2 - [164]
Thickness aluminum single coated sheets dSCS,Al. 50 µm [164]
Thickness aluminum double coated dDCS,Al. 15 µm [164]
Thickness copper double coated dDCS,Cu. 10 µm [164]
Thickness pouch foil dPouchfoil 346 µm ∗

Intercalation fraction 100 % SOC anode z1,An 0.676 - [163]
Intercalation fraction 0 % SOC anode z0,An 0.181 - [163]
Intercalation fraction 100 % SOC cathode z1,Cat 0.442 - [163]
Intercalation fraction 0 % SOC cathode z0,Cat 0.986 - [163]
Maximal concentration AM anode Cmax,An. 20530 molm−3 ∗

Maximal concentration AM cathode Cmax,Cat 31827 molm−3 ∗

Concentration conductive salt CLiPF6 1200 molm−3 ∗

SEI thickness dSEI 50 nm
Battery heat capacity Cp,Cell 9.43 JK−1 ∗

Battery mass mCell 11.12 g ∗

∗ Calculated.
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Table B.3: The kinetic parameters k0 and EA are listed below for the scenarios with vaporisation and without vapor-
isation.

Parameter With vaporisation Without vaporisation

EA,OSD / kJmol−1 149.3 148.3
EA, ISD / kJmol−1 216.3 166
EA, ISP / kJmol−1 70 135.2
EA,OSP / kJmol−1 69 124.4
EA,CSD / kJmol−1 113 48.6
EA,PFD / kJmol−1 335 192
EA,ECD / kJmol−1 450 450
EA,EMCD / kJmol−1 470 470
EA,CD / kJmol−1 473.8 473.8

k0,OSD / mols−1 1·1014 1·1014

k0, ISD / mols−1 1.5·1032 1.5·1023

k0, ISP / molms−1 7.2·10−8 7.2·10−4

k0,OSP / molms−1 5.3·10−8 5.3·10−4

k0,CSD / mols−1 8 8
k0,PFD / mols−1 1·1042 1·1023

k0,ECD / mols−1 1·1049 1·1049

k0,EMCD / mols−1 1·1052 1·1052

k0,CD / mols−1 1.1·1050 1.1·1050
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The following chapter contains the additional results and parameters corresponding to the study
sensitivity of thermal abuse of Li-ion batteries to SEI properties and impurities presented in
Chapter 5. First, the procedures to estimate initial values of LiPF6 decomposition products as
well as the SEI compounds are presented. This is followed by additional results regarding the
produced heats and concentration profiles. Eventually, necessary model parameters are listed
in table format.

C.1 Additional results

C.1.1 Estimation of initial values of LiPF6 decomposition
products

In the following, the results including a visualisation for the procedure of identifying proper
initial values for the decomposition products of LiPF6 are shown.

In Figure C.1, the initial mixing of the electrolyte is shown. The very first process occurring is
the equilibration of LiPF6 with PF5 and LiF. This process happens extremely fast. Afterwards,
PF5 and POF3 decompose with the water within the solvent. After 60 days, the H2O concen-
tration dropped under 10 ppm, and the HF concentration rose over 50 ppm. This is in very
good agreement with the <15 ppm H2O and < 50 ppm HF reported by electrolyte producers
[227].

Figure C.2 shows the same system after adding 1000 ppm or 70 mM of H2O as an impurity.
The results resemble those of the experimental study conducted by Stich et al. [144], which
was used to parameterise the reactions shown in Figure C.2 b). Experimental points, are shown
as stars, crosses, and circles, referring to HF, H2O, and HPO2F2, respectively.

1 Parts of this chapter have been published as own contributions in Baakes, F., Witt, D., Krewer, U., ”Impact of
electrolyte impurities and SEI composition on battery safety”, Chemical Science, DOI:10.1039/D3SC04186G,
CC BY 3.0 [143].
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Figure C.1: Calendaric ageing of the electrolyte after initial mixing with a) initial and final values after 60 days for
LiPF6, H2O and HF,. b) the considered reaction scheme. c) the concentration progression and d) the
reaction rates.

In Figure C.3, the change occurring in the “formation and conditioning” period is shown, and
the simulation including Li2CO3 is compared to the experimental results of Stich et al. [144]
where no Li2CO3 was present. Due to very fast reaction of Li2CO3 with HF, the HF level
almost immediately drops to 0. Further, due to the presence of H2O, the depletion is slowed
down and the concentration of HPO2F2 is drastically increased. Based on the strong difference
between the electrolyte composition before and after assembly and formation, we conclude
that it is advised to conduct studies on electrolyte ageing always in a true battery environment,
if the goal is to compare electrolyte composition of a fresh cell with aged cells.

C.1.2 Estimation of initial SEI composition

In the following, the calculations for the initial SEI composition are presented. In their study,
Liu et al. [53] measured a maximum SEI weight of 3250 ng. 1750 ng are attributed to LEDC
based on the slope of 80 ∆g/∆C mass change per charge. Here, the value has to be multiplied
by two since two electrons are transferred to produce LEDC. The resulting 160 ∆g/∆C are
very close to molar mass of 162 g/mol for LEDC. In the first discharge, the overall weight is
reduced to 2400 ng. Here, the re-oxidation of LEDC is assumed to take place following the
reaction: (CH2OCOLi)2) −−→ Li2O + 2CO2 + C2H4 + O2. This results into a weight loss of
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Figure C.2: Calendaric ageing of electrolyte after adding 1000 ppm of water to initial electrolyte mixture with a)
initial and final values after 60 days for LiPF6, H2O and HF, b) the concentration progression with
experimental values taken from Stich et al. [144] c) the reaction rates.

850 ng. Considering a 1.22 ratio of weight of the gaseous products to LEDC, a loss of 1040
ng LEDC is estimated and a production of roughly 200 ng Li2O. Considering the overall mass
of the SEI of 2400 ng and 700 ng of LEDC and 200 ng of Li2O, translates to 32 wt-% LEDC
and 8 wt-% Li2O. Further, 350 ng LiF production translates to 14 wt-% of SEI content. This
corresponds to 45 vol-%, 8 vol-% and 12 vol-% for LEDC, Li2O and LiF, respectively. The
amount of LiOH is calculated based on the assumption that all H2O present in the anode after
drying will react to LiOH. For the reference case, this gives 0.6 vol-% LiOH. Li2O and the
sum of LiF and LiOH are rounded to to 10 vol-% each. Eventually, the last 33 vol-% are
assumed to consist of Li2CO3. Please note that these estimations give only a rough idea of
the order of magnitude for the SEI composition. Also note that these are the values before the
“formation and conditioning” procedure, described above, will be performed. Thus, the initial
compositions listed in Table C.2 are slightly different to the ones described here
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Figure C.3: Simulation of impact of cell assembly, formation and subsequent 60 days calendaric ageing on battery
composition with a) sketch of the simulated setup, b) the considered reaction scheme, and c) the con-
centration progression with experimental values taken from Stich et al. [144] comparison to reactions
without Li2CO3, and d) the reaction rates.

C.1.3 Additional heat and concentration progressions

Figure C.4 a) shows the produced heats of the formation reactions of LEDC, Li2CO3 and
LiOH. Note that LiOH does not occur to a notably extent since the water concentration is too
low and most of it has been consumed before substantial formation could take place. Figure
C.4 b shows the produced heats of cathode, EC and EMC decomposition.

Figure C.5, Figure C.6, and Figure C.7 show the comprehensive comparison for the SEI com-
position variation, the SEI thickness variation and the water impurity variation, respectively.
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Figure C.4: Changes during accelerated rate calorimetry simulation for the reference case (45 vol-% LEDC, 260
ppm H2O, 50 nm thick SEI): produced heats from a) SEI forming reaction: LEDC, Li2CO3, and
LiOH, and from b) cathode decomposition, EC decomposition, and EMC decomposition as well as c)
additional concentrations of HF, LiPF6 and Li2O.
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Figure C.5: Comprehensive comparison of progression of heat sinks and sources and concentration for the high
LEDC (a), the reference (b), and the low LEDC case (c).
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Figure C.6: Comprehensive comparison of progression of heat sinks and sources and concentration for the thick SEI
(a), the reference (b), and the thin SEI case (c).
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Figure C.7: Comprehensive comparison of progression of heat sinks and sources and concentration for the high
water contamination (a), the reference (b), and the low water contamination case (c).
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Figure C.8: Simulation of the H2O impurity variation ARC measurements with a 2.5 ◦C temperature step.
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C.2 Supporting tables

Table C.1: Initial molar amounts (ni (t=0)) for all considered species, states of each species and reference volume for
concentration calculation for the reference case (45 vol-% LEDC, 260 ppm H2O, 50 nm thick SEI).

Species States /Sets ni (t=0) in mmol Reference volume

(CH2OCO2Li)2
(LEDC)

Solid/ ΩS,ΩSEI 0.5976 VSEI +VAM,An

Li2CO3 Solid/ ΩS,ΩSEI 1.5946 VSEI +VAM,An

LiOH Solid/ ΩS,ΩSEI 0.0601 VSEI +VAM,An

Li2O Solid/ ΩS,ΩSEI 1.1143 VSEI +VAM,An

LiF Solid/ ΩS,ΩSEI 1.7359 VSEI +VAM,An

LiPF6 Liquid/ ΩL 2.6035 VEl

PF5 Liquid, Gas/ ΩL,ΩG 0.0232 VEl

POF3 Liquid, Gas/ ΩL,ΩG 0.0016 VEl

HPO2F2 Liquid/ ΩL 0.0381 VEl

H2O Liquid, Gas/ ΩL,ΩG 0.0424 VEl

HF Liquid, Gas/ ΩL,ΩG 0 VEl

CO2 Liquid, Gas/ ΩL,ΩG 0 VEl

O2 Liquid, Gas/ ΩL,ΩG 0 VEl

H2 Liquid, Gas/ ΩL,ΩG 0 VEl

LixCoO2 Solid/ ΩS 27.3571 VAM,Cat

Co3O4 Solid/ ΩS 0 VAM,Cat

LiC6 Solid/ ΩS 24.6048 VAM,An

C3H4O3 (EC) Liquid/ ΩL 16.8104 VEl

C4H8O3 (EMC) Liquid/ ΩL 10.2377 VEl
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Table C.2: Values for initial conditions for SEI composition and LiPF6 decomposition products for all simulated
variations. dSEI denotes SEI thickness, ε the volume-fraction inside the SEI, and Cxy the concentration in
the electrolyte.

Cases dSEI εLEDC εLi2CO3 εLiF εLi2O εLiOH CH2O CHF CPF5 CPOF3 CHPO2F2 CLiPF6

Unit nm vol-
%

vol-
%

vol-
%

vol-
%

vol-
%

ppm ppm ppm ppm ppm ppm

R/OS/W 50 91 0 4 0 5 503 0 879 116 5358 133367
R/OS/D 50 90 9.2 0.4 0 0.4 168 0 1016 37 536 135084
R/IS/W 50 0 36 29 30 5 504 0 880 95 5348 128966
R/IS/D 50 0 39.6 30 30 0.4 168 0 1017 30 537 135092
TkS/R/W 75 45 32 8 10 5 505 0 880 95 5334 128983
TkS/R/D 75 45 34.6 10 10 0.4 168 0 1016 30 535 135093
TnS/R/W 25 46 26 13 10 5 504 0 880 95 5342 128975
TnS/R/D 25 45 34.6 10 10 0.4 168 0 1016 30 538 135091
TkS/OS/R 75 90.2 8.6 0 0.6 0.6 260 0 992 55 1319 134083
TkS/IS/R 75 0 39.4 30 30 0.6 259 0 992 46 1303 134113
TnS/OS/R 25 90.6 7 1.8 0 0.6 259 0 992 55 1319 134083
TnS/IS/R 25 0 38 31.4 30 0.6 259 0 991 46 1310 134106
TkS/OS/W 75 90.8 1.8 2.4 0 5 503 0 880 116 5363 129921
TkS/OS/D 75 90 9.2 0.4 0 0.4 168 0 1017 37 540 135079
TkS/IS/W 75 0 37 28 30 5 504 0 880 95 5349 128964
TkS/IS/D 75 0 39.6 30 30 0.4 168 0 1016 30 538 135091
TnS/OS/W 25 91 0 5 0 5 299 725 977 31 3946 130750
TnS/OS/D 25 90.2 8.6 0 0.8 0.4 168 0 1017 37 540 135082
TnS/IS/W 25 0 31 34 30 5 505 0 880 95 5344 128972
TnS/IS/D 25 0 39.1 30.1 30.4 0.4 168 0 1017 30 538 135093

R=Reference depending on position, i.e., SEI thickness, SEI composition or humidity
TkS = Thick SEI, TnS = Thin SEI, IS = Inorganic SEI, OS = Organic SEI, W = Wet, D = Dry
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Table C.3: Kinetic parameters k0, j , and EA, j for all reactions obtained by parameterising the model with the experi-
ments of Stich et al. [144] and Maleki et al. [69].

Reaction Frequency factor, k0, j / mols−1 Activation energy, EA, j / kJmol−1

LiPF6 −−⇀↽−− LiF + PF5 18 53
PF5 + H2O −−⇀↽−− 2HF + POF3 35 35
POF3 + H2O −−→ HF + HPO2F2 27.5 37.5
2LiC6 + 2C3H4O3(EC) −−→
(CH2OCO2Li)2 + C2H4 + 2C6

3.2 ·10−11 ∗ 42

2LiC6 + C3H4O3(EC) −−→ Li2CO3 +
C2H4 + 2C6

3.2 ·10−11 ∗ 42

LiC6 + H2O −−→ LiOH + 0.5H2 + C6 3.2 ·10−11 ∗ 42
(CH2OCO2Li)2 −−→ Li2CO3 + C2H4 +
CO2 + 0.5O2

1 ·1014 148

Li2CO3 + 2HF −−→ 2LiF + H2O + CO2 8 ·1014 65
LiC6 + LiOH −−→ Li2O + 0.5H2 + C6 350 126
LizCoO2 −−→ zLiCoO2 + (1-z)/3 O2 +
(1-z)/3 Co3O4

1047 ∗∗ 480 ∗∗

3.5O2 + C4H8O3(EMC) −−→ 4CO2 +
4H2O

2.5 ·1053 ∗∗ 470 ∗∗

2.5O2 + C3H4O3(EC) −−→ 3CO2 +
2H2O

2.5 ·1053 ∗∗ 470 ∗∗

∗ molms−1

∗∗ Only with these high activation energy and frequency factor values could the reaction behaviour be reproduced
with power-law kinetics. A change from power law to other reaction exponents could solve this in the future

206



D Supporting details Chapter 6

The following chapter contains the additional results and parameters corresponding to the study
of pressure evolution during the thermal abuse of Li-ion batteries presented in Chapter 6. First,
the SAFT-γ Mie model is compared to experimental data to evaluate its accuracy. This is
followed by tables containing all necessary model parameters. Eventually, the calculated devi-
ations between model and experimental data are presented in table format.

D.1 Model accuracy

In order to accurately model thermodynamic properties and vapour-liquid phase equilibria of
liquid electrolyte mixtures used in Li-ion batteries, several groups present in the respective
molecules have to be introduced to the SAFT-γ Mie approach. First, the linear and cyclic car-
bonate groups, denoted as OCOO and cyOCOO, respectively are introduced. Combinations
of these with groups already implemented in the SAFT-γ Mie approach, such as CH2, CH3

and cyCH form the linear and cyclic carbonates employed in Li-ion battery electrolytes. The
linear carbonates included in the current work are dimethyl carbonate (DMC), ethyl methyl
carbonate (EMC), diethyl carbonate (DEC) and dipropyl carbonate (DPC). They differ solely
in the length of chains, consisting of CH2 and CH3 groups, attached to OCOO. The cyclic car-
bonates are ethylene carbonate (EC), propylene carbonate (PC) and butylene carbonate (BC).
Also they only differ in the chain length. A graphical representation of all modelled species as
well as their group structure can be found in Figure 6.2 in the main manuscript. The missing
like and unlike group interactions are estimated from pure and binary experimental data.

In Figure D.1, the comparison between the simulated and experimental dependency of pure-
compound properties on temperature is shown: these comprise liquid density (D.1a), vapour
pressure (D.1b) and enthalpy of vaporisation (D.1c). The data is represented with an outstand-
ing accuracy of a %AAD of 0.3% for density, 7.36% for vapour pressure, and 0.8% for enthalpy
of vaporisation. The %AAD for individual substances is listed in Table D.4 in Section D.2.
The apparent high deviations of DEC and DPC, with a %AAD of around 15% are explained by
the generally low vapour pressure value compared to the linear carbonates with a short chain
length, i.e. DMC and EMC. Further, are these substances not used in the parameter estimation
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procedure as they are not commonly used as in liquid battery electrolyte. Therefore, they serve
as a model validation only. The deviation of < 20% shows a good agreement between the
experiment and the employed SAFT-γ Mie model. The obtained interaction energies and re-
pulsive exponents for the linear carbonate group OCOO and cyclic carbonate group cyOCOO
are εOCOO−OCOO/kB = 268.51 K, λ r

OCOO−OCOO = 10.351, εcyOCOO−cyOCOO/kB = 652.18 K,
and λ r

cyOCOO−cyOCOO = 11.882, which are in a typical range. The interaction energy of OCOO
compares well to other unpolar and linear groups reported in Haslam et al. [137] such as CH3

and CO2. In contrast, the cyclic carbonate group interaction aligns with more polar groups like
COO or cyclic groups like cyCH, cyCH2 and the like.

Figure D.1: Comparison of thermodynamic properties of pure compounds calculated by the SAFT-γ Mie model with
experimental data for linear and cyclic carbonates: a) liquid density [238–240], b) vapour Pressure [241–
246] and c) enthalpy of vaporisation [241, 245, 246]. Experimental data used in the estimation of the
group-interaction parameters are represented with filled symbols, and those not used are represented with
open symbols.

In Figure D.2 the comparison of the established model to binary mixture data is presented. An
excellent agreement with an overall %AAD of 1.38% could be obtained here. Interestingly,
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no interaction between the electron-donating e sites from the OCOO group with the electron-
accepting H sites of the cyOCOO group seems to occur. This is deduced from the fact that
including these interactions does not improve the data description further. This phenomenon
can be explained by the high interaction potential (εHB

kl,ab/kB)= 1159.54 K of the electron donor
site in cyOCOO with its own electron acceptor site H. Any other interaction energy with the
electron acceptor site H cyOCOO would have to be in the same order of magnitude to obtain
any significant effect. The individual %AADs for separate experiments and mixtures can be
found in Table D.5 in Section D.2.

Figure D.2: Comparison of thermodynamic properties of binary mixtures calculated by the SAFT-γ Mie model with
experimental data of linear and cyclic carbonates: a) vapour-liquid data of EMC/DMC at 101.1 kPa
[247],b) vapour-liquid data of EC/DMC at 101.1 kPa [308], c) vapour-liquid data of EMC/DEC at 101.1
kPa [247], d) liquid density data of EC/DMC and EC/PC at 313.15 K and at 101.1 kPa [248]. Experi-
mental data used in the estimation of the group-interaction parameters are represented with filled symbols,
and those not used are represented with open symbols.

Since studying the pressure evolution during a thermal event in Li-ion batteries is the main
goal of this work gaseous species are also included in this analysis. It was decided to use CO2

and Ar for a first evaluation. CO2 is, aside CO and H2 among the most common degradation
gases that were measured after a thermal event in Li-ion batteries [234, 258, 259]. Ar on the
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other hand is typically used as an inert gas during cell assembly and, thus, is in direct contact
with liquid battery electrolytes.

Figure D.3 further contemplates the gas solubility of CO2 in linear carbonates (D.3a), cyclic
carbonates (D.3b) and a binary mixture of DMC/EC (D.3c) as well as the gas solubility of
Ar in linear carbonates (D.3d). The visual agreement between the experimental data and the
simulated one is excellent. Exceptions are the solubility of CO2 in DEC and in the binary
mixture of DMC/EC. Please note that here also, no interaction between the association sites of
cyOCOO and CO2 is observed, and this interaction can be neglected. The deviation for DEC
can be explained by the discrepancy in the pure components’ vapour pressure. However, there
is no clear explanation for the inconsistency in the DMC/EC mixture. A possible explanation
could be that the experiment was performed at 303 K which is close to the critical temperature
of CO2 with 304 K [325]. Difficulties of the SAFT EoS to simultaneously represent systems
close to and far from the critical point could therefore also be the reason for this deviation.
The overall %AAD for CO2 solubility is 16.87%. The high value contradicts the curves in
Figure D.3. The cause of this lies exclusively in the characteristics of the way the %AAD is
calculated. Using the solute as the denominator inherently leads to high relative deviations,
even for low absolute solubility values. Also the AAD values for CO2 are given in Table
D.6. The solubility of Ar in the linear carbonates DMC and DEC is satisfactory. The model,
however, is not capable to capture the endothermic dissolution enthalpy of Ar in the linear
carbonates. The average %AAD for solubility of Ar in linear carbonates is 3.63%.

The last species that has to be considered for a full battery electrolyte is the conductive salt
LiPF6. In the following, the experiments that allow for the deduction of interaction parameters
of LiPF6 are shown in Figure D.4.

All unlike interaction energies involving ion interaction have been calculated based on the
combining rule introduced in [180]. Exceptions to this are the interactions of both ions with
both carbonate groups OCOO and cyOCOO as well as CO2. These have been adjusted to
represent the experimental data of vapour pressure for DMC/LiPF6 and CO2 solubilities in
mixtures of DMC/LiPF6, EMC/LiPF6 and PC/LiPF6, as can be seen in Figure D.4 a) and d).

Experimental data for the change in the dielectric constant of DMC with increasing salt con-
centration (Figure D.4 b), and liquid density for mixtures of LiPF6 with DMC, EMC and EC
(Figure D.4 c), are predicted using the chosen parameters. With the employed model for ion
association, it is possible to represent and reproduce the given data with a %AAD over all
experiments involving the salt interaction of 2.23%. Individual %AADs for each experiment
are listed in Table D.7. For an initial estimate, using the same assumptions but performing
the calculations sequentially, this is quite remarkable. Please note that a relatively low number

210



D.1 Model accuracy

of associated ions can explain the deviation in the vapour pressure of Figure D.4 a). Con-
sidering also solvent separated ion-pairs in the ion association model could solve this in the
future. Alternative approaches to this have recently been published by Olsen et al. [201] where
the contribution of ion association on the free energy has explicitly been included in a cubic
plus association EoS. Therewith, the authors could quantitatively reproduce the change in the
dielectric constant of water for several salts.

The %AAD over all 632 evaluated experimental points, including the predicted values, is
5.10%. Hence, a valid parameter set to study pressure evolution in Li-ion batteries has suc-
cessfully been obtained.

Figure D.5 shows the percentage absolute deviations, %AD for all performed studies. Inform-
ation about the respective figure showing the original study as well as the chosen references
used for each study is indicated in the figure caption.
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Figure D.3: Comparison of thermodynamic properties of gas solubility calculated by the SAFT-γ Mie model with
experimental data for CO2 and Ar in linear and cyclic carbonates a) linear carbonates at 101.1 kPa [249],
b) cyclic carbonates and 101.1 kPa [249], c) EC/DMC mixture at 291 K and 101.1 kPa [250], d) Ar
solubility at 101.1 kPa in DMC and DEC [251] Experimental data used in the estimation of the group-
interaction parameters are represented with filled symbols, and those not used are represented with open
symbols.
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Figure D.4: Comparison of thermodynamic properties of the influence of LiPF6 calculated by the SAFT-γ Mie model
with experimental data for CO2, linear and cyclic carbonates: a) vapour pressure of DMC at 298.15 K
[252], b) dielectric constant and degree of dissociation at 298.15 K of DMC [210] and EC, c) liquid dens-
ity of DMC and EC at 298.15 K and 101.1 kPa [253], and d) CO2 solubility at 298.15 K and 101.1 kPa in
DMC, EMC and PC [254]. Experimental data used in the estimation of the group-interaction parameters
are represented with filled symbols, and those not used are represented with open symbols.
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Figure D.5: Shown are the %ADs for a) solvent composition analysis with EMC/EC 50/50 as the reference, b) the
solubility analysis calculated with CO2/DMC/EC case as reference, c) the reactivity analysis with the
no reaction case as reference, d) the composition dependent reactivity analysis with the DMC/EC 50/50
as reference, e) the liquid volume fraction including constant reaction with the 70 vol-% liquid case as
reference, f) the conductive salt analysis with the the 0 mol dm−3 LiPF6 case as reference.
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Table D.3: Association interaction parameters.

k l group k site a in group k group l site b in group l (εHB
kl,ab/kB)/K Kkl,ab/Å3

6 6 cyOCOO H cyOCOO e 1159.5 10.000

Table D.4: Percentage average absolute deviations (%AAD) of the liquid density (ρliq), vapour pressure (pvap) and
enthalpy of vaporisation (∆Hvap) for the pure species of DMC, EMC, DEC, DPC, EC, PC and BC. n
indicates the number of data points.

ρliq

n Trange / K prange / MPa AAD / kg m−3 %AAD / % Ref.

DMC 6 274.20–397.48 — 0.934 0.080 [238]
EC 5 313.15–333.15 — 3.808 0.293 [239]
PC 20 293.15–323.15 5–25 4.443 0.371 [240]

∑ 31 — — 3.662 0.304 —

pvap

n Trange / K prange / MPa AAD / Pa %AAD / % Ref.

DMC 34 274.20–397.48 — 384.9 2.105 [241, 242]
EMC 13 293.15–353.15 — 219.3 2.133 [243]
DEC 44 238.15–315.20 — 191.0 16.42 [241, 244]
DPC 31 238.15-318.20 — 27.58 15.84 [241, 244]
EC 64 320.30–449.01 — 614.6 6.711 [245, 246]
PC 34 298.40–473.15 — 4142 2.536 [245, 246]
BC 34 288.60–522.74 — 140.2 1.636 [245]

∑ 254 — — 291.92 7.420 —

∆Hvap

n Trange / K prange / MPa AAD / J mol−1 %AAD / % Ref.

DMC 16 274.20–304.10 — 138.4 0.361 [241]
DEC 37 273.10–315.20 — 599.2 1.338 [241]
DPC 23 273.90–318.20 — 24.23 0.051 [241]
EC 25 320.30–369.50 — 128.7 0.219 [245, 246]
PC 24 298.40–443.00 — 1116 1.884 [245, 246]
BC 15 288.60–343.80 — 221.2 0.356 [245]

∑ 140 — — 418.2 0.802 —

∑ 425 — — — 4.723 —
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Table D.5: Percentage average absolute deviations (%AAD) of the bubble and dew temperature liquid density (Tbub,
Tdew) as well as liquid density (ρliq) for the mixtures DMC/EMC, EMC/DEC, DMC EC, and PC/EC. n
indicates the number of data points.

Tbub

n Trange / K prange / MPa z1, range AAD / K %AAD / % Ref.

DMC/EMC 14 — 0.101 0.080–0.962 0.151 0.041 [247]
EMC/DEC 12 — 0.101 0.113–0.942 0.734 0.187 [247]
DMC/EC 11 — 0.101 0.023–0.971 1.115 0.281 [308]

∑ 37 — — — 0.627 0.161 —

Tdew

n Trange / K prange / MPa z1, range AAD / K %AAD / % Ref.

DMC/EMC 14 — 0.101 0.08–0.962 0.174 0.047 [247]
EMC/DEC 12 — 0.101 0.113–0.942 0.811 0.206 [247]
DMC/EC 11 — 0.101 0.663–0.999 1.430 0.354 [308]

∑ 37 — — — 0.754 0.191 —

ρ

n Trange / K prange / MPa z1, range AAD / kg m−3 %AAD / % Ref.

DMC/EC 14 313.15 0.101 0.000–1.000 14.38 1.234 [248]
PC/EC 12 313.15 0.101 0.000–1.000 65.72 5.264 [248]

∑ 26 — — — 38.08 3.094 —

∑ 100 — — — — 0.935 —

Table D.6: Percentage average absolute deviations (%AAD) and average absolute deviations (AAD) for the solubility
of CO2 (xCO2 ) and Ar (xAr) in the pure species DMC, EMC, DEC, EC, PC and a binary mixture of
DMC/EC. n indicates the number of data points.

xCO2

n Trange / K prange / MPa z1, range AAD mol mol−1 %AAD / % Ref.

DMC 15 280.70–353.15 0.101 — 0.0016 13.596 [249]
EMC 5 283.15–353.15 0.101 — 0.0013 10.046 [249]
DEC 9 275.00–353.15 0.101 — 0.0043 24.797 [249]
EC 5 291.15–353.15 0.101 — 0.0004 11.201 [249]
PC 20 275.00–377.15 0.101 — 0.0012 16.712 [249]
DMC/EC 5 291.00 0.101 0.204–0.804 0.0028 25.527 [250]

∑ 59 — — — 0.0018 16.868 -

xAr

n Trange / K prange / MPa z1, range AAD mol mol−1 105 %AAD / % Ref.

DMC 2 278.15–288.15 0.101 — 3.6565 5.3626 [251]
DEC 2 278.15–288.15 0.101 — 2.4471 1.9101 [251]

∑ 4 — — — 3.0518 3.6363 -

∑ 63 — — — 0.0017 16.0279 -
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Table D.7: Percentage average absolute deviations (%AAD) of the vapour pressure (pvap), dielectric constant (D),
liquid density (ρliq), and CO2 solubility of mixtures LiPF6/DMC, LiPF6/EMC, LiPF6/EC, LiPF6/PC. n
indicates the number of data points.

pvap

n Trange / K prange / MPa CLiPF6 , range / mol dm−3 AAD / Pa %AAD / % Ref.

DMC 19 298.15 0.101 0.000–2.530 13.88 0.178 [252]

∑ 19 — — — 13.88 0.178 —

D

n Trange / K prange / MPa CLiPF6 , range / mol dm−3 AAD %AAD / % Ref.

DMC 5 298.15 — 0.000–2.000 1.027 11.65 [210]

∑ 5 — — — 1.027 11.65 —

ρ

n Trange / K prange / MPa CLiPF6 , range / mol dm−3 AAD / kg m−3 %AAD / % Ref.

DMC 2 298.15 0.101 0.000–1.000 3.661 0.341 [253]
EMC 2 298.15 0.101 0.000–1.000 22.24 2.068 [253]
EC 2 298.15 0.101 0.000–1.000 44.36 3.217 [253]

∑ 6 — — — 23.42 1.875 —

xCO2

n Trange / K prange / MPa CLiPF6 , range / mol dm−3 AAD mol mol−1 %AAD / % Ref.

DMC 5 298.15 0.101 0.000–1.000 0.000137 1.054 [254]
EMC 4 298.15 0.101 0.000–1.000 0.001100 6.996 [254]
PC 5 298.15 0.101 0.000–1.000 0.000096 1.027 [254]

∑ 14 — — — 0.000397 2.742 —

∑ 44 — — — — 2.531 —
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