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A B S T R A C T

Nickel hydroxides are an important family of electrode materials in the field of batteries and electrochemical
energy storage. Two polymorphs, 𝛼-Ni(OH)2 and 𝛽-Ni(OH)2 have been identified, with intermediate structures
also reported. However, the synthesis of the 𝛽-phase precipitants that are ideal for electrochemical applications
is not trivial. The growth and morphology of the final products can widely vary with the pH. The electrochem-
ical performance of the 𝛽-phase is sensitive to its structure and morphology, which are also sensitive to the
reaction conditions. In order to better understand the initial nucleation, growth and morphological evolution
of the 𝛽-phase, we present a combined experimental and theoretical study including a multiscale phase-field
model for the evolution of the morphology of 𝛽-Ni(OH)2. Surface indices and energies for the phase-field
modeling were obtained from density functional calculations (DFT). The developed phase-field model can
reproduce the growth of 𝛽-Ni(OH)2 phase in different conditions. The model shows that the basal planes of
𝛽-Ni(OH)2 can grow in high pH but at the same time its growth is limited by other high energy prismatic
surfaces.
1. Introduction

Batteries have an important role in modern energy infrastructure
and electronic devices [1,2]. A battery consists of a cathode, anode,
and an electrolyte system. The performance of a battery is determined
by its components, one of which is the chemistry of the electrode that
controls the working voltage of a battery. With regards to the elec-
trodes, the main requirements for practical energy storage are reactive
sites accessibility, and structural stability. As electrolyte species have
to reach the reaction sites in the electrode structure, accessibility of
reactive sites controls the electrochemical response of the electrode,
as well as its charge density. Structural stability controls the cycla-
bility of the electrode in secondary batteries [3]. Achieving a good
performance requires the optimization of the synthesis condition of
the electrode [4–6]. Nickel hydroxide [Ni(OH)2] is a transition metal
hydroxide that has been used as an electrode material in batteries, and
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is also used as a precursor for the commercial production of nickel-
based lithium layered oxide cathode materials. It has been used both
in micro-structured and nanostructured systems and it has been demon-
strated that the morphological properties of nanostructured system are
superior to micro-structured electrode, as they increase the surface to
volume ratio [7,8]. Recently single nano-sheets of Ni(OH)2 has shown
the possibility of a second electron transfer reduction from (Ni+3 to
Ni+4), which means a twofold increase in theoretical charge storage
capacity of Ni(OH)2 [9].

This material has been adopted for a variety of electrical energy
storage applications, such as electrodes for nickel cadmium (NiCd) or
nickel metal hydride (NiMH) systems as well as a precursor material
for the synthesis of Ni-rich cathode materials for Li-ion batteries [10].
Ni-(oxy)hydroxides can play a role as an intercalation host or as a
redox reaction electrode. Ni(OH)2 exist frequently in two phases, 𝛼-
Ni(OH)2 and 𝛽-Ni(OH)2 [11]. 𝛼-Ni(OH)2 has higher charge capacity
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Scheme 1. Schematic illustration of theoretical and experimental studies of precursor materials.
(433 mAhg−1 vs. 289 mAhg−1) [12], while 𝛽-Ni(OH)2 is more stable
and dense structure, which is ultimately better for multi-cycle elec-
trochemical applications [13]. When adopted directly as an electrode
material, 𝛼-Ni(OH)2 provides a high theoretical charge capacity per
gram, which after a few electrochemical cycles transforms into the
more stable phase 𝛽-Ni(OH)2. The morphology of Ni(OH)2 depends
strongly on the precipitation conditions, such as pH and concentra-
tion gradients, and the obtained morphology consequently determines
the electrochemical behavior of the material [14]. For these reasons,
understanding the morphology and structural evolution of Ni(OH)2
is important. The relevant chemical reactions for the precipitation of
Ni(OH)2 and its redox reactions are given in Eqs. (1)–(4) [15,16]

Ni + nH2O ←←←←←←←←←←←←←←←←←→ [Ni(H2O)n]2+ + 2 e−, (1)
1
2
O2 + H2O + 2 e− ←←←←←←←←←←←←←←←←←→ 2OH−, (2)

[Ni(H2O)n]2+ + 2OH− ←←←←←←←←←←←←←←←←←→ Ni(OH)2 + nH2O, (3)

Ni(OH)2 + OH− ←←←←←←←←←←←←←←←←←→ NiOOH + H2O + e−. (4)

Previous experimental studies have investigated the morphologies
and structures of the nickel hydroxide [17,18], along with theoretical
efforts to determine the equilibrium shape by using DFT [19,20].
Here we extend these works with a phase-field approach, which can
model a variety of physical phenomena, ranging from solidification
processes [21] to grain growth [22] and micro-structure evolution at
the mesoscopic scale [23]. The essence of the phase-field technique is
a grand functional that incorporates all the free energies of a system
in one equation. Additional driving forces, i.e. mechanical [24], chem-
ical [25] or anisotropy formulations [26,27] can be added to model the
system. Also, the link between diffusion and interface evolution can be
simulated [28], which is used to study of nanostructure evolution. Us-
ing this approach we aim to study the dynamic nature of precipitation
and growth of 𝛽-Ni(OH)2 given an initial set of reaction conditions such
as pH and concentration gradient (see Scheme 1).

2. Methods

In addition to the experiments, simulations have been performed to
understand the growth of 𝛽-Ni(OH)2 particles during precipitation. We
first describe the experimental techniques of synthesizing and imaging
𝛽-Ni(OH)2 precursors. Thereafter the multiphase-field model and the
DFT calculations are explained in detail.

Synthesis and sample preparation Ni(OH)2 samples were pre-
pared by precipitation using a continuously stirred tank reactor (CSTR)
2

Table 1
Reaction conditions during precipitation reaction.

pH NiSO4 [mol L−1] NaOH [mol L−1]

7.3 1.0 0.5
7.8 1.0 1.2
13.1 1.0 2.8
13.2 1.0 3.0

setup (BASF SE, Ludwigshafen). Aqueous solutions of NiSO4 and NaOH
were pumped into the reactor at a rate of 15 kg/h at a controlled
temperature of 25 ◦C, reacting to form Ni(OH)2 as described in Eq. (5).
The concentration of the NaOH feed solution was varied to control
the pH of the reaction mixture, see Table 1. For this study, the pH
values were chosen to avoid the solubility minima of Ni(OH)2 from pH
8.5–12 [10]. Samples were extracted from the reaction vessel after a
residence time of 30 min.

2NaOH + 2NiSO4 ←←←←←←←←←←←←←←←←←→ Na2SO4 + Ni(OH)2. (5)

X-ray diffraction X-ray diffraction (XRD) data were collected using
a STOE Stadi-P diffractometer with a DECTRIS MYTHEN 1 K strip
detector in Debye–Scherrer geometry. The instrument uses a Cu anode
in conjunction with a monochromator which provides a wavelength
of 𝜆 = 1.5406 Å. The Debye–Scherrer equation was used to estimate
the average scattering domain size. The full width at half maximum
(FWHM) of the (0001) reflection was chosen as the input parame-
ter and a value of 1.84 was assumed for Scherrer’s constant for the
nanocrystalline layered materials [29].

Electron microscopy Transmission electron microscopy (TEM) of
samples was performed on a Themis Z (ThermoFisher Scientific)
double-corrected transmission electron microscope operated at acceler-
ation voltage of 300 kV. Lift-out samples (TEM lamella) were prepared
on a STRATA (FEI) dual-beam system equipped with a gallium ion
source. The samples were milled at 30 kV, followed by final polishing
at 2 kV to reduce the surface damage layer. Prior the milling, sam-
ple surface was protected by deposition of a carbon layer. Scanning
TEM (STEM) images were collected using a high-angle annular dark-
field (HAADF) detector. For statistical measurements of the electron
microscopy images, the ImageJ software suite was utilized.

DFT calculations The crystal structure of 𝛽-Ni(OH)2 in space group
P3m1 (No. 164) was utilized as the initial geometry. DFT calculations
were performed with the Vienna Ab-initio Simulation Package (VASP)
5.4. To correct the overdelocalization of electrons in transition metal
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oxides, the DFT+ U method was used. The Perdew–Burke–Ernzerhof
(PBE) exchange–correlation functional combined with a U-J correction
of 5.5 eV were employed. The wave functions were expanded in plane
waves with a kinetic energy cutoff of 450 eV. Projector Augmented
Wave (PAW) potentials were used to describe the interaction between
the ions and electrons. Spin polarized calculations were used for all
DFT calculations. A Gaussian smearing of 0.05 eV for the Fermi–Dirac
distribution function was used for bulk and surface calculations. Inte-
gration in the first Brillouin zone used Monkhorst–Pack grids including
3 × 3 × 1 k-points for all surfaces. Six low-index surface models of
(0001), (0110), (1010), (0111), (1120) and (1121) are created. The unit
cells are a (3 × 3) repetition, and includes slabs of five Ni-atom layers
and a minimum of 15 Å vacuum space. All the atoms in the unit cells
are allowed to move freely. Geometry optimization converged until
the maximum force on any free atoms was less than 0.05 eV/Å until
the energy differences was below 10 meV/atom. The bulk structure
of 𝛽-Ni(OH)2 is firstly relaxed resulting in lattice constants of a = b

3.1295 Å, c = 4.6227 Å, which are quite close to the experimental
alues of 3.122 Å and 4.642 Å respectively. The surface energy is
alculated through

surface =
𝐸slab − 𝑛atoms𝐸bulk

2𝐴slab
. (6)

Phase-field model The phase-field method has been used exten-
sively to understand the morphological evolution of material particles
during precipitation [30–33]. The same model can be applied for
understanding the kinetics and dynamics of precipitating particles from
a supersaturated solution. The present phase-field model is based on
the work of Nestler et al. [34] coupled with the grand-potential formu-
lation of Choudhury et al. [35]. The multiphase-field model describes
the transformation of different phases through the evolution of the
phase-field parameter 𝝓 = {𝜙1,… , 𝜙𝛼 ,… , 𝜙𝑁}, with 𝑁 scalar phase-
field variables 𝜙𝛼 ∈ [0, 1]. The phase-field variable changes smoothly
between each grain and indicates a diffuse region with a finite width.
In the case of precipitation the phase-field variable 𝜙𝛼 takes a value of
𝜙𝛼 = 0 for the liquid phase and 𝜙𝛼 = 1 for the solid precipitate. The
grand potential functional is formulated as

𝛹 (𝝓,𝛁𝝓, 𝜇) = ∫𝛺

[

𝐴cap(𝒏)
(

𝜀𝑎(𝝓,𝛁𝝓) + 1
𝜀
𝑤(𝝓)

)

+ 𝜓chem(𝝓, 𝜇)
]

d𝛺, (7)

where 𝜇 represents the diffusion potential and 𝜀 is a model parameter
correlated to the interface width. 𝜀𝑎(𝝓,𝛁𝝓) and 1

𝜀𝑤(𝝓) represent the
gradient energy density and the potential energy density, respectively
and are described in detail in [34,36]. For the current two-phase
system they write as 𝑎 = 𝛾0

|

|

|

𝜙𝛼𝛁𝜙𝛽 − 𝜙𝛽𝛁𝜙𝛼
|

|

|

2
, and 𝑤 = 16𝛾0𝜙𝛼𝜙𝛽∕𝜋2

with the interfacial energy 𝛾0. The chemical contribution to the grand
potential density 𝜓chem is given as an interpolation of the individual
grand potential densities 𝜓𝛼 as 𝜓chem(𝝓, 𝜇) =

∑𝑁
𝛼=1 𝜓

𝛼(𝜇)ℎ𝛼(𝝓) with an
interpolation polynomial ℎ𝛼(𝝓) described in [35]. The chemical part of
the grand-potential density can be written as 𝜓𝛼(𝜇) = 𝑓𝛼(𝑐𝛼(𝜇))−𝜇𝑐𝛼(𝜇)
for each phase. A parabolic expression for the free-energy densities
𝑓𝛼(𝑐𝛼(𝜇)) = 𝐴𝛼(𝑐𝛼(𝜇) − 𝑐𝛼,eq)2 is assumed, which has a minimum at
𝑐𝛼,eq, whose sharpness is defined by the parameter 𝐴𝛼 . The diffusion
potential is equally 𝜇 = d𝑓𝛼∕d𝑐𝛼 = d𝑓𝛽∕d𝑐𝛽 . Accordingly, 𝑐𝛼(𝜇) =
𝑐𝛼,eq + 𝜇∕(2𝐴𝛼) holds for any phase 𝛼. For the function 𝐴cap(𝒏), the
natural formulation [26] is used to introduce surface energy anisotropy
into the system. The vector components of the normal vector 𝒏 = ∇𝝓

‖∇𝝓‖
are only dependent on the phase-field gradient [26]. The evolution
equations for the 𝑁 phase-field variables can be written as

𝜖
𝜕𝜙𝛼
𝜕𝑡

= −𝑚(𝝓,𝛁𝝓) 𝛿𝛹 (𝝓,𝛁𝝓, 𝜇)
𝛿𝜙𝛼

− 𝛬, (8)

here 𝛬 is the Lagrange parameter to maintain the constraint
𝑁
𝛼=1 𝜙𝛼 = 1 [34]. The mobilities 𝑚(𝝓,𝛁𝝓) are expressed in the

ublications [27,37] as 𝑚(𝝓,∇𝝓) = 𝑚0𝐴kin(𝒏), where 𝑚0 is the kinetic
obility of the 𝛼-𝛽 interface, neglecting the contribution from the
3

t

anisotropy factor. The kinetic anisotropy formulation 𝐴kin(𝒏) introduces
nisotropy of interface kinetics into the system [37].

The composition evolves in a conservative manner
𝜕𝑐
𝜕𝑡

= 𝛁 ⋅ (𝑀(𝝓)𝛁𝜇) , (9)

here 𝑀(𝝓) represents the mobility of the interface, where the individ-
al mobility for every phase is interpolated as 𝑀(𝝓) =

∑𝑁
𝛼=1𝑀𝛼𝑔𝛼(𝝓).

he function 𝑔𝛼(𝝓) interpolates the mobilities but is in general not the
ame as ℎ𝛼(𝝓) [38]. The phase mobilities can be expressed as

𝛼 = 𝐷𝛼
𝜕𝑐𝛼(𝜇)
𝜕𝜇

=
𝐷𝛼
2𝐴𝛼

, (10)

here 𝐷𝛼 are the interdiffusivities in each phase 𝛼. To simplify the
mplementation of the model, the evolution of the chemical potential
s solved, which can be derived from the above equation (cf. [38,39]).
o account for the thin-interface defect called solute trapping [40,41]
n antitrapping current is incorporated into the evolution equation of
he chemical potential, which is described in detail in [38].

When the driving forces are negligible, the equilibrium shape is
overned by the minimization of interface energy. The interface energy
r shape anisotropy 𝐴cap(𝒏) from Eq. (7) can be expressed in the form
cap(𝒏) = max

𝑘
{𝒏 ⋅ 𝜼 cap

𝑘 },
(

𝑘 = 1,… , 𝑁cap
)

, (11)

he kinetic anisotropy function

kin(𝒏) =
[

1 + 𝛿
(

max
𝑘

{𝒏 ⋅ 𝜼 kin
𝑘 } − max

𝑘−1
{𝒏 ⋅ 𝜼 kin

𝑘 }
)]

⋅max
𝑘

{𝒏 ⋅ 𝜼 kin
𝑘 },

(

𝑘 = 1,… , 𝑁kin
)

(12)

s incorporated into the system to add a variable attachment kinetic,
hich depends on the crystallographic direction [27]. 𝜼 cap

𝑘 and 𝜼 kin
𝑘

epresent the set of 𝑁cap and 𝑁kin vertex vectors of the resulting surface
nisotropy shape and the kinetic anisotropy shape, respectively. Here
ax𝑘{⋅} returns the largest value for the scalar product and max𝑘−1{⋅}

he second largest value among the 𝑁cap∕kin values. For the surface
nisotropy, the vectors 𝜼 cap

𝑘 are the corners of the Wulff shape. The
arameter 𝛿 is the scalar kinetic anisotropy strength parameter, which
an adjust the growth rates prior to complete faceting [37].

The over-saturation within the solution is the driving force for
he precursor growth. It is determined by the difference between the
oncentration of nickel in the solution and the equilibrium concen-
ration of nickel 𝑐over = 𝑐∞ − 𝑐𝛽,eq. The pH value inside the CSTR
ictates the equilibrium concentration of nickel. This correlation is
escribed in [10] by Hummel and Curti. The phase-field simulations
n the present work were done with periodic boundary conditions and
he used parameters can be found in Appendix.

. Results and discussion

TEM and XRD results A set of Ni(OH)2 samples were prepared by
recipitation reaction using a CSTR. Ni(OH)2 was synthesized from the
eaction of NiSO4, as described in Table 1. The concentration of NaOH
ontrols the pH of the precipitation environment and consequently the
upersaturation of Ni in the solution. The regions above and below
he solubility minima were chosen for sample preparation. In this
tudy, the samples were extracted directly after reaching in the mixing
ozzle, before further stirring and particle growth in the mixing cham-
er. Ni(OH)2 initially precipitates as an amorphous 𝛼-phase, however
his phase is usually not considered in industrial applications as the
rdered 𝛽-phase is desired for subsequent calcination reactions. XRD
ata collected from the precipitated materials in Fig. 1 shows that
he pH of the precipitation environment clearly determines the crystal
tructure of the precipitated phase. The diffraction patterns of samples
repared at pH 7.3 and 7.8 do not show distinct reflections besides
broad reflection at 2𝜃 ≈ 10◦, which could possibly be attributed to
he turbostratic 𝛼-phase. However, in the samples prepared at pH 13.1
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Fig. 1. X-ray diffraction data collected from Ni(OH)2 samples prepared at various pH.
Table 2
Estimated particle size distribution statistics of precipitated Ni(OH)2 samples as
determined from TEM imaging and XRD (Debye–Scherrer).

pH Min. area Max. area Average area Average size
(nm2) (nm2) (nm2) (Debye–Scherrer, nm)

13.1 42.4 869.5 238.9 8.5
13.2 45.2 963.9 261.0 11.0

and 13.2, the observed reflections can be indexed to the 𝛽-Ni(OH)2
structure.

TEM imaging characterizes the morphology of the precipitated par-
ticles. The morphology of the particles clearly changes by the pH
during precipitation, as in Fig. 2. By looking at the electron diffraction
patterns, the samples prepared at lower pH in Fig. 2a,b, have more
diffuse diffraction rings compared to the well-defined rings observed
in the samples prepared at pH 13.1 and 13.2 in Fig. 2c,d. This is also
observed in the X-ray diffraction patterns presented in Fig. 1. Fig. 2e–h
show the observed morphology of the samples precipitated at various
pH. At pH 7.8, the samples appear to contain agglomerated particles
which exhibit a rod-like and elongated structure. In contrast, distinct
crystallites with clearly defined hexagonal shapes can be identified in
the samples prepared at pH 13.1 and 13.2. The particles appear to
present irregular hexagonal shapes, however this may be due to the
alignment of the flat particles relatives to the detector. An estimate
of the particle size distribution in these samples was also attempted
using statistical measurements to determine the areas of the observed
hexagonal particles, and is presented in Fig. 3. The number of particles
with larger surface area increases in the sample at higher pH. This
is also consistent with the average domain size estimated based on
the observed XRD peak broadening and Debye–Scherrer technique,
which can be compared with statistical measurements in Table 2. Both
measurements indicate that the higher pH environment promotes more
crystal growth.

Crystalline surface energies Based on the presented experimental
results in the previous section, the basal plane of Ni(OH) at high
4
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Table 3
The surface energies of the various 𝛽-Ni(OH)2 surfaces calculated with DFT
simulations.

Surface (0001) (0110) (1010) (0111) (1120) (1121)

Esurface [J m−2] 0.06 0.38 2.11 0.66 2.02 1.08

pH forms the hexagonal nano-plates morphology of the nanoparticles.
The relaxed geometries and the surface energies of the various low-
index surfaces obtained from DFT calculations are presented in Fig. 4
and Table 3. Bulk 𝛽-Ni(OH)2 has a layered crystal structure and Ni is
hexahedral-coordinated with OH groups. Table 3 shows that (0001)
surface without the breaking of Ni-O bond has the lowest surface
energies of 0.06 J m−2, which is only ten to fifty percent of other surface
energies. Except (0001) surface, the other surfaces have an insufficient
coordination of nickel, which causes an increase of the surface energy.
The results indicate that the layered structure of (0001) surface with
full coordination of nickel is thermodynamically favored over the other
studied surfaces. It should be noted that the surfaces presented here
are clean surfaces after cleavage of the bulk structure. The surfaces
except (0001) are natively positively charged and may adsorb anions
from the solution to obtain surface neutralization which, could result in
the termination of the crystal growth due to the burying of the binding
sites.

Phase-field simulations We now use the surface energies on the
relevant crystallographic surfaces to model the anisotropic shape of the
𝛽-Ni(OH)2 in the phase-field simulations. For a fixed volume the shape
that minimizes the total surface free energy is called the Wulff shape.
The corners of the Wulff shape can be calculated by using the data in
Table 3. In Fig. 5(a) we show the calculated energy plot for the surface
energy anisotropy of 𝛽-Ni(OH)2. The Wulff-shape is constructed as a
convex hull around the energy plot [42] and is pictured from different
angles in Figs. 5(b)–5(d). The Wulff shape has a hexagonal form in the
𝑎-𝑏 surface but is relatively thin in the 𝑐 direction. As expected the
results compares with the particle shapes found by the experimental
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Fig. 2. (a)–(d) Electron diffraction patterns and (e)–(h) observed morphology of Ni(OH)2 precipitated at various pH.
Fig. 3. Measured particle size distribution of Ni(OH)2 particles observed in TEM images of samples prepared at (a) pH 13.1 and (b) pH 13.2.
precipitation of 𝛽-Ni(OH)2 precursors highlighted in Fig. 2 and the
atomistic geometries in Fig. 4. The equilibrium shape predicted by the
Wulff construction is incorporated into the phase-field model and is
shown in Fig. 5.

When reproducing the equilibrium shape of a 𝛽-Ni(OH)2 precursor
with the phase-field model an additional driving force that restrains
the volume of the nucleus is added to Eq. (7). The volume preservation
term was postulated by Nestler et al. [43] and is used in the phase-field
model. While the reconstructed Wulff shape based on the presented
phase-field model is highlighted in Figs. 6(a), 6(b) and 6(c) show the
diffuse interface between the two phases in 2D and 3D respectively.
Here the phase-field variable 𝜙 = 𝜙solid is displayed where 𝜙solid = 1
stands for the solid phase, here the 𝛽-Ni(OH)2 phase, and 𝜙solid = 0 for
the solution inside the CSTR. In both views a constant diffuse interface
width can be observed. The results of the simulated Wulff shape match
both the theoretical equilibrium shape and the particle shapes extracted
by the experimental studies in Fig. 2.

In a CSTR the precursors grow through the diffusion of Ni atoms
from the over-saturated solution into the particles. We had to make
several assumptions within the phase-field model to simulate the par-
ticle growth inside a CSTR. First, the reaction of the reactants is
finalized when growth begins, i.e. the concentration of the solution is
5

determined only from the inflow into the reactor. Next, the solution
of the reaction products is well diluted while the stirring speed of the
CSTR is constant and sufficient enough to keep the solution well mixed,
i.e. the concentration is constant 𝑐∞ far away from the nucleus. Then,
the growing particles are not influenced by their neighbors and there
is no interparticle collision during co-precipitation. Additionally, the
convective contribution to the transport of ions into the particle arising
from the fluid velocity is negligible. And finally, we only analyze the
growth of 𝛽-Ni(OH)2 particles which means the phase-field calculations
start from a pre-existing nucleus that we put inside the simulation
domain.

The evolution of particle size and shape predicted by the phase-
field model can be seen at different times in Fig. 7. All simulations
were carried out in a three-dimensional system with a single spherical
nucleus of 𝛽-Ni(OH)2 in the middle of the simulation domain, see
Fig. 7(a). The transformation in shape from a spherical to a hexagonal
particle and the increase in size is attributed to the connection between
the surface anisotropy and the diffusion of Ni. Due to the surface
anisotropy, the precipitated particle develops the expected hexagonal
plate-like shape briefly after the simulation started and growth in size
with ongoing time. The evolution of the Ni-concentration gradient is
implied with isolines in Fig. 7, which it is also plotted in Fig. 8 for an
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Fig. 4. The geometries of the relaxed 𝛽-Ni(OH)2 surfaces. Gray: Nickel, Red: Oxygen, White: Hydrogen, Dark gray: Surface Nickel, Dark red: Surface Oxygen. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
improved illustration. Due to the symmetry of the 𝛽-Ni(OH)2 system
the evolution is only visualized for half of the simulation domain and
specific times along the 𝑎- and 𝑐-axis respectively. The diffusion of Ni-
atoms into the nucleus is highly visible along the 𝑎-axis. With increasing
time the concentration interface between solid and liquid is migrating
closer to the edge of the simulation domain, while the concentration
inside the liquid matrix is decreasing. Thereby the concentration close
to the particle is lower than the concentration on the domain boundary.
The same can be observed along the 𝑐-axis - the concentration at the
simulation edge decreases with advanced time but the interface shows
no movement as a result of the chosen vertex vectors 𝜂kin

𝑘 .
While the surface area in the 𝑎-𝑏 plane is increasing with time, it can

be observed that the surface area in the 𝑏-𝑐 plane is increasing too, but
the shape of the particle is only growing in the basal plane, i.e. normal
to the 𝑐-axis. The kinetic anisotropy function in Eq. (12) is responsible
for restrained growth kinetic in the 𝑐-direction. Observations in [44,45]
show, that the thickness of 𝛽-Ni(OH)2 particles is smaller than the edge
length of the hexagonal shape. Therefore the vertex vectors 𝜂kin

𝑘 were
chosen to keep the thickness of the particle thin during the simulation.
Without this kinetic adjustment all particle sides would grow with the
same rate. The effect can be observed in Fig. 8. Here the velocity
of the diffusive interface with a 𝜙-value of 0.5 is plotted in different
directions over the simulation time. It stands out, that the interface
velocity in the 𝑐-direction converges to zero after a short adaption
period, while the velocities in the 𝑎- and 𝑏-direction remain positive. It
should be noted that on closer inspection the interface velocity in the
𝑐-direction does not converge to zero but oscillate irregularly around
zero instead. This underlines the limiting effect of the kinetic anisotropy
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function in Eq. (12) on the particle growth, the expansion in the 𝑐-
direction is prohibited. In contrast to that the precursor can grow
unhindered in 𝑎-𝑏 plane. With increasing time the initially different
interface velocities in the 𝑎- and 𝑏-direction decrease and eventually
reach an equal value. With increasing particle size and decreasing
Ni concentration the evolution of the precursor needs more time and
energy to grow, thus the growth rate will slow down. The aspect ratio
between the thickness and the diameter of the precursor underlines the
result. The curve flattens over time because the interface velocity in
the 𝑐-direction is approximately zero. The adaption period between 0
and 120𝑢𝑡 of simulation time is dominated by the shape transformation
from an initial spherical particle to the expected 𝛽-Ni(OH)2 precursor
microstructure as well as relatively high interface velocities and growth
rates.

4. Conclusion

In this study we have investigated the evolution of the microstruc-
ture of Ni(OH)2 during precipitation and growth using a multi-scale
model. The calculated surface energies from DFT calculations were used
in the Wulff construction to determine the equilibrium shape of the 𝛽-
Ni(OH)2. The diffusion of Ni-ions was used as the driving force in the
phase-field calculations and the obtained morphologies corroborated
the microstructures observed in experimental data. In the phase-field
model, the corners of the Wulff shape were included in the surface en-
ergy anisotropy formulation. Using an additional volume preservation
term, the equilibrium shape of the precipitant was determined in 3D.
The experiments confirm the precipitation of the beta phase at high pH,
and DFT calculations showed the preferred growing plane of the beta
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Fig. 5. With the surface energies calculated with the DFT method and presented in Table 3 the equilibrium shape of 𝛽-Ni(OH)2 can be visualized. (a) The energy plot for the
surface energy anisotropy shows the min and max energies in the different crystallographic directions The Wulff shape is constructed as a convex hull around the energy plot.
(b–d) The Wulff shape of 𝛽-Ni(OH)2 is hexagonal in the 𝑎-𝑏 surface and thin in the 𝑏-𝑐 surface and is illustrated in different directions.
Fig. 6. Simulated Wulff shape for 𝛽-Ni(OH)2 in 3D: (a) Phase-field variable 𝜙 = 𝜙solid illustrating the 3D shape of the 𝛽-Ni(OH)2 crystal in the simulation domain; (b) 2D slice in
the 𝑥𝑦 plain through the particle center; (c) cut through the crystal’s center visualizing the diffuse interface. Here 𝜙solid = 1 marks the solid phase inside the system.
phase. By providing these inputs (static data) in our phase-field model,
the model reproduces the experimental morphology and the preferred
growth plane. The model additionally presents the dynamic behavior
of the beta phase from precipitation to growth.
7

XRD and TEM characterization of precipitated Ni(OH)2 were addi-
tionally used to understand the influence of pH on the morphology of
the growing particles. The 𝛼-Ni(OH)2 formed during precipitation at
pH values lower than 8.5, while 𝛽-phase is formed at higher pH values
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Fig. 7. Simulation of precursor growth inside a CSTR. For a better visualization of the evolution, slices at the center of the simulation domain have been cut out and are illustrated.
In the top row the 𝑎-𝑏 surface is mapped while the bottom row shows the 𝑏-𝑐 surface. The concentration gradient is marked with isolines. Due to the surface energy anisotropy
(Eq. (11)) the initial spherical nucleus transforms into a hexagonal plate which grows in size with ongoing simulation time. The driving force in the present simulation is the
diffusion of Ni+-atoms into the 𝛽-Ni(OH)2 precursor.
of 13.1 and 13.2. The 𝛼-Ni(OH)2 sample appeared to be in the form
of agglomerated particles with a rod-like and elongated structure. In
contrast, 𝛽-Ni(OH)2 particles have 2D hexagonal shapes with different
particle sizes averaging around 8–11 nm. At higher pH values, the par-
ticle sizes increase and a faster crystal growth is observed. The results
of the simulations showed that the model is capable of representing
the shape and growth of 𝛽-Ni(OH)2. With an additional anisotropy
formulation for the kinetic of different crystal surfaces, various growth
rates can be modeled. This model gives us the ability to describe and
predict the behavior of the 𝛽-Ni(OH)2 phase within the framework of
virtual material design.
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Appendix. Calibration of the time scale in the simulation

The simulation parameters used in the current study are given in
Table A.4 in a model-specific unit system. The real kinetic parameters
related to our material system are currently unknown, such as the
mobility of the interfaces and the diffusivity in the liquid. Therefore,
we decided to present the results in a dimensionless manner, that
allows one to fix the real time scale ones the material parameters are
known. An important dimensionless parameter, that defines whether
the simulation is performed in the diffusion-limiting or interface-kinetic
limiting regime is the quantity

�̃� ≡
𝐷liquid

2𝑚𝐴liquid𝛥𝑐2𝑅0
, (A.1)

where 𝐷liquid is the diffusivity in the liquid, 𝐴liquid is the immiscibility
in the liquid, 𝑚 is the mobility of the interface, 𝛥𝑐 ≡ 𝑐 −𝑐 =
solid,eq liquid,eq
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Fig. 8. Analysis of (a–b) interface velocity, (c) aspect ratio evolution and (d) concentration gradient of the simulated crystal growth. Here the aspect ratio is defined as the particle
diameter per thickness. Due to the symmetry of 𝛽-Ni(OH)2 the concentration gradients are shown merely for the half simulation domain.
Table A.4
Simulation parameters used in the current study. 𝑢𝑡 is the unit of time, 𝑢𝐸 the unit of energy and 𝑢𝑙 the unit of length in the simulation. The
grid spacing is 𝛥𝑥 = 0.5𝑢𝑙 and the timestep 𝛥𝑡 = 0.001𝑢𝑡. As an initial condition, 𝑐∞ is used in the liquid phase for the composition field and in
the solid the equilibrium composition is set.
𝐷solid/𝐷liquid 𝜖 𝑚0 𝛾0 𝐴solid∕𝐴liquid 𝑐solid,eq/𝑐liquid,eq 𝑐∞ 𝑅0 𝛿

0.0/10.0 𝑢2𝑙 ∕𝑢𝑡 3 𝑢𝑙 1∕3 𝑢4𝑙 ∕(𝑢𝐸𝑢𝑡) 1 𝑢𝐸∕𝑢2𝑙 2.0/0.5 𝑢𝐸∕𝑢3𝑙 0.9/0.1 0.3 20𝑢𝑙 1
0.8 is the composition difference of solid and liquid at the interface and
𝑅0 is the initial radius of the particle. The diffusion controlled regime
belongs to �̃� ≪ 1, and the interface-kinetics (mobility) controlled
regime belongs to �̃� ≫ 1. Since the mobility varies spatially due to
our anisotropic treatment, firstly the value of �̃� is determined using
the mobility prefactor 𝑚0:

�̃�0 ≡
𝐷liquid

2𝑚0𝐴liquid𝛥𝑐2𝑅0
≈ 2.34 , (A.2)

which shows that we are in an intermediate regime, where both the
diffusivity and mobility interplay. Analyzing the two different type of
facets that form, we may more precisely define two constants in either
direction:

�̃�{011̄0} ≡
𝐷liquid

2𝑚{011̄0}𝐴liquid𝛥𝑐2𝑅0
=

�̃�0
0.38

≈ 6.17 (A.3)

�̃�{0001} ≡
𝐷liquid

2𝑚{0001}𝐴liquid𝛥𝑐2𝑅0
=

�̃�0
0.00635

≈ 369 , (A.4)

which already shows, as wished, that the evolution of the slow facet
is completely interface-kinetics controlled. The faster facet also mostly
9

operates in the mobility controlled regime, but might show a slight cou-
pling to the diffusion in the liquid. We therefore opt for the timescale
𝑡𝑚 in the mobility controlled regime which is expressed as

𝑡𝑚 ≡
𝑅0

4𝑚0𝐴liquid𝛥𝑐
(

𝑐∞ − 𝑐liquid, eq
) ≈ 187.5𝑢𝑡 , (A.5)

where 𝑢𝑡 is the unit time in the simulation. This timescale is used
as the dimensionless simulation time. Therefore, the following non-
dimensional time

𝑡 ≡ 𝑡
𝑡𝑚

(A.6)

and dimensionless interface velocity

�̃� ≡
𝑣𝑡𝑚
𝑅0

(A.7)

are defined. The dimensionless coordinates are written as

�̃� ≡ 𝑥
𝑅0

(A.8)

�̃� ≡ 𝑦
. (A.9)
𝑅0
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