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Figure 1: Fit2Ear leverages the TrueDepth camera of iPhones to capture depth scans from different angles of the ears that are
fused to generate personalized earplugs.

ABSTRACT
Earphones, due to their deep integration into daily life, have been
developed for unobtrusive and ubiquitous health monitoring. How-
ever, these advanced algorithms greatly rely on the high quality
sensing data. However, the data collected with universal earplugs
could potentially generate undesirable noise, such as vibrations
or even falling off. As a result, the algorithms may exhibit limited
performance. In this regard, we build a dataset containing RGBD
and IMU data captured by a smartphone. To provide a precise and
solid ground truth, we employ additional control information from
a robotic arm that holds the smartphone scanning ears along a pre-
defined trajectory. With this dataset, we propose a tightly coupled
information fusion algorithm for the ground truth ear modeling.
Finally, we fabricate the earplugs and conduct an end-to-end evalu-
ation of the wearability of the modeled earplugs in a user study.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting; • Hardware→ Sensor devices and platforms.
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1 INTRODUCTION
Earphones today are already pervasive as they can offer private
audio spaces. Recently, there is a trend of equipping them with
advanced sensing capabilities [20], such as inertial measurement
units (IMU) for activity recognition [13] or Electroencephalogra-
phy (EEG) for monitoring brain activity [2].

However, the unique characteristics of the human ear make
it challenging to develop one-size-fits-all earables that are both
comfortable and adaptable. This becomes particularly significant
when the measurement should be taken in an unobtrusive man-
ner (e.g., during sleeping [22]). Also, poorly fitting earables can
produce sensing noise or even fall out, which may significantly
impact the performance of health monitoring functions based on
fine and stable measurements [23]. Moreover, some signal based
on ear pressure [21] necessitates the tight sealing of the ear canal.
Consequently, a process that allows easy fitting of earables to im-
prove data quality and wearer comfort is desirable. As by-product,
measuring the ear shape of a user can also be leveraged to improve
audio rendering quality [34].

Generally, modeling personalized earplugs is a costly and time-
consuming process. A traditional way to obtain the personalized
earplugs is to take a mold of the ear at the physician, but they
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necessitate additional appointments. Alternatively, modern devices
such as Artec® can generate a virtual scan of the ear canal, but are
costly. Either way, it is unlikely that users will go to a specialized
store and spend large amounts of money for personal-fit earplugs.

Therefore, our vision is to leverage the depth-scanning capabili-
ties of smartphone cameras to model users’ ears for personalized
earplugs. The main challenge is developing an algorithm that can
build high precision models under noisy depth scans. Working
towards this goal, the main contributions of this work are:

• A dataset1 comprising 96 ear scans, collected from 24 ears
of 12 users. The scans were obtained according to two prin-
ciples: freehand scanning by the user themselves, and struc-
tured scanning by a robotic arm to provide ground truth
information. For each principle, scans were conducted both
with and without a supplementary feature card to facilitate
point cloud registration.

• We propose a pose graph optimization-based modeling al-
gorithm which effectively fuses point clouds, IMUs, and the
joint angles of the robotic arm. In this way, we provide solid
ground truths for the ear models. The effectiveness of the
algorithm is then validated with a user study.

We envision that our dataset will help to create algorithms that
can be used for modeling highly precise human ears. Meanwhile,
as deep learning based 3D reconstruction [10, 26] is growing fast,
this dataset may also contribute as a training resource of this field.
Moreover, for a more advanced scientific direction, i.e., the genera-
tive AI models [5, 16], this dataset also serves to complement the
development of generative models for 3D object generation.

2 DATA ACQUISITION PIPELINE
This section introduces the background of the data required for 3D
modeling that is captured by general smartphones. Subsequently,
based on the required data, we establish the infrastructure employed
to capture the dataset. Lastly, we describe the process of capturing
the Fit2Ear dataset. The hardware consists of an iPhone X to capture
RGBD and inertial information. In addition, we employed a robotic
arm to hold and move the iPhone along a designed trajectory. The
trajectory of the robotic arm serves as the ground truth of this
dataset. In terms of software, we programmed an application for
the iPhone to capture and transmit data, and built a server to control
the hardware and process the data stream.

2.1 Data for Ear Modeling
The essential task of 3D reconstruction involves determining the
coordinates of the target entities, specifically the point cloud of the
entities’ surface, within the world coordinate system. The point
cloud is denoted by 𝑃W ∈ R3×𝑁 , consisting of 𝑁 points with 3
coordinates (𝑥 , 𝑦, 𝑧) for each point. This process encompasses 3
primary stages:

1. Obtain a point cloud representing a fragment of the object
surface in the device coordinate system. This point cloud is
denoted by 𝑃D

𝑘
∈ R3×𝑁 ;

1The dataset can be found at https://github.com/OpenEarable/Fit2Ear.

2. Capture point clouds from multiple perspectives by moving
the device (with respect to the world coordinate system),
denoted by 𝑃D

𝑘
, 𝑘 = 1, 2, · · · ;

3. Estimate the device poses in the world coordinate system at
each capture, denoted by the transfer matrices 𝑇𝑘 ∈ SE(3).
Afterwards, point cloud 𝑃D

𝑘
from the device coordinate sys-

tem to the world coordinate system through 𝑃W
𝑘

= 𝑇𝑘 · 𝑃D
𝑘
.

For the first point, there are several viable solutions for smart-
phones: (a) through dual cameras [31] or structured light [3], tri-
angulation principle can be used to estimate the object’s depth, (b)
through LiDAR, the depth can be calculated based on time-of-flight
(ToF) principle [11], and (c) in 6-generation (6G) communication
technology, the electromagnetic waves can be directly used as a
radar to model surrounding objects, known as integrated sensing
and communication (ISAC) [17]. Among these, option (a) is most
commonly supported by smartphone hardware. Many manufactur-
ers have provided APIs that allow direct access to RGB data with
corresponding pixel depth information. With these data, as well as
the camera intrinsic matrix, we are able to convert a RGBD image
into a point cloud. Therefore, we employ option (a) as the primary
data acquisition method.

Regarding the second point, given that the purpose of the Fit2Ear
dataset is to facilitate the establishment of customized 3D ear mod-
els through convenience scanning, users will be instructed to hold
the phone with freehand, and scan around their ears, more details
are described in Section 2.3.

The third point addresses the primary challenge for high preci-
sion 3D modeling, which involves accurately estimating the pose
𝑇𝑘 of the device within the world coordinate system at each time
step 𝑘 . Through precise pose estimation, we can then effectively
fuse multiple point cloud fragments to form a complete 3D model.
A naive estimation approach is to conduct point clouds registra-
tion between consecutive frames using, e.g., iterative closest point
(ICP) [33] or feature point-based methods [14, 24, 25]. However,
due to inherent measurement uncertainties, estimating the pose
using only point cloud data will inevitably introduce errors. To
mitigate these errors, we incorporate an additional information
source: the inertial measurement unit (IMU) data. By integration
of the IMU data, we are able to provide another estimation of the
device pose. Afterwards, by fusing both information, we will be
able to further reduce the errors in pose estimation. In addition,
to provide a solid ground truth of the device pose 𝑇𝑘 , we employ
a robotic arm to hold the smartphone moving along a designed
trajectory for ear scanning. In this way, we can provide a precise
estimation of the device pose during scanning. More details can be
found in Section 4.

2.2 Infrastructure
Based on the background on 3D modeling, we designed and built
our software and hardware infrastructure for data acquisition.

Smartphone. We applied an iPhone X with its TrueDepth Cam-
era2 and the IMU3 to capture the data. Specifically, the TrueDepth
Camera captures RGBD data, timestamps, and the camera intrinsic
2https://developer.apple.com/documentation/avfoundation/cameras_and_media_
capture/streaming_depth_data_from_the_truedepth_camera.
3https://developer.apple.com/documentation/coremotion.
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trajectory

trajectory

freehand scanning robotic arm scanning

Figure 2: Two scanning principles during data collection.
Left: freehand scanning that emulates the real case data cap-
ture. The users hold the smartphone andmove it around the
ear. Right: robotic arm scanning that facilitates the ground
truth. The robotic arm holds the phone and robustly moves
along a defined trajectory centered around the ear. The
user’s head is fixed by a chin rest.

matrices. To enable the collection and transfer of these data, we pro-
grammed an iOS app and sent to the server via SocketIO. Notably,
although we employed iPhone in our setup, other smartphones
usually provide similar functionalities as well4.

Robotic arm. As mentioned before, in addition to free hand scan-
ning, we also use Niryo® Ned to hold the iPhone moving along
a circular-shaped trajectory centered on the ear. This setup aims
to provide a solid ground truth for 3D modeling (see Section 4).
Because the robotic arm can not only grasp the smartphone and
precisely move it along a predefined trajectory for high quality
scanning, but also provide precise pose information of the iPhone.
Moreover, to account for any deviations of the actual trajectory
from the predefined one, the joint angles of the robotic arm are
recorded at each time step, allowing for the determination of the
actual trajectory of the smartphone movement through the forward
kinematics of the robotic arm.

Web application and server. For communication and handling
all data, we implemented a simple web app which connects to the
smartphone and robotic arm via a node.jsweb server running locally
on a laptop. We use the web app to start and stop data recording
and configure high level information like participant data.

Artificial features. To improve the robustness of the modeling
algorithm, we printed a feature card — a flat surface with different
colors and an ear-shaped hollow in the middle — which provides
additional color and geometric information and prevents hair from
obscuring the ear, as shown in Figure 1. This feature card is utilized
not only for robotic-based scanning to obtain ground truth data,
but also for freehand scans. We believe such color-printed papers
are easily acquired with a standard printer which is commonly
available. Nevertheless, we provide scans both with and without
this feature card in our dataset.

4https://developer.android.com/reference/android/graphics/ImageFormat#
DEPTH16.

Table 1: Collected data. (FC=feature card, JA=joint angle)

Folder Name Side Capture FC RGB-D IMU JA
{label}_L_R_F Left Robotic arm ✓ ✓ ✓ ✓

{label}_L_R Left Robotic arm ✓ ✓ ✓

{label}_L_H_F Left Free hand ✓ ✓ ✓

{label}_L_H Left Free hand ✓ ✓

{label}_R_R_F Right Robotic arm ✓ ✓ ✓ ✓

{label}_R_R Right Robotic arm ✓ ✓ ✓

{label}_R_H_F Right Free hand ✓ ✓ ✓

{label}_R_H Right Free hand ✓ ✓

2.3 Scanning Principle
As previously mentioned, the scanning of this dataset adhered to
two principles which each have their own purpose: freehand scan-
ning (which intends to simplify ear modeling using a smartphone),
and robotic arm scanning (which aims to generate highly precise
ground truth models).

Freehand scanning. As shown in Figure 2 (left), the users are
asked to hold the smartphone without any external help. They
point the camera at their ear and rotate their arm to scan the ear
from front to back. This data should serve as the target for future
algorithmic research in ear modeling, as it emulates the quality
of data from actual scenarios, where the users capture their ear
information from a smartphone by their own.

Robotic arm scanning. We set up a chin-rest for the users to
place their heads on and keep them still, see Figure 2 (right). After-
wards, the robotic arm is activated, moving the smartphone along
a prescribed trajectory to capture RGBD and IMU information. To
account for any deviations of the actual trajectory from the prede-
fined one, the joint angles of the robotic arm are recorded at each
time step, allowing for the determination of the actual trajectory of
the smartphone movement through the forward kinematic of the
robotic arm.

3 DATASET
In our dataset, we collected information from 12 subjects. For each
subject, we collected data 8 times, namely: the left & right ear,
capturing with robotic arm & free hand, and with & without feature
card, i.e., there are 96 recordings in total in the dataset. Each data
is saved in a folder named according to a pseudonym label of the
subject, see Table 1, and each data lasts for around 10 seconds.

RGBD. In RGBD data, the RGB part is stored as standard jpeg
images, while depth and intrinsic matrices are encoded as raw
float32 byte array, and we provide a Python script to load them.
Additionally, there is a file that contains the timestamps in int64
format. All data are collected at 10Hz.

IMU. The whole IMU data is stored in IMU.data files, including
multiple rows and 17 columns. The first column refers to int64
timestamps. Subsequently, the next 9 columns represent 9-axis IMU
data, i.e., acceleration (including gravity), angular velocity, and
magnetic strength in 𝑥 ,𝑦, and 𝑧 directions. The remaining 7 columns
are redundant to the 9-axis IMU data, which denote the quaternion
(4 columns) for device pose, and acceleration (3 columns, without
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gravity). The last 7 columns are directly read from CoreMotion API,
developed by Apple. The sampling frequency is 100Hz.

Joint angles. Joint angles of the robotic arm are saved in joints.txt
as strings and can be seen as a matrix with 7 columns: the first
column contains the timestamps and the remaining 6 the joint
angles. The sampling rate is 10Hz.

Table 2: Description of data. (IM=intrinsic matrix, TS=time
stamp, JA=joint angle)

Information Filename Data Type Frequency

RGB-D

RGB image_{𝑛}.jpeg jpeg

10HzDepth depth_{𝑛}.data float32
IM intrinsic_{𝑛}.data float32
TS time_{𝑛}.data int64

IMU IMU IMU.data double 100HzTS int64

JA JA joints.txt string 10HzTS

Table 2 summarizes the detailed information of the dataset. In ad-
dition to the raw data, we initially converted each RGBD frame into
the corresponding point cloud with respect to the device coordinate
system using the corresponding camera intrinsic matrices.

4 GROUND TRUTH MODELS
Building a high quality 3D model relies on calculating the pre-
cise pose of each point cloud in the world coordinate system. In
this section, we briefly review the algorithms for directional state
estimation and propose our approach.

4.1 Background
To build a 3D model from a series of point clouds, it is essential to
estimate the poses 𝑇𝑘 to transform the point cloud from the device
coordinate system into the world coordinate system, i.e.,

𝑃W
𝑘

= 𝑇𝑘 · 𝑃𝑘 .

Due to the sensing uncertainty, the estimated pose 𝑇𝑘 generally
differs from the true value 𝑇𝑘 , denoted by

𝑇𝑘 = Δ𝑘 ·𝑇𝑘 ,

where Δ𝑘 ∈ SE(3) depicts the residual (error) of the estimation.
Moreover, in practice,𝑇𝑘 is usually estimated iteratively in between
consecutive measurements, i.e.,

𝑇𝑘 =

𝑘−1∏
𝑖=0

𝑇𝑖,𝑖+1 ·𝑇0 =
(
𝑘−1∏
𝑖=0

Δ𝑖,𝑖+1 ·𝑇𝑖,𝑖+1

)
·𝑇0, (1)

where 𝑖 , 𝑘 denote timestamps, 𝑇𝑖, 𝑗 ∈ SE(3) represents the transfer
matrix from the 𝑖-th frame to the 𝑗-th, which is estimated through
the measurement from a certain device, e.g., the registration of
point clouds.

For high-precision 3Dmodeling, reducing estimation residualΔ𝑖, 𝑗
is critical. Therefore, multi-modal sensing systems [6, 28] are usu-
ally employed to minimize the sensing error Δ𝑖, 𝑗 . Mathematically,

the estimation error between two frames is expressed by

𝑇𝑗 = 𝑇𝑖, 𝑗 ·𝑇𝑖
⇒ Δ𝑑𝑖,𝑗 ·𝑇𝑗 = Δ𝑑𝑖,𝑗 ·𝑇𝑖, 𝑗︸    ︷︷    ︸

=𝑇𝑑
𝑖,𝑗

·𝑇𝑖 = 𝑇𝑑𝑖,𝑗 ·𝑇𝑖 ,

where, 𝑑 ∈ 𝐷 refers to data from different devices and Δ𝑑
𝑖,𝑗

denotes
the estimation residual from the information provided by the device
𝑑 . Consequently, residual from device 𝑑 is given by

Δ𝑑𝑖,𝑗 = 𝑇
𝑑
𝑖,𝑗 ·𝑇𝑖 ·𝑇

−1
𝑖 .

With this expression, the fusion of different information source is
implemented through

min
𝑇𝑖 ,𝑇𝑗

∑
𝑑∈𝐷

1
𝜎𝑑




Δ𝑑𝑖,𝑗 


 = ∑
𝑑∈𝐷

1
𝜎𝑑




𝑇𝑑𝑖,𝑗 ·𝑇𝑖 ·𝑇−1
𝑗




 .
Here, 𝜎𝑑 denotes the sensing uncertainty of the device 𝑑 , which is
an inherent factor of the device.

This optimization problem for pose estimation can also be simply
described by a pose graph [4], as exemplified in the second block
in Figure 1. There, the nodes indicate optimization variables 𝑇𝑖 ,
while the edges between two nodes indicate the estimation residual,
e.g., ∥𝑇𝑑

𝑖,𝑗
· 𝑇𝑖 · 𝑇−1

𝑗
∥, and different colors means different devices,

i.e., 𝑇𝑑
𝑖,𝑗
. Consequently, the overall optimization problem can be

seen as the weighted sum of the residuals on all edges. As the
effectiveness of pose graph optimization has been validated by
many state-of-the-art works [18, 19, 30], we utilize and adapt this
method to build the ground truth models for the Fit2Ear dataset.

Another problem posed in Equation (1) is that, the error will
accumulate over time. To address this issue, we introduce a robotic
arm to provide pose estimation with time-invariant errors. Specifi-
cally, since the joint angles of the robotic arm (and thus the pose of
the device) is measured independently at each time step, the error
does not propagate over time, therefore, it can provide a stable
reference for the pose estimation for ground truth.

4.2 Proposed Method
To leverage the time-invariant measurement of a robotic arm into
the pose estimation, we utilize and adapt the state-of-the-art pose
graph. The proposed method allows for a tightly-coupling [12]
of RGBD, IMU, and robotic arm pose. The 2nd block in Figure 1
represents our graph: Each node corresponds to a posematrix𝑇𝑖 , the
gray edges between adjacent nodes represent the pre-integration
of the IMU [9]. The green edges indicate residuals from RGBD
data, which are derived from point cloud registration based on
feature point-based method, namely fast point feature histogram
(FPFH) [25]. The red edges represent residuals from robotic arm
poses, calculated by the joint angles with the forward kinematics
of the robotic geometric.

Notably, this algorithm splits the nodes into multiple groups and
performs a full smoothing [9] (i.e., fully connected) point cloud reg-
istration within each group. The advantage of this approach is that:
full smoothing ensures high modeling precision, while the grouping
prevents registration failures between point clouds with significant
difference. Further, on a larger time scale, i.e., across groups, we use
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Figure 3: Left: medical earplugs (denoted in pink), our
Fit2Ear earplug (denoted in green), and one-fit-all AirPods
(denoted in blue). Right: result of the Likert scale question-
naire, points denote median values and bars denote IQR val-
ues. Higher scores refer to more positive evaluation.

the pose information of the robotic arm as the primary. This lever-
ages the advantage that the measurement uncertainty of the robotic
joint angles does not accumulate over time, enhancing robustness
over large time scales.

Although the optimization variables 𝑇𝑖 , 𝑖 = 1, 2, · · · , 𝐾 are rep-
resented as matrices in SE(3) group, they essentially possess only
6 degrees of freedom, including 3 rotational and 3 translational
values. Consequently, the elements in the matrices can not be inde-
pendently updated during the optimization process, as the update
can not ensure that 𝑇𝑖 remains on the SE(3) manifold. To address
this issue, we first convert𝑇𝑖 into its corresponding Lie algebra [27]
for optimization with Sophus5. Lie algebra represents the SE(3)
transfer matrices directly with 6 variables. In other word, it can
transform the optimization problems into an unconstrained one,
while guarantees the problem to be solved on the SE(3) manifold.
Then, we are allowed to do unconstrained optimization to minimize
the ℓ2 norm of Δ𝑖, 𝑗 directly in Lie algebra domain using Ceres [1].
With this approach, we can effectively perform the optimization
and subsequently convert it back to the SE(3) matrices.

4.3 Post-Processing
After calculating the optimal pose of each point cloud fragment
and converting them from device coordinate system into the world
coordinate system, an (optional) post-processing stage is performed.
This stage converts the point cloud-based 3D models into physical
entities, as illustrated in the 3rd to the 6th blocks of Figure 1.

Specifically, we first remove the invalid points (like human face
or background) withMeshLab6 and convert the point clouds to solid
bodies followed by a surface smoothing operation in MeshMixer7.
Afterwards, we 3D print the molds, cast them in silicone, and finally
excised extraneous materials.

5https://pypi.org/project/sophus.
6https://www.meshlab.net.
7https://meshmixer.com.

5 FEASIBILITY TEST
To provide an end-to-end validation of the ground truth, we conduct
a user study to test the wearability of the earplugs captured from the
smartphone. Specifically, we modeled the ears with the feature card
and all sensor modalities, i.e., both RGBD, IMU, and joint angles.
Then, we randomly selected 6 ear models for subsequent post-
processing. Subsequently, we invited the respective participants to a
professional facility to createmedical earplugs (Figure 3). Finally, we
invited them to wear the medical earplugs, Fit2Ear earplugs (ours),
and AirPods (a one-fit-all solution). We asked them to wear the
earplugs for 15 minutes while doing everyday tasks and activities
such as reading, using their smartphones, walking, jogging, and
other spontaneous behaviors. Afterwards, we ask them to rate the
following items on a 7-point Likert scale [15], ranging from Strongly
Disagree to Strongly Agree:

∗Q1: I feel comfortable during earplug modeling.
∗Q2: It takes a short waiting time to obtain this earplug.
Q3: The earplug fits me well.
Q4: It is easy to put on the earplug.
Q5: I feel comfortable wearing the earplug.
Q6: Iwasn’tworried about the earplug falling out while wearing.

∗ Questions do not apply to AirPods.

Here, the first two questions aim to investigate the modeling
stage of the earplugs, while the remaining questions survey the
wearability of the earplugs. The wearability encompasses not only
the process of putting the earplugs on, but also their comfort while
worn and the stability of the earplugs during both static and dy-
namic activities. Q6 is designed in a negative expression, because
we want to keep the identical metric of the Likert scale, i.e., the
evaluation would become more positive if the score is higher. We
report the results (median and IQR values) of the questionnaire in
Figure 3.

It can be seen, in terms of the ease of acquisition, Fit2Ear earplugs
surpass medical earplugs, as the latter necessitate complete filling
and blocking of the ear concha and the outer ear canal during the
modeling, which is quite invasive and uncomfortable.

Regarding the wearability, although Fit2Ear earplugs do not fit
as precisely as medical earplugs (Q3) and exhibits slightly lower
stability during usage (Q6), they are significantly simpler to wear
(Q4) and more comfortable during usage (Q5). We speculate that,
this is because medical earplugs focus excessively on the fine struc-
ture of the ears, thus overlooking their wearability. By comparing
Fit2Ear earplugs to commercially available AirPods, it is evident
that although AirPods achieved similar ratings to Fit2Ear in terms
of ease of wear (Q3) and comfort (Q4), users are more concerned
about AirPods falling out in some activities (Q6). This is due to
the disregard of AirPods on the fine structure of the ear concha
and canal, which reduces their unobtrusiveness, wearability, and
stability.

In terms of the modeling stage, since the post-processing of
Fit2Ear is less mature and takes multiple steps, it takes longer
waiting time for the earplug fabrication than medical earplugs.
However, this issue might be addressed in the future through, e.g.,
calculating the negative model (i.e., earplugs) in the software level
and 3D printing them directly with materials like silicone.
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6 CONCLUSION AND OUTLOOK
This study focuses on the wearability of the earplugs and the signal
quality captured on the human ear. To improve these aspects, this
work first presents a dataset comprising RGBD, IMU, and robotic
arm pose data (as ground truth), supportive for high-precision
human ear modeling. With this dataset, we then propose a tightly-
coupled algorithm for achieving high-precision modeling. This
algorithm enables to effectively reconstruct the 3D ear models of the
subjects. To evaluate the captured dataset and proposed algorithm,
we conduct a user study to validate its effectiveness.

In the future, the collected dataset can not only facilitate research
on personalized earables through smartphones, but it also con-
tributes to numerous utilities. Apart from the aforementioned deep
learning-based 3D reconstruction and generative models for 3D
objects. In ear-based research, such as authentication [29], recogni-
tion [8], or identification [32], our dataset can provide multi-modal
data. In terms of sensor fusion tasks [7], this dataset may also serve
as a benchmark. We hope more researchers can utilize our dataset
and explore further exciting applications.
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