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Abstract
The global market is influenced by multiple factors such as market trends, cultural dynamics, and geopolitical uncertainties. 
In this context service providers often face volatile demand patterns leading to sub-optimal capacity utilization. This 
approach presents an incentive system to smooth out fluctuations in demand and to enhance service provider efficiency. 
This system computes optimal service prices based on projected capacity utilization. By including insights from past 
orders and demand forecasts, the algorithm facilitates proactive price adjustments to adapt to changing market dynamics. 
To implement this system effectively, seamless integration within the service provider’s digital infrastructure is essential. 
This involves establishing standardized Asset Administration Shells to enable the exchange of critical information and the 
execution of process-related services. This ensures interoperability with existing components, fostering a cohesive operational 
environment. The approach is validated within the infrastructure of a medium-sized service provider and demonstrates its 
potential for wider industry adoption. By leveraging dynamic pricing mechanisms and digital infrastructure, the proposed 
incentive system offers a systematic solution to address demand volatility, thereby enhancing operational efficiency and 
competitiveness in the dynamic market landscape.
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1 Introduction

The global marketplace is subject to a multitude of influ-
ences, encompassing shifts in market trends, cultural dynam-
ics, and uncertainties stemming from the legal and political 
landscape. These multifarious factors engender irregular 
demand patterns for service providers [1]. The repercussions 
of demand fluctuations on the operational efficiency of these 
providers are profound, yielding to sub-optimal resource uti-
lization. This leads to increased costs [2], while delivery 
delays can result in penalties [3]. Shift, material require-
ments, and production process planning become increasingly 
complex due to large fluctuations in customer demand [4]. 
Service-oriented enterprises, unlike manufacturing firms, 
typically avoid maintaining inventories of finished goods 
due to the nature of their often non-storable products or ser-
vices, with a focus on providing customized goods through 

a make-to-order approach or delivering services directly 
to the customer. Therefore, fluctuations in demand have 
an even more significant impact on capacity utilization for 
service providers [5]. For effective capacity improvement, 
companies must assess their maximum capacity and cur-
rent planned utilization [6]. Consequently, service providers 
aspire to establish consistent demand profiles that facilitate 
optimal capacity utilization across their value chain. One 
strategic avenue to achieve this entails incentivizing custom-
ers to adapt their delivery schedules, thereby harmonizing 
demand with available capacity [7]. This approach holds 
particular promise for small and medium-sized enterprises 
(SMEs), which often grapple with more capacity limita-
tions. Previous business processes between most SMEs, their 
suppliers, and customers were largely manual. Instead of 
integration and transparency, technical isolation and closed-
mindedness prevailed. These circumstances often led to an 
unbalanced and unclear order situation, which in turn led 
to periods of overuse as well as periods of inefficient use of 
resources within the company.

To this end, a resistant and efficient framework is needed 
to facilitate the orchestration of these incentives and the 
alignment of customer demand with the prevailing capacity 
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landscape. This paper addresses these challenges, by pro-
posing a comprehensive system that integrates an incen-
tive mechanism, capacity planning, and forecasting, which 
is connected by Asset Administration Shells (AAS) for a 
SME (cf. Fig. 1). The use of AAS provides a standardized 
framework for efficient data exchange [8].

The stated goal is to develop a tool that helps SMEs 
(Service Providers) to achieve a balanced order situation. 
The approach aims to optimize capacity utilization, 
strengthen operations, and improve customer loyalty while 
promoting sustainable resource use and technological 
innovation. To this end, forecasts (Forecast/Prognosis) 
are made for future customer orders, an incentive system 
for pricing is implemented, and a customer platform 
(Platform) is realized via which relevant information is 
shared with customers (Network Partner). The service 
provider and the customers form a production network in 
this context. AAS are used in the background to enable 
the exchange of information. The integration of potential 
digital services into process flows can be realized using 
new technologies. Existing assets, such as IT systems 
(Enterprise Resource Planning (ERP), Manufacturing 
Execution System (MES), Advances Planning System 
(APS), etc.) machines, and product data, need to be 
connected to enable such services. The proposed 
production system will offer customers reduced prices 
for the service provider’s products when the predefined 
capacity is not fully utilized, compared to periods of full 
capacity utilization. For this purpose, an algorithm is 
implemented that takes the customer’s order data (Order) 
as input data from the platform. In addition, the platform 
reminds the customer of their service and gives back an 

offer at the end. Via an interface to a capacity planning tool 
(APS), the algorithm receives the capacities in the period 
around the preferred date. Based on the order information 
and the capacities, the appropriate prices are calculated for 
the desired period. To ensure seamless integration within 
the company’s structure, the process will be integrated 
and information will be shared with other systems. The 
AAS plays a crucial role in providing essential information 
related to the incentive system and capacity management.

In pursuit of the objective of developing a robust 
forecasting system, an incentive mechanism designed to 
harmonize customer demand, and the establishment of 
a customer platform, coupled with seamless integration 
into the organizational structure via the employment of 
AAS, necessitates a comprehensive exploration of various 
methodological approaches. To systematically address 
these multifaceted objectives, the structure of this paper is 
partitioned into four distinct sections. Section 2 discusses 
relevant related work. Each of these facets is subjected to 
evaluation, where diverse methodologies and strategies are 
assessed against pre-established criteria. This results in a 
research gap, which will be closed with the own approach 
in Sect. 3. In Sect. 4 the system is subjected to examination 
and validation. To exemplify the practical applicability of 
the developed system, a specific SME is selected as a case 
study. Section 5 concludes with a summary and an outlook 
for further research.

Fig. 1  Approach to smooth out fluctuations in demand by using an incentive system, forecast tool, capacity planning and AAS
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2  Related work

This examination will be structured into four segments, 
each delving into a fundamental component of the 
proposed system: the Incentive System (Sect.  2.1), 
Capacity Planning (Sect.  2.2), Order Forecast (Sect.  2.3), 
and AAS (Sect. 2.4).

2.1  Incentive system

The following section evaluates different approaches 
that implement an incentive system. Each approach is 
evaluated in terms of the use of a dynamic pricing model, 
alignment with the company’s current capacity, impact 
on demand balancing fluctuations, suitability for the B2B 
market, and applicability for service providers.

The approaches within this category can be classified 
into two distinct groups. The first group focuses on reactive 
pricing [9], which is based on the current measurement of 
capacity utilization [10], while the second group adopts an 
approach that adjusts prices based on stochastic prediction 
[11] and dynamic pricing [12]. The development and 
optimization of price functions across these approaches 
typically revolve around revenue maximization [13]. 
Although the optimal utilization of capacity and the 
smoothing of order fluctuations are among the intended 
outcomes, they are not the primary focal points of these 
incentive systems [14]. The price functions of the different 
approaches differ in that they have different dependencies. 
For example, the price depends on the level of the 
collateral stock [15] or the customer base is differentiated 
[16] and the price depends on the type of customer [17]. 
However, all concepts use a continuous price function. 
Staircase functions or different intervals that differ in price 
are not considered. Most of the methods were developed 
for B2B companies. Only approaches that aim to optimize 
a supply chain provide an incentive for companies 
through dynamic pricing [18]. Reinforcement learning 
and simulation models are used to balance demand 
during peak times [19]. The willingness to collaborate 
and the resulting horizontal cooperation, supported by 
transparency can lead to mutual benefits between suppliers 
[20]. Different sharing protocols can be used for dynamic 
partnerships where dynamic-distributed perform equally 
or better than centralized protocols [21]. This can be called 
coopetition where different network partners cooperate 
while they simultaneously compete with each other [22]. 
Coopetition can than help to support capacity investment 
decisions while information is collected between the 
partners [23]. Collaboration and dynamic pricing is also 
used to reduce non-conforming products and scrap rates 

[24]. Nevertheless, collaboration between SMEs still faces 
various barriers [25] but can mitigate the bullwhip effect, 
provide stability and enhance customer service [26]. From 
the perspective of sectors in which these incentives are 
predominantly employed, the retail industry takes the 
lead, while the development of incentive systems tailored 
specifically for service providers remains relatively scarce 
within the existing literature.

2.2  Capacity planning

To determine prices in the incentive system, the available 
capacity at the desired processing time needs to be 
calculated. The evaluation of existing approaches in the 
literature hinges on several key criteria: the integration 
of scheduling mechanisms, a comprehensive analysis 
of individual process steps, and the identification of 
bottlenecks within the production process. Furthermore, 
these approaches are analyzed to discern whether they 
engage in capacity planning that encompasses both present 
and predictive order volumes.

Typically capacity planning focuses achieving operational 
goals like avoiding capacity bottlenecks and only assesses 
remaining capacity implicitly. Either capacity planning 
is performed to minimize costs [27] and avoid penalties 
[28], or optimal production planning is performed to 
make the best use of production capacity [29]. If capacity 
planning tools have the goal of optimal capacity utilization 
and optimal production planning, production planning 
often analyzes each station in the production process 
individually. The total capacity of the production line 
is then an interaction of the individual capacities of the 
separate processes [30]. However, it is remarkable that 
the capacity is often determined for the entire production 
process. Hardly any approach focuses on the bottleneck of a 
production chain [31] or the integration of capacity planning 
and production scheduling [32]. Still, most of the capacity 
planning approaches developed are based on historical order 
data [33], resource states [34] and production utilization 
rates [35]. Only a few methods use a forecast of demand to 
calculate the future capacity [28].

2.3  Order forecast

To ensure the accuracy of projections regarding future 
capacity utilization, it becomes imperative to possess a 
dependable forecast about forthcoming orders. This task 
is accomplished through the application of a dedicated 
forecasting tool. The assessment of these approaches pivots 
on several critical aspects, including the intricacies of their 
forecasting algorithms, the nature of the foundational data 
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they rely upon, and the overarching objectives guiding their 
predictive models.

To make a forecast of the demand on which an incentive 
system is based, different approaches of regressions, for 
example quantile regression [36] or censored regression 
[37], ARIMA models [38], machine learning [39] or 
stochastic approaches [33] are mainly used in the literature. 
It should be noted that most approaches are based on 
predicting customer demand and there are a few models that 
predict an optimal price at a given demand. The regression 
models are usually the simplest approach and require the 
least data pre-processing. In contrast, neural network models 
use multiple features to predict future demand, such as 
attributes about the product [40] or the point of sale [41]. All 
forecasting models have one thing in common, they require a 
large database when applied to different use cases to achieve 
representative results.

2.4  Asset administration shell

To connect the components discussed in the previous 
sections and integrate them into a value-added network, 
SME-friendly standard is required. This standard needs 
to be adaptable and flexible when integrating the various 
components. Various tasks such as data storage, information 
sharing, and program execution are precisely what the AAS 
technology as a standard was developed for. Therefore, in the 
following, approaches are examined that utilize AAS. These 
approaches are assessed based on the functionality of AAS, 
whether it has been adopted as a standard, and its use in 
interconnecting various components. It is striking that there 
are few use cases in which an AAS was used [42]. Mainly, 
the structure and design of the AAS are presented and 
standards are described [43]. Furthermore, an outlook on 
possible use cases is given [44]. So far, there is no approach 
in which the AAS maps an entire production network and 
in addition, controls complex process flows. AAS are 
used in the literature to integrate Industry 4.0 standards to 
production lines [45]. Mainly ASS are used to store and 
manage data. It is noteworthy that most approaches have not 
implemented a service view of AAS. This aspect of AAS 
functionality is not yet widely used in the literature, and 
when it has been, it tends to appear in recent publications 
[44]. Rarely in the literature, several AAS are implemented 
which exchange data with each other [46]. Mainly stand-
alone solutions have been developed that cannot be directly 
embedded in sub-framework structures [47].

2.5  Research gap

The existing literature reveals several research gaps and 
limitations, particularly noticeable among SMEs. Firstly, 
current approaches that seek to smooth out order fluctuations 

primarily rely on dynamically adjusting prices as an incentive 
system. However, none of these approaches explore alternative 
incentives, such as the provision of supplementary services. 
This highlights a significant gap in the development of more 
diversified and effective incentive systems tailored for service 
providers.

Furthermore, there is an absence of an established incentive 
system that considers a service provider’s capacity situation 
and simultaneously offers specific incentives for customers to 
align their demand with the available capacity. Such a system 
could enhance the profitability of service providers while 
ensuring that customers’ needs are efficiently and satisfactorily 
met.

In terms of capacity planning, most approaches are 
developed as stand-alone solutions and are not integrated into 
a comprehensive process flow or system. They predominantly 
focus on reducing company costs rather than determining 
current capacity. As a result, capacity planning tools are not 
commonly used as a basis for implementing dynamic pricing. 
These tools aim to optimize process flows without establishing 
current utilization rates, and thus, descriptions of current 
orders and predictions of future orders are rarely included.

Regarding forecasting, existing models are applied to data 
sets with constant demand. No approach currently uses volatile 
data sets without eliminating outliers or deviations from the 
data set before the forecast. Additionally, most forecasting 
approaches apply to demand data only, without considering 
other features that influence customer demand. In the service 
industry, however, customer characteristics play a significant 
role and should be integrated into forecasting models.

The literature review indicates that volatile order 
fluctuations are not considered in forecasting models for 
service providers. Most forecasting approaches rely on data 
sets with constant demand, overlooking the significance 
of volatile data sets and the impact of outliers on accurate 
demand prediction.

In conclusion, there are significant research gaps in 
the integration of end-to-end digital networking through 
an AAS, particularly in optimizing the entire production 
process rather than addressing specific bottlenecks. The goal 
of this paper is to create an incentive system that effectively 
manages order fluctuations by implementing a seamless 
digital network. This network will incorporate order 
intake, customer-specific pricing calculations, and capacity 
planning. By integrating these components, the aim is to 
develop a comprehensive system that maximizes resource 
utilization, improves customer satisfaction, and enhances 
operational efficiency.
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3  Approach

In this chapter, an incentive system tailored for the effec-
tive management of order fluctuations is presented. The 
system comprises the interconnected components outlined 
in Sect. 2. These components are linked through multiple 
AAS, creating a versatile, integrated system aligned with 
the overarching objective. An overview and concept of the 
entire system which offers customers suitable incentives, can 
be seen in Fig. 2.

It not only illustrates the interfaces of individual 
components but also showcases the role of AASs, which 
execute algorithms and programs associated with each 
component while facilitating the transfer of necessary data 
as input parameters. Customers interact with a dedicated 
portal for order submission, eliminating manual registration 
and coordination efforts. They request a service and their 
preferred order date. Upon order placement, relevant data 
is seamlessly transferred to an order AAS, interfacing with 
the incentive system AAS to calculate dynamic pricing 
based on available capacity. The incentive system AAS, 
composed of a submodel equipped with an operator, 
executes an algorithm based on input data sourced from 
the order AAS. Real-time pricing integrates with capacity 
planning tools, enabling proactive scheduling aligned 
with demand fluctuations. The capacity planning tool, 
enriched by a forecasting tool predicting and scheduling 

future orders, acquires comprehensive information from 
the service provider’s ERP system. An AAS designed for 
this purpose facilitates the exchange of information between 
the capacity planning tool and the forecasting algorithm. 
Calculated prices, considering factors such as capacity 
utilization and customer segments, are communicated back 
to the customer portal for selection. To effectively address 
demand fluctuations, the system computes prices not only 
for the requested date but also for a predefined interval 
around it. This encourages customers to consider adjusting 
their order date to align with periods of lower demand, 
benefiting from reduced prices. The calculated prices are 
communicated back to the customer portal, where customers 
can conveniently choose their preferred service date. This 
selection is then transferred through the order AAS to the 
service company. The service company, upon manual review 
and confirmation, dispatches an order confirmation to the 
customer. Simultaneously, the order AAS transfers the order 
to the capacity planning tool, which proceeds to schedule the 
order. In summary, these interconnected components play a 
vital role in achieving the overarching goal. The following 
sections will delve into more detailed aspects of the system.

3.1  Capacity planning

As expounded in the previous section, the determination of 
capacity stands as a foundational element in the computation 
of the dynamic price, thus constituting an important 

Fig. 2  Overview of the approach including algorithms and AAS
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component within the overarching incentive system. Given 
that the pricing mechanism hinges on the accommodation 
of additional orders at a given point in time, the incentive 
system places particular emphasis on discerning the capacity 
of the current production bottleneck. The bottleneck serves 
as a judicious metric for gauging the potential acceptance 
of supplementary orders before reaching maximum capacity 
[48]. This strategic focus on the bottleneck simplifies the 
capacity calculation process, as the assessment needs to be 
conducted only for selected process steps rather than the 
entirety of the production process.

3.1.1  Identification of the Bottleneck

To be able to identify the bottleneck of the production flow, 
a value stream analysis is carried out [49]. The methodology 
aims to obtain a holistic view across the value chain [50]. 
The value stream shows the relationship between the flow 
of materials and the flow of information. The flow of 
information is becoming increasingly important here due 
to digitization [51]. The bottleneck in the value chain can 
now be determined from the holistic representation of the 
process.

3.1.2  Final capacity

In the process of determining an organization’s capacity, 
it’s crucial to first establish specific goals. These objectives 
can vary, such as maximizing the production of parts, 
ensuring efficient resource utilization, meeting customer 
demands, and maintaining high product quality. Following, 
the capacity assessment process is particularly relevant for 
SMEs [52], which often lack detailed information on process 
times. In such cases, process times need to be determined 
for a value stream analysis to accurately calculate capacity, 
which already was done in Sect. 3.1.1.

Once these process times are established, the next step is 
to define the availability of the workforce and operational 
resources. This involves considering long-term factors, 
such as different contracts and potential equipment defects. 
The outcome of this process is a clear understanding 
of the maximum capacities that are currently available. 
Subsequently, customer orders must be scheduled to align 
with these capacity constraints, with order information 
typically retrieved from the ERP system.

Given the variability in product specifications and the 
resulting differences in manufacturing processes for cus-
tomer orders, it’s necessary to break down these orders into 
distinct service bundles. For each bundle, a separate capacity 
calculation must be performed. Every service bundle within 
the orders must be scheduled based on the available capac-
ity within a specific planning period. The level of detail of 

this planning decreases with later planning periods. This 
capacity planning exercise is vital for identifying bottlenecks 
within the operational processes. Figure 3 shows the three 
strategies, increasing capacity, delaying tasks, or outsourc-
ing, a company has when a bottleneck arises. However, it’s 
essential to recognize that capacity increases are typically 
only feasible to a limited extent, as capacities are often 
inflexible and can only be altered in the medium to long 
term.

In the context of scheduling customer orders, it’s 
important to align with the initially defined objectives. For 
those prioritizing customer satisfaction and timely service 
delivery, the First-In, First-Out (FIFO) rule should be 
applied, ensuring that customer orders are scheduled as early 
as possible. The primary objective remains to arrange orders 
in a manner that achieves a balanced utilization of capacity. 
However, volatile demand patterns can negatively impact 
this balanced utilization. Optimal planning of customer 
orders on available capacities can help address significant 
demand fluctuations. Nevertheless, this requires precise 
knowledge of future orders. Predictive models, based on 
historical data, can be employed to anticipate behavior. If 
it is feasible to forecast, based on the available data, when 
a customer is likely to use the service, capacity can be 
reserved for this purpose.

3.2  Forecast

As demonstrated in Chapter 2, making accurate predictions 
of orders is quite challenging, especially with a heterogene-
ous customer base and volatile order patterns. Nevertheless, 
it is crucial for mitigating order fluctuations to be able to 
predict future order timings as precisely as possible. With 
the help of a forecast, the future order situation can be best 
approximated based on past data [54]. In this approach, 
regression is used to forecast orders based on historical data. 
This method requires minimal data pre-processing and is 
effective even with smaller datasets. Using linear regression, 
it is possible to predict for each customer at which point in 
time the customer will use the service. Figure 4 illustrates 
that orders from an individual customer do not always arrive 

Fig. 3  Possibility of capacity adjustment according to Schuh and 
Stich [53]
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at linear intervals and often exhibit outliers. However, lin-
ear regression effectively captures the entirety of the orders, 
creating a general overview of upcoming orders. This means 
that peculiarities or patterns in the order behavior of the 
entire customer base can be depicted using linear regression.

Regular recurring orders can therefore be taken into 
account in capacity planning. As a result, the predicted 
orders will also be considered in the price calculation 
for new orders and improve the balancing of demand 
fluctuations. The advantage is that the service provider 
can keep capacity free for the forecast orders. This makes 
it possible to realize a long-term even capacity load. The 
question arises whether the recurring sales order can be 
fully taken into account in capacity planning in a particular 
planning period since it is a forecast and it is only true to 
a certain probability. The capacity could be reserved at the 
wrong time. To spread the risk, forecast customer orders are 
therefore weighted using a normal distribution around the 

forecast order date. The normal distribution is best suited for 
probabilities [55]. In addition to purely historical forecasts, 
quality data is also incorporated. This allows the customer to 
receive not only a forecast but also a recommendation based 
on quality parameters. Accordingly, the projected date is 
adjusted, and a recommendation is provided to the customer, 
considering the quality data.

3.3  Incentive system

The following section describes the incentive system com-
ponent. This component is responsible for processing order 
information with multiple products and determining a price 
based on various input data for the order. As depicted in 
Fig. 5, the incentive system AAS receives all information 
about the order through an interface with the order AAS and 
triggers the incentive algorithm service, providing all input 
data to the algorithm.

Since the price later depends on available capacity, the 
positions within an order must be arranged in a specific 
sequence. Because when calculating the price, more 
capacity is available than for the last product, the price 
of the last product in the order can be higher than that of 
the first product. Sorting the products based on their base 
price is a suitable approach for establishing the order. This 
involves arranging the products in descending order of their 
base prices, allowing the product with the highest price to 
receive the highest percentage discount. This method is 
advantageous as it is easy to implement and does not require 
significant computational time or capacity. Additionally, it 
enhances customer understanding and acceptance of this 

Fig. 4  Forecast of orders based on historic order data

Fig. 5  Process of creating an incentive
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step in the process. In this regard, different principles of 
order prioritization can also be applied to other SMEs. For 
instance, sorting products based on their required production 
capacity can be employed. Additionally, the order in which 
the customer adds products to the whole order can define the 
sequence for price calculation. The choice of these rules lies 
within the discretion of the SME, and in this approach, the 
base price is utilized as it is straightforward for customers 
to understand, leading to high customer acceptance. Once 
the order sequence is determined, the capacity for each 
product is queried in sequence using the capacity planning 
tool. The capacity is calculated for a time frame around the 
desired delivery date, such as two time units before and after 
the requested order date. For each time unit, the price for 
each product is determined using a price function, and the 
prices for each product are summed up per time unit. The 
customer is provided with price information throughout five 
time units. It can be assumed that customers tend to choose 
the lower price and may be willing to adjust their originally 
desired delivery date to benefit from a lower price.

Price function
As described in the previous chapter, the price of the 

service is calculated using a price function. The shape of 
the price function depends on the capacity and the selected 
product. There are various ways to represent a price function. 
In addition to a linear progression, or square root function, 
an exponential function can also be employed. Furthermore, 
the pricing function can be implemented as a step function. 
In a linear function, the price increase remains the same, 
regardless of whether the capacity increases from 10% to 
15% or from 90% to 95%. However, it makes a significant 
difference for businesses whether they have low or nearly 
maximum capacity utilization. Hence, an exponential or 
square root function is advantageous because, with these 
functions, you can differentiate the price increase based on 
the capacity difference. The price function and its trajectory 
are contingent upon the product being offered and the 
composition of the customer base. In this approach, the price 
function is implemented as a step function, with the intervals 
determined based on the capacity utilization. This results in 
price tiers based on the level of capacity utilization.

A reason to use a step function is that the price does not 
immediately increase with a small change in capacity. This 
helps to prevent customers from feeling uncertain or con-
fused when the price changes after reloading the web page, 
as it may be due to adjustments in capacity planning [56]. 
Additionally, the simplicity of the step function allows cus-
tomers to easily understand and follow how the prices for 
their orders are determined, leading to higher acceptance 
of the incentive system. By using a step function, the price 
function offers clear and transparent pricing tiers that cus-
tomers can comprehend, fostering a sense of fairness and 

encouraging their engagement with the incentive system 
[57].

3.4  Information exchange

To understand how information is exchanged between the 
individual components and how the algorithms of the compo-
nents are executed by the AAS as a service, this section will 
provide a closer examination of the structure of the AASs. 
Figure 6 illustrates the concept of the AAS as a digital twin of 
an asset. Within a company, the AAS can store technical data 
and additional information such as operating costs or deadlines 
in sub-models.

The AAS is utilized for information exchange between 
different components in this approach. AAS provide access 
to all relevant customer information, including address, con-
tact person, or historical orders which are saved in structured 
submodels in a database. By utilizing standardized interfaces, 
this information can be effectively transmitted to the respec-
tive components. One advantage of employing an AAS is the 
selective dissemination of required information to specific 
components, such as a customer portal. This approach opti-
mizes computational resources and reduces the amount of data 
exchanged. Furthermore, the AAS is leveraged as a service in 

Fig. 6  Concept of an AAS

Fig. 7  AAS Registry based on [58]
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this approach. It includes an operator triggering an algorithm 
residing on a separate server, which can be initiated through 
an AAS interface. The algorithm receives input data via the 
AAS and subsequently returns output data to the AAS. The 
AAS needs to register themselves with a registry before they 
can interact (Fig. 7). Afterwards, other AAS in the registry can 
request the endpoints of the respective AAS. Then, the AAS 
can either access the service or obtain information from the 
requested AAS. [58]

4  Use case

4.1  Use case description

The customer data for the validation of the presented 
approach comes from a german calibration service 
provider. The company is a family-run specialist for the 
production and calibration of high-precision weights. 
Regular calibration of the measuring equipment is 
required to ensure its quality. The company’s customer 
base is very heterogeneous and includes various industries. 
Many customers are manufacturers of scales or from the 
pharmaceutical sector. In addition, intermediaries of 
precision weights also order calibrations. Customers differ 
in their ordering behavior with regard to order volume, 
order frequency, order timing, and special requests. 
Therefore, the order situation is difficult to predict and 
fluctuates. The adoption of the outlined approach holds 
substantial appeal for this SME. The reason is that orders 
received via phone or email require manual handling 
before processing. Furthermore, the SME encounters 
seasonality, with a significant surge in orders, especially 
in the lead-up to and during the summer vacation season, 
resulting in capacity constraints.

4.2  Process overview

Figure 8 shows the final process of calibrating a weight 
set ordered through the customer portal through which the 
customer accesses their weight sets. Based on the forecast, 
the portal displays which weight set will soon require a 
new calibration from the service provider. Customers can 
select these weight sets and request a price quote. The 
information stored in the customer portal is passed to the 
incentive system. The incentive system calculates the cor-
responding prices and returns them to the customer. The 
customer selects a suitable calibration date which must be 
approved by the service provider. Approximately one week 
before the calibration date, the customer sends the weights 
to be calibrated. These weights arrive at the service pro-
vider and are calibrated and sent back to the customer 
within one week.

In the following, the process of price calculation and 
the structure of the individual AAS are discussed in more 
detail. After customers have selected their weight set to be 
calibrated, all information stored in the customer menu is 
transferred to the incentive system via an AAS. In addition to 
customer-specific data such as customer ID and calibration 
date, technical information on the weight sets is also stored. 
The customer data is stored in a submodel, the weight 
set data in a submodel collection. Figure 9 illustrates the 
structural composition of the order ASS. It comprises two 
components: a submodel containing all general customer 
information for those who have placed a calibration order 
with the SME, and a second part referred to as a submodel 
collection. Within this collection, all technical data related 
to the calibration weight sets provided by the customer is 
stored. Notably, each weight set possesses its dedicated 
collection.

In this example, the customer with the reference "2023-
KND-56789" has requested the calibration of their set of 
weights on December 5th, 2022. The weight set consists of 
nine distinct weights classified as E1, and they are of the 
button weight type. Additionally, the weight set is uniquely 
identified by the ID “WS2023-9876”.

Fig. 8  Process overview: weight set calibration
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The actual algorithm that calculates the customer 
incentive is executed by an operator within the incentive 
system AAS. This operator receives input data from the 
order AAS, including customer data and information about 
the weight sets. Figure 10 illustrates the structure of the AAS 
and all input data relevant to the service of the incentive 
system.

The information about the sample customer “2023-KND-
56789” is transmitted as described to the incentive system 
AAS. For the sample weight set “WS2023-9876,” prices are 
calculated for an interval before and after the specified cali-
bration date. In this example, this interval spans two weeks 
prior and two weeks following the calibration date. To sim-
plify the calculations, it is assumed that each week exhibits 
uniform utilization of the calibration laboratories, resulting 

in a single price for the calibration of weight sets per week. 
In this case, the calibration laboratory utilization is highest 
in the fifth week, making calibration correspondingly more 
expensive. In contrast, in this example, the utilization is 
lower in the first week, leading to a lower calibration price. 
Should the sample customer wish to have multiple weight 
sets calibrated, a collective price for all calibrations per week 
is calculated based on the sum of the individual prices for 
each weight set.

The incentive algorithm, as described in section 3.3 
assigns the weight sets accordingly and queries the avail-
able capacities for each weight set from the capacity AAS 
through the capacity planning tool. The capacity planning 
tool calculates the available capacities based on the already 
scheduled orders and the forecast. The incentive system 

Fig. 9  AAS: customer order

Fig. 10  AAS: incentive system
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receives information on the various available capacities 
for five weeks through the AAS. Similar to the incentive 
system AAS, the AAS depicted in Fig. 11 also consists of 
an operator. This operator possesses access to the capac-
ity planning system and is responsible for transmitting all 
input data while receiving the output data from the capacity 
planning tool. The sample record is passed to capacity plan-
ning, which includes it in its plan and provides the occupied 
capacity for this weight record as output. This process is 
performed for all five weeks specified in the previously cal-
culated time interval for price determination. As can already 
be seen in the prices, as shown in Fig. 10, it can be seen that 
the utilization is lowest in the first week and highest in the 
fifth week with the utilization of 70%.

The capacity planning tool also can query the forecast 
for orders through an AAS. This process is enabled by the 
operator, who triggers the service forecast. As illustrated 
in Fig. 12 two dates are provided to the forecast algorithm, 
delineating the forecasting period. In return, the capacity for 
each week is generated and delivered.

To use not only historical data for the prediction of future 
orders in this example, the forecast AAS transmits the time 

interval for which it returns the predicted number of orders. 
In this way, it can be seen that especially in the 5th week 
many orders are predicted.

Based on the available capacities for each weight set, 
the price for each weight set and week is calculated using 
the price function. Ultimately, the prices of the individual 
weight sets are summed up per week. The most cost-effective 
week is then determined. The prices, along with their 
corresponding week dates, are transmitted to the customer 
portal through the incentive system AAS. This allows the 
customer to view the prices in a calendar format for five 
weeks and make decisions based on their preferences.

The entire system, as implemented for the SME, is 
depicted in Fig. 13 The customer initiates their orders 
through the customer portal, where recalibration 
suggestions are presented. All necessary data for this 
process is stored in a database. The forecast AAS is 
utilized to communicate a laboratory recommendation 
to the customer, specifying when the weight set should 
undergo recalibration. In the background, the forecasting 
algorithm is activated, calculating the laboratory 
recommendation based on historical customer data, 

Fig. 11  AAS: capacity planning

Fig. 12  AAS: forecast
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considering both temporal and quality-related information. 
These data are also stored in a database.

In the second step, an incentive is computed based on 
the customer’s selected date. This incentive aims to guide 
the customer according to the current capacity utilization. 
The confirmed orders from the customer are then stored in 
a customer AAS, linked with the ERP system. This estab-
lishes an interface with capacity planning, where new cus-
tomer orders are scheduled, providing real-time capacity 
utilization for the incentive algorithm. As an additional 
service, the customer portal offers a digital calibration cer-
tificate, allowing access to the most up-to-date calibration 
values.

5  Conclusion and outlook

The objective of this approach is to develop a tool that 
enables SMEs in the service sector to achieve a balanced 
order situation, thereby allowing them to optimize their 
resource utilization. Additionally, it aims to integrate 
potential digital services into their operational processes. For 
this purpose, an approach has been developed through which 
a network can be established that addresses the challenge of 
fluctuating demand by implementing a program structure 
that enables the provision of individual incentives to each 
customer. This program structure includes an algorithm 
for calculating the incentives, a capacity planning tool 
that serves as the basis for the incentives, and a forecast 
algorithm for predicting upcoming orders. To facilitate 
seamless information exchange and service provision, 
several AAS have been implemented. By leveraging these 
tools and techniques, businesses can effectively respond to 
demand fluctuations and improve customer satisfaction.

This approach aims to improve the understanding of 
incentive systems in real-world scenarios. Following 
this work, all functional blocks and interfaces need to be 
implemented in a real-life environment. This implementation 
will provide a practical testing ground for the system. 
It is essential to involve real customers in these trials to 
assess their acceptance and gather valuable feedback. 
Furthermore, an important aspect to investigate is whether 
customers are willing to adjust their order deadlines in 
exchange for a larger discount. This analysis will help 
determine the effectiveness of incentives to customers 
with flexible delivery options. Additionally, the system 
has the potential for further expansion. By clustering the 
existing customer base, it is possible to create homogeneous 
groups of customers with similar characteristics. This 
clustering approach enables the development of customized 
price functions for each customer group, allowing for the 
provision of even more tailored incentives to individual 
customers. Further research should investigate the effects 
of deadline adjustments on customer behavior. Furthermore, 
it will explore the utilization of customer clustering to tailor 
personalized incentives with potential extensions to explore 
the scalability of the approach across different industry 
sectors and geographical regions, as well as the integration 
of machine learning algorithms to continuously optimize 
incentive strategies based on evolving customer preferences 
and market dynamics.

Acknowledgements This publication is based on the research and 
development project “BaSys4ServiceNet” (01IS21075C) which is 
funded by the German Federal Ministry of Education and Research 
(BMBF).

Author Contributions Michael Martin: Conceptualization, Methodol-
ogy, Validation, Writing; Steffen Gneiting: Methodology, Software, 

Fig. 13  Overview and AAS interaction in SME use case



Production Engineering 

Validation, Writing, Visualization; Martin Benfer: Methodology, 
Supervision; Gisela Lanza: Supervision and Principal Investigator

Funding Open Access funding enabled and organized by Projekt 
DEAL.

Data availability The data sets generated during the study are not pub-
licly available because they have not been released by the application 
partner.

Declarations 

Conflict of interest The authors declare that they have no conflict of 
interest.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

 1. Lanza G, Ferdows K, Kara S, et al (2019) Global production net-
works: Design and operation. CIRP Ann 68(2):823–841. https:// 
doi. org/ 10. 1016/j. cirp. 2019. 05. 008. https:// linki nghub. elsev ier. 
com/ retri eve/ pii/ S0007 85061 93016 59

 2. Vidalakis C, Tookey JE, Sommerville J (2013) Demand uncer-
tainty in construction supply chains: a discrete event simulation 
study. J Oper Res Soc 64(8):1194–1204. https:// doi. org/ 10. 1057/ 
jors. 2012. 156

 3. Chen FY, Yano CA (2010) Improving supply chain performance 
and managing risk under weather-related demand uncertainty. 
Manag Sci 56(8):1380–1397. https:// doi. org/ 10. 1287/ mnsc. 1100. 
1194

 4. Xu J, Chen S, Cai GG (2020) Optimal policy for production sys-
tems with two flexible resources and two products. IISE Trans 
52(2):199–215. https:// doi. org/ 10. 1080/ 24725 854. 2019. 16027 47

 5. König C, Caldwell ND, Ghadge A (2019) Service provider bound-
aries in competitive markets: the case of the logistics industry. Int 
J Prod Res 57(18):5624–5639. https:// doi. org/ 10. 1080/ 00207 543. 
2018. 15352 03

 6. Geng N, Jiang Z (2009) A review on strategic capacity planning 
for the semiconductor manufacturing industry. Int J Prod Res 
47(13):3639–3655. https:// doi. org/ 10. 1080/ 00207 54070 18710 51

 7. Maheshwari S, Gautam P, Kausar A et al (2023) Optimal inven-
tory replenishment policies for deteriorating items with preserva-
tion technology under the effect of advertisement and price reliant 
demand. Int J Syst Sci Oper Log 10(1):2186753. https:// doi. org/ 
10. 1080/ 23302 674. 2023. 21867 53

 8. Federal Ministry for Economic Affairs and Energy (BMWi) 
(2016) Structure of the Administration Shell

 9. Cavallari L (2020) Monetary policy and consumers’ demand. 
Econ Model 92:23–36. https:// doi. org/ 10. 1016/j. econm od. 2020. 
06. 022. https:// linki nghub. elsev ier. com/ retri eve/ pii/ S0264 99932 
03026 49

 10. Courty P, Pagliero M (2011) Does responsive pricing smooth 
demand shocks? Appl Econ 43(30):4707–4721. https:// doi. org/ 
10. 1080/ 00036 846. 2010. 498350

 11. Stadje W (1990) A full information pricing problem for the sale 
of several identical commodities. ZOR Zeitschrift für Operations 
Research Methods and Models of Operations Research 34(3):161–
181. https:// doi. org/ 10. 1007/ BF014 15979

 12. Liu J, Pang Z, Qi L (2020) Dynamic pricing and inventory man-
agement with demand learning: a bayesian approach. Comput 
Oper Res 124:105078. https:// doi. org/ 10. 1016/j. cor. 2020. 105078. 
https:// linki nghub. elsev ier. com/ retri eve/ pii/ S0305 05482 03019 57

 13. Pinder J (2005) Using revenue management to improve pricing 
and capacity management in programme management. Journal of 
the Operational Research Society 56(1):75–87. https:// doi. org/ 10. 
1057/ palgr ave. jors. 26018 01

 14. Fahrioglu M, Alvarado F (2000) Designing incentive compatible 
contracts for effective demand management. IEEE Trans Power 
Syst 15(4):1255–1260. https:// doi. org/ 10. 1109/ 59. 898098. http:// 
ieeex plore. ieee. org/ docum ent/ 898098/

 15. Gallego G, Van Ryzin G (1994) Optimal Dynamic Pricing of 
Inventories with Stochastic Demand over Finite Horizons. Man-
age Sci 40(8):999–1020. https:// doi. org/ 10. 1287/ mnsc. 40.8. 999

 16. Chen K, Zha Y, Alwan LC et al (2020) Dynamic pricing in the 
presence of reference price effect and consumer strategic behav-
iour. Int J Prod Res 58(2):546–561. https:// doi. org/ 10. 1080/ 00207 
543. 2019. 15985 92

 17. Chakravarty AK, Martin GE (1989) Discount pricing policies 
for inventories subject to declining demand. Naval Res Logistics 
36(1):89–102. https:// doi. org/ 10. 1002/ 1520- 6750(198902) 36: 1< 
89:: AID- NAV32 20360 107>3. 0. CO;2-5

 18. Zhang J, Nault BR, Tu Y (2015) A dynamic pricing strategy 
for a 3PL provider with heterogeneous customers. International 
Journal of Production Economics 169:31–43. https:// doi. org/ 10. 
1016/j. ijpe. 2015. 07. 017. https:// linki nghub. elsev ier. com/ retri eve/ 
pii/ S0925 52731 50026 50

 19. Stamer F, Lanza G (2023) Dynamic pricing of product and deliv-
ery time in multi-variant production using an actor critic rein-
forcement learning. CIRP Ann 72(1):405–408. https:// doi. org/ 10. 
1016/j. cirp. 2023. 04. 019

 20. Hosseinnezhad D, Nugroho YK, Heavey C (2023) Horizontal col-
laboration between suppliers to mitigate supply chain disruption: 
a secure resource sharing strategy. Comput Ind Eng 177:109088. 
https:// doi. org/ 10. 1016/j. cie. 2023. 109088

 21. Yilmaz I, Yoon SW (2020) Dynamic-distributed decisions and 
sharing protocol for fair resource sharing in collaborative network. 
Int J Prod Econ 226:107644. https:// doi. org/ 10. 1016/j. ijpe. 2020. 
107644

 22. Bouncken RB, Gast J, Kraus S et al (2015) Coopetition: a sys-
tematic review, synthesis, and future research directions. RMS 
9:577–601. https:// doi. org/ 10. 1007/ s11846- 015- 0168-6

 23. Renna P, Argoneto P (2012) Capacity investment decision in 
co-opetitive network by information sharing. Comput Ind Eng 
62(1):359–367. https:// doi. org/ 10. 1016/j. cie. 2011. 10. 011

 24. Silbernagel R, Wagner C, Albers A et al (2021) Data-based supply 
chain collaboration-improving product quality in global produc-
tion networks by sharing information. Procedia CIRP 104:470–
475. https:// doi. org/ 10. 1016/j. procir. 2021. 11. 079

 25. Kazantsev N, Pishchulov G, Mehandjiev N et al (2022) Investi-
gating barriers to demand-driven sme collaboration in low-vol-
ume high-variability manufacturing. Supply Chain Manag Int J 
27(2):265–282. https:// doi. org/ 10. 1108/ SCM- 10- 2021- 0486

 26. Cannella S, Ciancimino E (2010) On the bullwhip avoidance 
phase: Supply chain collaboration and order smoothing. Int J 
Prod Res 48(22):6739–6776. https:// doi. org/ 10. 1080/ 00207 54090 
32523 08

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.cirp.2019.05.008
https://doi.org/10.1016/j.cirp.2019.05.008
https://linkinghub.elsevier.com/retrieve/pii/S0007850619301659
https://linkinghub.elsevier.com/retrieve/pii/S0007850619301659
https://doi.org/10.1057/jors.2012.156
https://doi.org/10.1057/jors.2012.156
https://doi.org/10.1287/mnsc.1100.1194
https://doi.org/10.1287/mnsc.1100.1194
https://doi.org/10.1080/24725854.2019.1602747
https://doi.org/10.1080/00207543.2018.1535203
https://doi.org/10.1080/00207543.2018.1535203
https://doi.org/10.1080/00207540701871051
https://doi.org/10.1080/23302674.2023.2186753
https://doi.org/10.1080/23302674.2023.2186753
https://doi.org/10.1016/j.econmod.2020.06.022
https://doi.org/10.1016/j.econmod.2020.06.022
https://linkinghub.elsevier.com/retrieve/pii/S0264999320302649
https://linkinghub.elsevier.com/retrieve/pii/S0264999320302649
https://doi.org/10.1080/00036846.2010.498350
https://doi.org/10.1080/00036846.2010.498350
https://doi.org/10.1007/BF01415979
https://doi.org/10.1016/j.cor.2020.105078
https://linkinghub.elsevier.com/retrieve/pii/S0305054820301957
https://doi.org/10.1057/palgrave.jors.2601801
https://doi.org/10.1057/palgrave.jors.2601801
https://doi.org/10.1109/59.898098
http://ieeexplore.ieee.org/document/898098/
http://ieeexplore.ieee.org/document/898098/
https://doi.org/10.1287/mnsc.40.8.999
https://doi.org/10.1080/00207543.2019.1598592
https://doi.org/10.1080/00207543.2019.1598592
https://doi.org/10.1002/1520-6750(198902)36:1<89::AID-NAV3220360107>3.0.CO;2-5
https://doi.org/10.1002/1520-6750(198902)36:1<89::AID-NAV3220360107>3.0.CO;2-5
https://doi.org/10.1016/j.ijpe.2015.07.017
https://doi.org/10.1016/j.ijpe.2015.07.017
https://linkinghub.elsevier.com/retrieve/pii/S0925527315002650
https://linkinghub.elsevier.com/retrieve/pii/S0925527315002650
https://doi.org/10.1016/j.cirp.2023.04.019
https://doi.org/10.1016/j.cirp.2023.04.019
https://doi.org/10.1016/j.cie.2023.109088
https://doi.org/10.1016/j.ijpe.2020.107644
https://doi.org/10.1016/j.ijpe.2020.107644
https://doi.org/10.1007/s11846-015-0168-6
https://doi.org/10.1016/j.cie.2011.10.011
https://doi.org/10.1016/j.procir.2021.11.079
https://doi.org/10.1108/SCM-10-2021-0486
https://doi.org/10.1080/00207540903252308
https://doi.org/10.1080/00207540903252308


 Production Engineering

 27. Qi L, Yan Z (2006) Capacity Control of Revenue Management 
in Wards of Community Hospital. In: 2006 International Con-
ference on Service Systems and Service Management. IEEE, 
Troyes, France, pp 368–372. https:// doi. org/ 10. 1109/ ICSSSM. 
2006. 320642. http:// ieeex plore. ieee. org/ docum ent/ 41144 62/

 28. Kurz J (2016) Capacity planning for a maintenance service pro-
vider with advanced information. European Journal of Operational 
Research 251(2):466–477. https:// doi. org/ 10. 1016/j. ejor. 2015. 
11. 029. https:// linki nghub. elsev ier. com/ retri eve/ pii/ S0377 22171 
50107 84

 29. FengYu Wang, Tay Jin Chua, Liu W, et al (2005) An Integrated 
Modeling Framework for Capacity Planning and Production 
Scheduling. In: 2005 International Conference on Control and 
Automation, vol 2. IEEE, Budapest, Hungary, pp 1137–1142. 
https:// doi. org/ 10. 1109/ ICCA. 2005. 15282 92. http:// ieeex plore. 
ieee. org/ docum ent/ 15282 92/

 30. Sonenberg N, Au G, Taylor P (2015) A queueing model for the 
capacity planning of a multi-phase human services process. Inter-
national Journal of Systems Science: Operations & Logistics 
2(3):156–167. https:// doi. org/ 10. 1080/ 23302 674. 2015. 10156 60

 31. Cai Tx, Chua Tj, Wang Fy, et al (2006) A Priority-Driven Finite 
Capacity Planning System with Enhanced Shifting Bottleneck 
Algorithm. In: 2006 IEEE International Conference on Industrial 
Informatics. IEEE, Singapore, pp 799–804. https:// doi. org/ 10. 
1109/ INDIN. 2006. 275664. http:// ieeex plore. ieee. org/ docum ent/ 
40534 91/

 32. Yao X, Almatooq N, Askin RG et al (2022) Capacity planning 
and production scheduling integration: improving operational effi-
ciency via detailed modelling. Int J Prod Res 60(24):7239–7261. 
https:// doi. org/ 10. 1080/ 00207 543. 2022. 20280 31

 33. Huang MG, Chang PL, Chou YC (2008) Demand forecasting 
and smoothing capacity planning for products with high random 
demand volatility. Int J Prod Res 46(12):3223–3239. https:// doi. 
org/ 10. 1080/ 00207 54060 10944 57

 34. Tu Jf, Guo Rf, Fang Zm (2011) Capacity planning of ERP based 
on the state of manufacturing resources. In: 2011 International 
Conference on Consumer Electronics, Communications and Net-
works (CECNet). IEEE, Xianning, China, pp 134–137. https:// 
doi. org/ 10. 1109/ CECNET. 2011. 57687 94. http:// ieeex plore. ieee. 
org/ docum ent/ 57687 94/

 35. Bannister AR, Bickford JP, Swanke KV (2014) Demand Smooth-
ing. IEEE Transactions on Semiconductor Manufacturing 
27(3):335–340. https:// doi. org/ 10. 1109/ TSM. 2014. 23123 58. 
https:// ieeex plore. ieee. org/ docum ent/ 67772 90

 36. Maciejowska K, Nowotarski J, Weron R (2016) Probabilistic fore-
casting of electricity spot prices using Factor Quantile Regression 
Averaging. International Journal of Forecasting 32(3):957–965. 
https:// doi. org/ 10. 1016/j. ijfor ecast. 2014. 12. 004. https:// linki 
nghub. elsev ier. com/ retri eve/ pii/ S0169 20701 40018 48

 37. Kiygi Calli M, Weverbergh M (2009) Forecasting newspaper 
demand with censored regression. Journal of the Operational 
Research Society 60(7):944–951. https:// doi. org/ 10. 1057/ palgr 
ave. jors. 26026 37. https:// www. tandf online. com/ doi/ full/ 10. 1057/ 
palgr ave. jors. 26026 37

 38. Dey B, Roy B, Datta S, et al (2023) Forecasting ethanol demand 
in India to meet future blending targets: A comparison of ARIMA 
and various regression models. Energy Reports 9:411–418. 
https:// doi. org/ 10. 1016/j. egyr. 2022. 11. 038. https:// linki nghub. 
elsev ier. com/ retri eve/ pii/ S2352 48472 20242 46

 39. Feizabadi J (2022) Machine learning demand forecasting and sup-
ply chain performance. Int J Log Res Appl 25(2):119–142. https:// 
doi. org/ 10. 1080/ 13675 567. 2020. 18032 46

 40. Rohaan D, Topan E, Groothuis-Oudshoorn C (2022) Using super-
vised machine learning for B2B sales forecasting: A case study 
of spare parts sales forecasting at an after-sales service provider. 
Expert Systems with Applications 188:115925. https:// doi. org/ 

10. 1016/j. eswa. 2021. 115925. https:// linki nghub. elsev ier. com/ retri 
eve/ pii/ S0957 41742 10127 93

 41. Punia S, Nikolopoulos K, Singh SP et al (2020) Deep learn-
ing with long short-term memory networks and random forests 
for demand forecasting in multi-channel retail. Int J Prod Res 
58(16):4964–4979. https:// doi. org/ 10. 1080/ 00207 543. 2020. 17356 
66

 42. Quadrini W, Cimino C, Abdel-Aty TA, et al (2023) Asset Admin-
istration Shell as an interoperable enabler of Industry 4.0 software 
architectures: a case study. Procedia Computer Science 217:1794–
1802. https:// doi. org/ 10. 1016/j. procs. 2022. 12. 379. https:// linki 
nghub. elsev ier. com/ retri eve/ pii/ S1877 05092 20246 44

 43. Birtel M, Motsch W, Popper J, et al (2020) Method for the devel-
opment of an Asset Administration Shell in a product-driven 
modular production - realizing an active digital object memory. 
In: 2020 IEEE Conference on Industrial Cyberphysical Systems 
(ICPS). IEEE, Tampere, Finland, pp 583–588. https:// doi. org/ 
10. 1109/ ICPS4 8405. 2020. 92747 53. https:// ieeex plore. ieee. org/ 
docum ent/ 92747 53/

 44. Ochoa W, Larrinaga F, Pérez A (2023) Architecture for manag-
ing AAS-based business processes. Procedia Computer Science 
217:217–226. https:// doi. org/ 10. 1016/j. procs. 2022. 12. 217. https:// 
linki nghub. elsev ier. com/ retri eve/ pii/ S1877 05092 20229 55

 45. Fuchs J, Schmidt J, Franke J, et al (2019) I4.0-compliant integra-
tion of assets utilizing the Asset Administration Shell. In: 2019 
24th IEEE International Conference on Emerging Technologies 
and Factory Automation (ETFA). IEEE, Zaragoza, Spain, pp 
1243–1247. https:// doi. org/ 10. 1109/ ETFA. 2019. 88692 55. https:// 
ieeex plore. ieee. org/ docum ent/ 88692 55/

 46. Ye X, Yu M, Song WS, et al (2021) An Asset Administration 
Shell Method for Data Exchange Between Manufacturing Soft-
ware Applications. IEEE Access 9:144171–144178. https:// doi. 
org/ 10. 1109/ ACCESS. 2021. 31221 75. https:// ieeex plore. ieee. org/ 
docum ent/ 95848 66/

 47. Ye X, Song WS, Hong SH, et al (2022) Toward Data Interoper-
ability of Enterprise and Control Applications via the Industry 
4.0 Asset Administration Shell. IEEE Access 10:35795–35803. 
https:// doi. org/ 10. 1109/ ACCESS. 2022. 31637 38. https:// ieeex 
plore. ieee. org/ docum ent/ 97455 32/

 48. Li L, Chang Q, Ni J (2009) Data driven bottleneck detection of 
manufacturing systems. Int J Prod Res 47(18):5019–5036. https:// 
doi. org/ 10. 1080/ 00207 54070 18818 60

 49. Metternich J, Meudt T, Hartmann L (2022) Wertstrom 4.0: Wert-
stromanalyse und Wertstromdesign für eine schlanke, digitale 
Auftragsabwicklung. Carl Hanser Verlag GmbH & Co. KG, 
München. https:// doi. org/ 10. 3139/ 97834 46473 140

 50. Bertagnolli F (2020) Lean Management: Einführung und 
Vertiefung in die japanische Management-Philosophie. Springer 
Fachmedien Wiesbaden, Wiesbaden. https:// doi. org/ 10. 1007/ 
978-3- 658- 31240-4

 51. Verhoef PC, Broekhuizen T, Bart Y et al (2021) Digital transfor-
mation: a multidisciplinary reflection and research agenda. J Bus 
Res 122:889–901. https:// doi. org/ 10. 1016/j. jbusr es. 2019. 09. 022. 
https:// linki nghub. elsev ier. com/ retri eve/ pii/ S0148 29631 93054 78

 52. Schnieder L (2018) Betriebsplanung im öffentlichen Personen-
nahverkehr: Ziele. VDI-Buch, Springer, Berlin Heidelberg, Ber-
lin, Heidelberg, Methoden, Konzepte. https:// doi. org/ 10. 1007/ 
978-3- 662- 57318-1

 53. Schuh G, Stich V (2012) Produktionsplanung und -steuerung 1: 
Evolution der PPS. Springer, Berlin, Heidelberg. https:// doi. org/ 
10. 1007/ 978-3- 642- 25423-9

 54. Lovelock CH (1983) Classifying Services to Gain Strategic Mar-
keting Insights. J Mark 47(3):9–20. https:// doi. org/ 10. 1177/ 00222 
42983 04700 303

https://doi.org/10.1109/ICSSSM.2006.320642
https://doi.org/10.1109/ICSSSM.2006.320642
http://ieeexplore.ieee.org/document/4114462/
https://doi.org/10.1016/j.ejor.2015.11.029
https://doi.org/10.1016/j.ejor.2015.11.029
https://linkinghub.elsevier.com/retrieve/pii/S0377221715010784
https://linkinghub.elsevier.com/retrieve/pii/S0377221715010784
https://doi.org/10.1109/ICCA.2005.1528292
http://ieeexplore.ieee.org/document/1528292/
http://ieeexplore.ieee.org/document/1528292/
https://doi.org/10.1080/23302674.2015.1015660
https://doi.org/10.1109/INDIN.2006.275664
https://doi.org/10.1109/INDIN.2006.275664
http://ieeexplore.ieee.org/document/4053491/
http://ieeexplore.ieee.org/document/4053491/
https://doi.org/10.1080/00207543.2022.2028031
https://doi.org/10.1080/00207540601094457
https://doi.org/10.1080/00207540601094457
https://doi.org/10.1109/CECNET.2011.5768794
https://doi.org/10.1109/CECNET.2011.5768794
http://ieeexplore.ieee.org/document/5768794/
http://ieeexplore.ieee.org/document/5768794/
https://doi.org/10.1109/TSM.2014.2312358
https://ieeexplore.ieee.org/document/6777290
https://doi.org/10.1016/j.ijforecast.2014.12.004
https://linkinghub.elsevier.com/retrieve/pii/S0169207014001848
https://linkinghub.elsevier.com/retrieve/pii/S0169207014001848
https://doi.org/10.1057/palgrave.jors.2602637
https://doi.org/10.1057/palgrave.jors.2602637
https://www.tandfonline.com/doi/full/10.1057/palgrave.jors.2602637
https://www.tandfonline.com/doi/full/10.1057/palgrave.jors.2602637
https://doi.org/10.1016/j.egyr.2022.11.038
https://linkinghub.elsevier.com/retrieve/pii/S2352484722024246
https://linkinghub.elsevier.com/retrieve/pii/S2352484722024246
https://doi.org/10.1080/13675567.2020.1803246
https://doi.org/10.1080/13675567.2020.1803246
https://doi.org/10.1016/j.eswa.2021.115925
https://doi.org/10.1016/j.eswa.2021.115925
https://linkinghub.elsevier.com/retrieve/pii/S0957417421012793
https://linkinghub.elsevier.com/retrieve/pii/S0957417421012793
https://doi.org/10.1080/00207543.2020.1735666
https://doi.org/10.1080/00207543.2020.1735666
https://doi.org/10.1016/j.procs.2022.12.379
https://linkinghub.elsevier.com/retrieve/pii/S1877050922024644
https://linkinghub.elsevier.com/retrieve/pii/S1877050922024644
https://doi.org/10.1109/ICPS48405.2020.9274753
https://doi.org/10.1109/ICPS48405.2020.9274753
https://ieeexplore.ieee.org/document/9274753/
https://ieeexplore.ieee.org/document/9274753/
https://doi.org/10.1016/j.procs.2022.12.217
https://linkinghub.elsevier.com/retrieve/pii/S1877050922022955
https://linkinghub.elsevier.com/retrieve/pii/S1877050922022955
https://doi.org/10.1109/ETFA.2019.8869255
https://ieeexplore.ieee.org/document/8869255/
https://ieeexplore.ieee.org/document/8869255/
https://doi.org/10.1109/ACCESS.2021.3122175
https://doi.org/10.1109/ACCESS.2021.3122175
https://ieeexplore.ieee.org/document/9584866/
https://ieeexplore.ieee.org/document/9584866/
https://doi.org/10.1109/ACCESS.2022.3163738
https://ieeexplore.ieee.org/document/9745532/
https://ieeexplore.ieee.org/document/9745532/
https://doi.org/10.1080/00207540701881860
https://doi.org/10.1080/00207540701881860
https://doi.org/10.3139/9783446473140
https://doi.org/10.1007/978-3-658-31240-4
https://doi.org/10.1007/978-3-658-31240-4
https://doi.org/10.1016/j.jbusres.2019.09.022
https://linkinghub.elsevier.com/retrieve/pii/S0148296319305478
https://doi.org/10.1007/978-3-662-57318-1
https://doi.org/10.1007/978-3-662-57318-1
https://doi.org/10.1007/978-3-642-25423-9
https://doi.org/10.1007/978-3-642-25423-9
https://doi.org/10.1177/002224298304700303
https://doi.org/10.1177/002224298304700303


Production Engineering 

 55. Kohn W, Öztürk R (2022) Statistik für Ökonomen: Datenanalyse 
mit R und SPSS, 4th edn. Lehrbuch, Springer Gabler, Berlin [Hei-
delberg]. https:// doi. org/ 10. 1007/ 978-3- 662- 64754-7

 56. Haws KL, Bearden WO (2006) Dynamic pricing and consumer 
fairness perceptions. J Consum Res 33(3):304–311. https:// doi. 
org/ 10. 1086/ 508435. https:// acade mic. oup. com/ jcr/ artic le/ 33/3/ 
304/ 18918 84

 57. Riquelme IP, Román S, Cuestas PJ (2021) Does it matter who 
gets a better price? antecedents and consequences of online price 
unfairness for advantaged and disadvantaged consumers. Tourism 
Manag Perspect 40:100902. https:// doi. org/ 10. 1016/j. tmp. 2021. 

100902. https:// linki nghub. elsev ier. com/ retri eve/ pii/ S2211 97362 
10011 5X

 58. Englische VDI/VDE-Gesellschaft Mess- und Automatisierung-
stechnik (2020) Language for I4.0 components - Interaction pro-
tocol for bidding procedures

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1007/978-3-662-64754-7
https://doi.org/10.1086/508435
https://doi.org/10.1086/508435
https://academic.oup.com/jcr/article/33/3/304/1891884
https://academic.oup.com/jcr/article/33/3/304/1891884
https://doi.org/10.1016/j.tmp.2021.100902
https://doi.org/10.1016/j.tmp.2021.100902
https://linkinghub.elsevier.com/retrieve/pii/S221197362100115X
https://linkinghub.elsevier.com/retrieve/pii/S221197362100115X

	Incentive system to smooth out fluctuations in demand
	Abstract
	1 Introduction
	2 Related work
	2.1 Incentive system
	2.2 Capacity planning
	2.3 Order forecast
	2.4 Asset administration shell
	2.5 Research gap

	3 Approach
	3.1 Capacity planning
	3.1.1 Identification of the Bottleneck
	3.1.2 Final capacity

	3.2 Forecast
	3.3 Incentive system
	3.4 Information exchange

	4 Use case
	4.1 Use case description
	4.2 Process overview

	5 Conclusion and outlook
	Acknowledgements 
	References


